ME-Net: Towards Effective Adversarial Robustness with Matrix Estimation
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Figure 7: An illustration of two proposed adaptive attacks.
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Mask =stimation = uses exact preprocess to approximate inputs
= Destroy the structure of adversarial noise _ _ — = attacks the constructed inputs using BPDA
. . . Figure 4: An illustration of ME-Net training and inference process. .
- Emphasize the global structure in the image Projected BPDA attack

- A new defense method that emphasizes the global structure in images using matrix estimation

Idea: Images are approximately low-rank - attacks directly the main structural space

- Creates more data for training by generating randomly subsampled versions for each example

109 109 = projects grads to low-rank space iteratively
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Figure 3: An example of how ME affects the input images. Figure 5: Empirical CDF of distance within and among classes. Figure 6: White-box attack results on different datasets.




