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TACKLING UNCERTAINTY

Online Algorithms Machine Learning




« Sam recently moved to Colorado
« Renting: $1
« Buying : $B
» Should he rent or should he buy?

« Missing: How often does Sam want to

SKI' RENTAL PROBLE

ski?




SKI' RENTAL PROBLE

Sam is very pessimistic and strongly
believes “Anything that can go wrong
will go wrong”

Alg(x)
Opt(x)

Minimizes max,




SKI' RENTAL PROBLE

lg(x)
Opt(x)

 Minimizes maxx

» Deterministic Algorithm:
— Buy on day B-1
— 2-competitive

* Randomized Algorithm:

i—1
— Samplei € {1,B}; p(i) x (b 1)
— Buy on day I

— ——competltlve
e—1




THE FORTUNE COOKI

You will ski 26 times

* Notation
— y « predicted number of days
— 1 =|x—y| = prediction error

+ Competitive Ratio
—  Function of the error

Alg(D)
= opey = <010)
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Blind Trust

« lfy>bh

— Buyonday 1

¢ Else

— Rent every day

-MPT T



ATTEMPT 1

Blind Trust Analysis
c Ify>b If (y = b andx = b) or (y < band x < b)
ALG = OPT
— Buyonday 1
+ Else

— Rent every day




ATTEMPT 1

Blind Trust Analysis
« lfy>bh
— Buyonday 1
 Else If (y > bandx < b)

— Rent every day ALG=b<x+(y —x) =0PT +n

OPT ALG




ATTEMPT 1

Blind Trust Analysis

« lfy>bh
— Buyonday 1
* Else
— Rent every day

If (y <bandx = b)

ALG=x<b+ (x —y)=0PT +n
OPT ALG

|
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ATTEMPT 1

Blind Trust Analysis
c Ify>b If (y = b andx = b) or (y < band x < b)
— Buy on day 1 ALG = OFT
 Else If (y > bandx < b)

— Rent every day ALG=b <x+ (y —x) =0PT +n

If (y <bandx = b)
ALG=x<b+ (x —y)=O0PT +n

ALG < OPT + 1)



ATTEMPT 1

Blind Trust

« lfy>bh

1-consistent!

— Buyonday 1
* Else

— Rent every day @

Not Robust

ALG < OPT + 1



ATTEMPT 2

Cautious Trust Analysis
Let A € (0,1) be a ALG . 7 141
hyperparameter oPT = mm{ L+4+ 50 OPT’T}

Ity =>b

— Buy on day [4b] "
()
" Bencarfi ® ®




ATTEMPT 2
Cautious Trust (%)-Robust

« 1€ (0,1) gives a tradeoft 20
between consistency and 19 -
robustness 18 -

=
=

e Small A
— Higher trust in the predictions

Consistency
—
[=1]

i
(%)
i

14 -
— Better consistency 131
— Worse robustness 12 -

20 25 30 35 40 45 50 55 60
Robustness



ATTEMPT 2
Cautious Trust (%)-Robust

« 1€ (0,1) gives a tradeoft 20
between consistency and 19 -
robustness 18 -

=
=

e Small A
— Higher trust in the predictions

— Better consistency Can we do better?
— Worse robustness

1L ‘I

Consistency
—
[=1]

i
(%)
i

14

20 25 30 35 40 45 50 55 60
Robustness



ATTE

e Let's randomize!

e Ify>bh

k = [Ab]

. b—1\k1 1
Define q; « (T) b1 - (1-1/b)F)
Choose j € {1, 2, ..., k} randomly from
distribution defined by q;.

_ Buy on dayj
e Else
b
- ¢=[3|
R (=) ppp—
efine 1 5 b(1 - (1-1/b)?)

Choose j € {1, 2, ..., £} randomly from
distribution defined by ;.

Buy on day |

MPT 3
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ATTEMPT 3

e Let'srandomize!

A .
- fy=>b 1 _e_l)-conswtent!
— k =|Ab]
. b—1\k1 1 207
~ Define g; < (T) b1 - (1-1/b)F)
— Choose j €{1,2, ..., k} randomly from 18 -
distribution defined by q;.
— Buyonday| >
« Else g e
b &
- e=pl
. p—1\?"1 1
— Definer; « (T) b1 - (1-1/b)) 15 ]
— Choose j € {1,2,...,£} randomly from '
distribution defined by ;.

— Buy on day | 15 20 25 30 35 40 45 50 55 60
Robustness



THE FORTUNE COOKI

2,
You will ski 26 times

Prediction Error

Consistency Robustness



OUTLIN

e The Weatherman




* Predictions are backed by a probabilistic guarantee

* The algorithm can utilize these error probabilities to
obtain better performance



THE WEATHERMAN FOR SKI RENTAL

« Suppose we train a binary classifier to predict whether Sam will ski
for more than b days or not

* h « probability of correct prediction

* The algorithm knows h
(say, by observing performance on validation data)

* What algorithms can we obtain in this setting?



THE WEATHERMAN FOR SKI RENTAL

« |If prediction < b days
— Buyondayb

 If prediction more than b days
— Buy on day i with probability p;

Minimize ¢
subject to

vd,E[Alg(d)] < ¢ min(b, d)




THE WEATHERMAN FOR SKI RENTAL

If prediction < b days
— Buyondayb

If prediction more than b days
— Buy on day i with probability p;

Minimize ¢
subject to

vd,E[Alg(d)] < ¢ min(b, d)

Competitive ratio

16

15

14

13

12

11

10

05

06

01

08

09

10




competitive ratio= f(h)

fm=1f(G) ==

e—1

Competitive ratio




OUTLIN

« The Constrained Adversary




THE CONSTRAINED ADVERSARY

« Bound the amount of uncertainty

« Make structural assumptions about
the online input

* More structure — Better guarantees




THE CONSTRAINED ADVERSARY

More convenient to work with
fractional version of the problem

March 2019

Sunday Monday Tuesday Wednesday Thursday

Costs 1 to buy skis
Costs z to rent for z time (fractional)

Constraint: x > y

"Sam knows he'll ski at least five
times”




THE CONSTRAINED ADVERSARY

Let py(z) « Probability of buying on day z

Let g(y) < Probability of buying on the first day

Say we enforce p,(z) = 0,vz>1 (Even the deterministic algorithm
does that)

What's the expected algorithm cost for x days?

Costy,(x) = q(y) + fox(l + 2)py(2)dz + fxl xpy(z)dz

Costy(x)\ .
) ) IS a constant
min(x,1)

Set probabilities so that (



THE CONSTRAINED ADVERSARY

Let py(z) « Probability of buying on day z
Let q(y) <« Probability of buying on the first day

Say we enforce p,(z) = 0,vz>1 (Even the deterministic algorithm
does that)

Set probabilities so that is a constant

min(x,1)



CONCLUSIONS

 The Fortune Cookie

— Predictions with no error guarantees
— Competitive ratio = min(consistency, robustness)

* The Weatherman
— Predicts with error guarantees
— Competitive ratio = function(error probability)

* The Constrained Adversary (Semi-Online)
— Structural assumptions about input
— Improved competitive ratios




ANKS'!



