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Abstract—With the advances in acoustic modem technology
that enabled high-rate reliable communications, current re-
search focuses on communication between various remote
instruments within a network environment. Underwater acoustic
(UWA) networks are generally formed by acoustically connected
ocean-bottom sensors, autonomous underwater vehicles, and
a surface station, which provides a link to an on-shore control
center. While many applications require long-term monitoring of
the deployment area, the battery-powered network nodes limit
the lifetime of UWA networks. In addition, shallow-water acoustic
channel characteristics, such as low available bandwidth, highly
varying multipath, and large propagation delays, restrict the effi-
ciency of UWA networks. Within such an environment, designing
an UWA network that maximizes throughput and reliability while
minimizing the power consumption becomes a very difficult task.
The goal of this paper is to survey the existing network technology
and its applicability to underwater acoustic channels. In addition,
we present a shallow-water acoustic network example and outline
some future research directions.

Index Terms—Acoustic networks, telemetry, underwater com-
munications.

I. INTRODUCTION

UUNDERWATER communication applications mostly
involve long-term monitoring of selected ocean areas [1].

The traditional approach for ocean-bottom or ocean-column
monitoring is to deploy oceanographic sensors, record the data,
and recover the instruments. This approach creates long lags
in receiving the recorded information. In addition, if a failure
occurs before recovery, all the data is lost. The ideal solution
for these applications (such as data collection from hot vent
communities, offshore mining or drilling, etc.) is to establish
real-time communication between the underwater instruments
and a control center within a network configuration.

Basic underwater acoustic (UWA) networks are formed by es-
tablishing two-way acoustic links between various instruments
such as autonomous underwater vehicles (AUV’s) and sensors.
The network is then connected to a surface station which can fur-
ther be connected to a backbone, such as the Internet, through
an RF link. This configuration creates an interactive environ-
ment where scientists can extract real-time data from multiple
distant underwater instruments. After evaluating the obtained
data, control messages can be sent to individual instruments and
the network can be adapted to changing situations. Since data is
transferred to the control station when it is available, data loss
is prevented until a failure occurs.

Underwater networks can also be used to increase the op-
eration range of AUV’s. The feasible wireless communication
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range of an AUV is limited by the acoustic range of a single
modem which varies from 10 to 90 km [1]. By hopping the con-
trol and data messages through a network that covers large areas,
the range of AUV’s can be considerably increased. However, as
noted in [2], the effects of propagation time delays should be
considered.

The shallow-water acoustic channel differs from radio chan-
nels in many respects. The available bandwidth of the UWA
channel is limited and depends on both range and frequency
[3], [4]. Within this limited bandwidth, the acoustic signals are
subject to time-varying multipath [5], which may result in se-
vere intersymbol interference (ISI) and large Doppler shifts and
spreads, relative to radio channels. These characteristics restrict
the range and bandwidth for reliable communications.

The propagation speed in the UWA channel is five orders of
magnitude lower than that of the radio channel. Large delays be-
tween transactions can reduce the throughput of the system con-
siderably if it is not taken into account. Also, since the ocean-
bottom instruments are battery-powered, power efficiency is a
desirable characteristic for underwater networks. Special atten-
tion should be given to these facts when designing a network
protocol.

The paper is divided into two parts. The first part is an
overview of network design principles. We survey multiple
access, media access, automatic repeat request (ARQ), and
routing methods for communication networks. An overview of
the work carried out to date on the development of UWA net-
works is also included in this section. The second part presents a
design example of a shallow-water network. Network topology
is determined to provide minimum energy consumption, which
is an important constraint for the battery-powered underwater
modems. A media access method based on the multiple access
with collision avoidance (MACA) protocol [22] is proposed
and an Opnet simulation is conducted. Network performance
is assessed in terms of delay and throughput analysis. Finally,
Section IV summarizes the conclusions and gives an outline of
future research directions in this area.

II. NETWORK DESIGN PRINCIPLES

The design of an information network is commonly carried
out in the form of a layered architecture [7]. The first three layers
of this hierarchical structure are the physical layer, the data link
layer, and the network layer.

The physical layer is in charge of converting the logical in-
formation (bits 0 and 1) into signals which are transmitted over
the communication channel. At the receiving end, it is in charge
of detecting the signal corrupted by noise and other channel dis-
tortions and converting it back into logical bits.

The bits are often grouped into packets, which are processed
at the data link layer. This layer has two major functions:
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framing and error correction control. Framing refers to defining
a packet, which includes the information sequence, synchro-
nization preambles, source, and destination addresses, and
other control information. Error correction control at the data
link layer is most commonly implemented through a cyclic
redundancy check (CRC). Redundant bits are formed from
the bits in the packet and appended to it. At the receiver, a
check is performed to detect errors in a packet. If the CRC
fails, a node may ask for the packet to be retransmitted. This
procedure is known as the automatic repeat request (ARQ). In
order to implement an ARQ procedure, the nodes in a network
must follow a data link protocol. Commonly used protocols
are Stop & Wait, Go Back N, and Selective Repeat Protocol.
These protocols control the logical sequence of exchanging the
packets between two nodes and acknowledging the correctly
received packets. They form the logical link control (LLC)
sublayer of the data link layer. If there are more than two nodes
communicating on the same channel, i.e., if the channel is
broad-cast, additional measures must be taken to orchestrate the
access of multiple sources to the same medium. These measures
are known as the media access control (MAC). Examples of
MAC protocols are the Aloha protocol, the carrier sense media
access (CSMA) protocols (Ethernet is such a protocol), and the
Token protocols. These protocols form the MAC sublayer of
the data link layer.

The layer above the data link layer is the network layer. As
every layer in a network architecture does, this layer assumes
perfect operation of the layer below it. Thus, the network layer
manipulates the packets without questioning their correctness.
Its major function is that of routing. Routing involves finding
a path through the network and forwarding the packet(s) from
the source to the destination along that path. If all the packets
of the same message follow the same path, established by the
routing algorithm at the beginning of a message exchange, the
network is said to employ virtual circuit switching. If a new path
is determined for every packet, the network employs datagram
switching. Finding a path through the network is often subject
to an optimality criterion, such as minimizing the path distance
(the delay, the number of hops, or some other “distance” mea-
sure). Static routing algorithms that compute the shortest path
include the Dijkstra algorithm and the Bellman–Ford algorithm.
Static algorithms provide the basis for the design of many dy-
namic routing algorithms used in practical networks that have
to adapt to the changing operating conditions.

In this section, we survey the methods and protocols used in
the data link layer and the network layer. A treatment of the
physical layer is beyond the scope of this paper. We also discuss
possible network topologies, which are an important constraint
in designing a network protocol.

A. Network Topologies

There are three basic topologies that can be used to inter-
connect network nodes: centralized, distributed, and multihop
topology [9]. In a centralized network scenario, the communica-
tion between nodes takes place through a central station, which
is sometimes called thehubof the network. The network is con-
nected to a backbone at this central station. This configuration

is suitable for deep-water UWA networks, where a surface buoy
with both an acoustic and an RF modem acts as the hub and con-
trols the communication to and from ocean-bottom instruments.
A major disadvantage of this configuration is the presence of a
single failure point [9]. If the hub fails, the entire network shuts
down. Also, due to the limited range of a single modem, the net-
work cannot cover large areas.

The next two topologies are classified as peer-to-peer
networks. A fully connected peer-to-peer topology provides
point-to-point links between every node of the network. Such
topology eliminates the need for routing. However, the output
power needed for communicating with widely separated nodes
is excessive. Also, a node that is trying to send packets to a
far-end node can block the signals to a neighboring node, which
is called thenear–farproblem [9].

Multihop peer-to-peer networks are formed by establishing
communication links only between neighboring nodes. Mes-
sages are transferred from source to destination by hopping
packets from node to node. Routing of the messages is handled
by intelligent algorithms that can adapt to changing conditions.
Multihop networks can cover relatively larger areas since the
range of the network is determined by the number of nodes
rather than the modem range. However, as the number of hops
increases, the packet delay also increases. Special attention
should be given to applications that are sensitive to delays.
In Section III-A, we compare fully connected and multihop
network topologies for a specific example.

B. Multiple Access Methods

In many information networks, communication is bursty, and
the amount of time that a user spends transmitting over the
channel is usually smaller than the amount of time it stays idle.
Thus, network users should share the available frequency and
time in an efficient manner. In this section, we discuss three
major multiple access methods: frequency division multiple ac-
cess (FDMA), time division multiple access (TDMA), and code
division multiple access (CDMA). We compare these methods
from the point of view of a shallow-water acoustic communica-
tion network.

1) Frequency Division Multiple Access (FDMA):FDMA
divides the available frequency band into subbands and assigns
each subband to an individual user. The channel is used only
by that user until it is released. The bandwidth of FDMA
channels may be smaller than the coherence bandwidth of the
transmission channel. In such a case, FDMA users are vulner-
able to fading. The severe fading present in UWA channels
creates a difficult environment for FDMA-based systems. This
problem is usually solved by coding [32]. Also, due to the fixed
channel bandwidths, this method is not flexible and can be very
inefficient in bursty traffic [6], [9], [10].

2) Time Division Multiple Access (TDMA):Instead of di-
viding the frequency band, TDMA divides a time interval, called
a frame, into time slots. Each time slot is assigned to an in-
dividual user. Time slots and overhead bits are combined into
frames. Collision of packets from adjacent time slots are pre-
vented by including guard times that are proportional to the
propagation delay present in the channel. As a consequence,
TDMA requires more overhead than FDMA [6].
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In cellular environments, where many centralized subnets are
combined together, TDMA is used with FDMA to reduce the ef-
fects of intercell interference. For example, in GSM, the Euro-
pean mobile cellular system, a seven-cell reuse pattern is em-
ployed by dividing the frequency band into seven subbands.
TDMA users access the entire available frequency band that is
assigned to a cell during their time slot. The higher transmis-
sion bandwidth relative to FDMA increases the resistance of the
TDMA system to frequency-selective fading [10].

Since the data is buffered until the assigned time slot, TDMA
transmission occurs in bursts. The transmitter can be turned off
during idle periods and battery consumption can be reduced.
Bursty transmission also requires a high bit rate relative to
FDMA and increases ISI. Therefore, adaptive equalizers are
usually required in TDMA systems [6], [10].

A major advantage of TDMA as compared to FDMA is its
flexibility. Since the modem hardware of each user is the same,
the number of time slots assigned to a user can be changed
without the need for additional hardware. In this way, the data
rate of users can be increased on demand [9].

The major disadvantage of TDMA in underwater acoustic
networks is that it requires strict synchronization. A way of es-
tablishing a common timing reference in centralized topologies
is to broadcast periodic probe signals. However, the time slots
formed in this manner should be kept long enough to avoid col-
lisions due to differences in propagation delays. The excessive
delays present in the underwater channel causes large idle times,
which results in low throughput.

3) Code Division Multiple Access (CDMA):CDMA allows
multiple users to operate simultaneously over the entire fre-
quency band. Signals from different users are distinguished by
means of pseudonoise (PN) codes that are used for spreading
the user messages. There are two basic spreading techniques:
direct sequence (DS) and frequency hopped (FH) spread spec-
trum. In the DS-CDMA case, information signals are linearly
modulated using wide-band PN codes, whereas in FH-CDMA
the carrier frequencies of the users are changed according to a
pattern obtained from the PN codes. A unique PN code is as-
signed to each user in the system.

The large bandwidth of CDMA channels provides resistance
to frequency-selective fading. In a FH system, frequency bands
separated by more than the coherence bandwidth of the channel
(the inverse of the multipath spread) fade independently; hence,
a coding scheme can be employed to extract a diversity gain
from the fading channel. In a DS system, fine time resolution
of the spreading codes provides the possibility to coherently
combine the multipath arrivals by employing Rake filters at the
receiver. If the resolvable multipath components fade indepen-
dently, it is possible to extract a time diversity gain present in
the channel [6], [11].

The CDMA system capacity is mostly restricted by multiple
access interference (MAI). This interference is caused to the de-
sired user’s signal by the signals of other users, which, due to the
nature of spread-spectrum signaling, may overlap with the de-
sired signal in both time and frequency. In a DS-CDMA system,
every active user contributes a wide-band signal to the overall
MAI, effectively increasing the level of noise. In a FH-CDMA
system, MAI is caused when a hopping pattern of an interfering

user coincides with the hopping pattern of the desired user. The
effects of MAI can be controlled by careful design of codes with
large spreading gains and by employing multiuser receivers. In
a network environment, where the data traffic is in the form of
bursts, if the transmission is stopped during idle periods, such as
silence in speech, the system capacity (the number of users that
can be supported) can be increased. If a user transmits only 50%
of the time, the capacity of the system can be doubled [11]. Since
each additional user only increases the overall interference, the
system performance degrades, but there is no hard limit in the
capacity of a CDMA system.

CDMA systems are vulnerable to thenear–far problem
[11]. A power control algorithm is used to reduce the output
power level of each node such that it can establish reliable
packet transfer without creating excessive interference. This
minimization of output power is also essential in underwater
networks to reduce the battery consumption. It is shown in [12]
that the power requirement of CDMA systems can be less than
that of TDMA systems.

Spread-spectrum signals can be used for resolving collisions
at the receiver by using multiuser detectors [13]–[15]. Theoret-
ically, if codes of length are used in the system, collisions
involving at most users can be resolved. By this way, the re-
ceiving node can respond to all messages and the number of
retransmissions is decreased. This property both reduces battery
consumption and increases the throughput of the network. Ad-
ditional increase in system capacity can be achieved by use of
directional antennae.

In conclusion, CDMA and spread-spectrum signaling appear
to be a promising multiple access technique for shallow-water
acoustic networks.

C. Media Access Protocols

The UWA channel has very limited resources, as we have dis-
cussed in Section I. These scarce resources should be shared in a
fair and efficient manner by means of a media access protocol.
In this section, we review the existing media access protocols
and discuss their effectiveness in an underwater network.

1) ALOHA: The original ALOHA protocol is based on
random access of users to the medium. Whenever a user has
information to send, it transmits it immediately. An acknowl-
edgement (ACK) is sent back by the receiver if the packet
is received without errors. Due to the arbitrary transmission
times, collisions occur and packets are lost. If this happens, the
receiver does not issue an ACK, and, after randomly selected
times, the senders retransmit their packets. Because the random
times of retransmissions are selected independently, the chances
of a repeated collision are low. Due to the retransmissions, the
average time required to successfully transmit a packet through
the channel is longer than the minimum required for a single
packet transmission. The ratio of the useful time (time required
for information transmission) to the total average time that the
channel is occupied in transmitting this information defines the
throughput of a media access scheme. With the simple ALOHA
method, the maximum achievable throughput is 18% [8].

An enhanced version of the ALOHA protocol, the slotted
ALOHA method, was proposed by Roberts [16]. In this method,
the time is divided into time slots, and the local clock of each
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Fig. 1. Node A can communicate with node B, but not with node C. Node B
can communicate with both A and C.

node in the network is synchronized according to these slots.
When a node wants to send a packet, it waits until the next time
slot and then begins transmission. Restricting packet transmis-
sion to predetermined time slots decreases the vulnerable time
during which a collision can occur. With this method, the max-
imum throughput is increased to 36%.

ALOHA becomes inefficient in bursty traffic that occurs in
information networks. Also, trying to resolve collisions by re-
transmissions increases the power consumption of the network
nodes and reduces the lifetime of the network.

2) Carrier Sense Media Access (CSMA):In ALOHA, users
do not take the channel state into account. This results in a high
rate of collisions. The scarce resources of the channel can be
utilized much better if users listen to the channel before trans-
mitting a packet. The media access methods based on this idea
are called carrier sense media access (CSMA) [9]. Details and
various forms of this method can be found in [17]–[20].

The CSMA method tries to avoid the collisions by listening
for a carrier in the vicinity of the transmitter. This approach
does not avoid collisions at the receiver [21]. Let us consider
a network formed by three users, as shown in Fig. 1. The cir-
cles around each node show the communication range of that
node. Assume that node A is sending a packet to node B. At
the same time, node C listens to the channel and, because it is
out of the range of A and does not detect the carrier of A, it
begins transmission. This creates a collision at B, which is the
receiver node. Node A was hidden from node C. This situation
is called thehidden nodescenario [21]. To enable B to hear both
messages, node C should defer its transmission. However, if the
destination of the packet of C is not B, there is no reason to defer
the transmission, provided that node B has the capability to deal
with the interference generated by the signal from node C [21].
In case of B sending a packet to A, C detects a carrier. This cre-
ates anexposed nodesituation, where C is exposed to node B.

CSMA cannot solve these problems without adding a guard
time between transmissions that is proportional to the maximum
propagation time present in the network. The extensive propa-
gation delays in underwater channels can cause this method to
become very inefficient. If we consider an underwater acoustic
network with a maximum range of 10 km, data rate of 1 kbit/s,
and a packet size of 1000 bit, the transmission delay and the
maximum propagation delay become 1 s and 6.7 s, respectively.
In this situation, most of the time the channel will be idle, which

results in low throughput. In [31], CSMA is employed, but, as
also noted by the authors, the most important issue of that de-
sign was reliability, not efficiency.

3) Multiple Access with Collision Avoidance (MACA):The
MACA protocol was proposed by Karn [22] to detect colli-
sions at the receiver as an alternative to CSMA. This protocol
uses two signaling packets called request-to-send (RTS) and
clear-to-send (CTS). When A wants to send a message to B,
it first issues an RTS command which contains the length of the
message that is to be sent. If B receives the RTS, it sends back a
CTS command which also contains the length of the message.
As soon as A receives the CTS, it begins transmission of the data
packet. Any node that overhears a CTS (C in this case) defers its
transmission for the length of the data packet to avoid collision.
If a node overhears an RTS but not a CTS, it decides that it is out
of range of the receiver and transmits its own packet. Therefore,
this protocol can solve both the hidden and the exposed node
problems.

Automatic power control can be incorporated into the MACA
protocol in a simple manner [22]. During the RTS-CTS ex-
change, nodes learn the minimum power level needed for re-
liable communication by trial and error. With power control, a
node that hears a CTS need not stop its transmissions. If it re-
stricts its output power to a level that will not be heard by the
node that sent the CTS, it can continue its transactions with the
nodes that require less output power [22].

This protocol highly relies on the symmetry of the channel,
that is, a CTS should be heard by all the nodes within the range
of the receiver node. However, in case of power control, this
symmetry can be lost. Therefore, it is better to send CTS signals
at a higher level to ensure that all the nodes within the range can
hear it.

This protocol can be used as a basis of a media access pro-
tocol for UWA networks. It provides information for power con-
trol algorithms and has the ability to avoid collisions before they
occur. Extra RTS-CTS exchange adds overhead, but the reduc-
tion of retransmissions can compensate for this increase. How-
ever, many aspects of the protocol, such as ACK’s and sched-
uling, need to be considered by the designer. This protocol and
its extensions that are suitable for UWA channels of interest are
discussed further in Section III-B.

4) MACAW: The MACAW protocol is a modified version
of MACA. It is proposed by Bharghavan [21] to improve the
performance and reliability of MACA.

In MACA, the transaction between two nodes occurs as an
exchange of RTS-CTS-DATA packets. In other words, packet
reception is not acknowledged. Acknowledging the correctly re-
ceived packets, normally a function performed at the data link
layer, is sometimes deferred to a later stage. Namely, on highly
reliable links, where packets rarely contain errors, sending ac-
knowledgment on every hop of a link wastes time. To increase
the throughput, messages, rather than packets, can be acknowl-
edged in such networks. If there is an erroneous packet (or more)
in a message, the destination node will ask the source node to
retransmit. Thus, the ARQ procedure is not implemented be-
tween every two nodes along the communication route, but be-
tween the source and the destination nodes only. Consequently,
it cannot be implemented at the data link layer, but at a layer
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higher than the network layer (after the route is found). This
layer is the transport layer.

If the communication channel is of poor quality, a message
will likely contain an erroneous packet. Recovering the errors
in the data packet at the transport layer will now require ex-
cessive delay. Generally, error correction is better performed at
the data link layer for channels of low reliability such as radio
or shallow-water acoustic channels. For this purpose, an ACK
packet is transmitted after each successful transaction. Inclu-
sion of an extra packet in the transaction increases the overhead,
which decreases the throughput. However, it is shown in [21]
that, for radio channels, the gain in throughput exceeds the in-
crease in overhead.

The MACAW protocol ignores power control and asymme-
tries that can occur. Its performance under power control needs
to be investigated. Also, the effect of adding more overhead to
the protocol in an environment where propagation delays are ex-
cessive should be addressed.

D. Automatic Repeat Request (ARQ)

ARQ is used to detect errors in the data link control layer and
then to request the retransmission of erroneous packets. There
are three basic ARQ schemes: Stop & Wait, Go Back N, and
Selective Repeat Protocol.

The Stop & Wait ARQ is the simplest of all three. The source
of the packet waits for an ACK from the destination before
sending the next data packet. If after a preset time-out the ACK
is not received, the source retransmits the packet. The channel
stays idle during the round-trip propagation time. In full duplex
links, the throughput of the system can be increased if the source
continues transmitting the same packet while it is waiting for the
ACK. However, this method has excessive power usage.

In the Go Back N ARQ method, the source transmits packets
in a window of size N without waiting for any ACK. The data
packets are numbered and the destination sends back ACK
packets containing the number of the acknowledged packet.
ACK for a packet acknowledges all the previous packets. If
the source does not receive an ACK for a packet, it begins
retransmissions starting from the unacknowledged packet. The
destination accepts packets in order, which eliminates the need
for buffering.

If a buffer is employed at the destination, packets can be ac-
cepted out of order. The source then has to transmit only the
unacknowledged packets. This method is called Selective Re-
peat ARQ. This ARQ scheme is the most efficient of all three.
The details of these ARQ schemes can be found in [8].

Go Back N and Selective Repeat Protocol require full duplex
links. In [29], a Go Back N ARQ method is employed by as-
signing dedicated frequency bands for receiving and transmit-
ting. Dividing the limited bandwidth in such a manner for fre-
quency division duplexing decreases the data rate of the system.

E. Routing

There are two basic methods used for routing packets through
an information network:virtual circuit routing anddatagram
routing. Networks using virtual circuits decide on the path of the

communication at the beginning of a transaction. In datagram
switching, each node that is involved in the transaction makes
a routing decision, which is to determine the next hop of the
packet.

Many of the routing methods are based on theshortest path
algorithm. In this method, each link in the network is assigned
a cost which is a function of the physical distance and conges-
tion. The algorithm tries to find the shortest path, i.e., the path
with the lowest cost, from a source node to a destination node.
In a distributed implementation, each node determines the cost
of sending a data packet to its neighbors and shares this infor-
mation with the other nodes of the network. In this way, every
node maintains a data base which reflects the cost of possible
routes.

For routing, we consider the most general problem where net-
work nodes are allowed to move. This situation can be viewed
as an underwater network with both fixed ocean-bottom sen-
sors and AUV’s. The instruments temporarily form a network
without the aid of any preexisting infrastructure. These types of
networks are calledad hocnetworks [23].

In ad hocnetworks, the main problem is to obtain the most
recent state of each individual link in the network, so as to de-
cide on the best route for a packet. However, if the communi-
cation media is highly variable as in the shallow-water acoustic
channel, the number of routing updates can be very high. Cur-
rent research on routing focuses on reducing the overhead added
by routing messages while at the same time finding the best
path, which are two conflicting requirements. In a recent paper
[27], the authors compared fourad hocnetwork routing proto-
cols presented in the literature:

• destination sequence distance vector (DSDV) [24];
• temporally ordered routing algorithm (TORA) [25];
• dynamic source routing (DSR) [26];
• ad hocon-demand distance vector (AODV) [28].

DSDV maintains a list ofnext hopsfor each destination node
which belongs to the shortest distance route. The protocol re-
quires each node to periodically broadcast routing updates to
maintain routing tables.

TORA is a distributed routing algorithm. The routes are dis-
covered on demand. This protocol can provide multiple routes
to a destination very quickly. The route optimality is consid-
ered as a second priority and the routing overhead is reduced.
DSR employs source routing, that is, the route of each packet
is included in its header. Each intermediate node that receives
the packet checks the header for the next hop and forwards the
packet. This eliminates the need for intermediate nodes to main-
tain the best routing information to route the packets.

AODV uses the on-demand route discovery as in TORA and
has the maintenance characteristic of DSR, and employs them
in a hop-by-hop routing scheme instead of source routing. Also,
periodic updates are used in this protocol.

In a mobile radio environment, DSR provides the best per-
formance in terms of reliability, routing overhead, and path op-
timality [27]. The effect of long propagation delays and channel
asymmetries caused by power control are issues that need to
be addressed when considering application of these network
routing protocols to UWA channels.



SOZERet al.: UNDERWATER ACOUSTIC NETWORKS 77

F. Development of UWA Networks

There are only a few UWA network applications re-
ported in the literature. A deep-water acoustic local area
network (ALAN) was deployed in Monterey Canyon, CA, for
long-term data acquisition and ocean monitoring from multiple
ocean-bottom sources [1]. The network was designed to transfer
data from ocean-bottom nodes to a surface-deployed station
and command and control signals in the reverse direction.
Whenever a node collects a predetermined amount of data, it
wakes up and sends a request to the surface receiver together
with the size of the data it will transmit. Upon the reception of
the request, the surface receiver schedules a transmission time
that depends on the round-trip propagation delay and notifies
the source node with an ACK. The source node immediately
sends the data packet when it receives the ACK. Request, ACK,
and data transmissions are carried out in different frequency
bands. If a collision occurs on the request channel, the receiver
tries to unscramble the collision by use of a multiuser structure.
This increases the throughput of the network by eliminating
the need for retransmissions. Because this protocol relies on
correct estimation of the round-trip propagation times, any
error in the estimation process decreases the throughput of the
system by causing retransmissions or unnecessarily prolonged
idle times. However, as the alternative to this solution is to fix
the time between transmissions to the maximum round-trip
propagation time, it is still advantageous.

A store-and-forward protocol was proposed in [29] to be em-
ployed in shallow-water ALAN’s. The protocol is a modified
version of the packet radio network (PRN) protocol [30] that
matches the shallow-water acoustic channel characteristics. Dif-
ferent from PRN, each node in the network uses three separate
channels (frequency bands) to transmit, to receive packets from
its predecessor, and to receive ACK’s from its successor. In this
way, effective employment of a Go Back N ARQ scheme is
enabled. The packets are routed using dynamically established
paths, such that the nodes associated with a transaction cannot
be used for other transactions simultaneously.

A peer-to-peer communication protocol has been developed
to control AUV’s [31]. The media access protocol of the net-
work is CSMA. When a message becomes available for trans-
mission at a node, the node begins to listen to the channel. When
the channel becomes idle, it waits for an amount of time, called
transmit delay, that is proportional to the maximum round-trip
propagation time and sends its data packet. If it cannot receive
an ACK from the destination, the source resends the packet after
a time-out period calculated adaptively by using the maximum
round-trip propagation time and priority of the source. Due to
the extra idle times between transmissions, this protocol has a
low throughput. On the other hand, it is highly reliable.

III. D ESIGNEXAMPLE: A SHALLOW-WATER NETWORK

An underwater acoustic communication network is con-
sidered which consists of a large number of nodes operating
in a shallow-water environment at a depth of approximately
50–100 m. The nodes are mounted on the bottom and separated
by distances of up to 10 km. No special geometry of node

placement is assumed, allowing for applications which require
rapid deployment in unknown areas.

The nodes are equipped with sensors capable of detecting the
presence of various objects or activity in the area. The informa-
tion gathered by the sensors has to be transmitted to the base
station, or the master node which is also located on the ocean
bottom. The nodes have acoustic communication modems that
can transmit and receive information. The total number of nodes
is not restricted, with approximately several tens of nodes as-
signed per master node. The master node is connected to a sur-
face buoy, from which a radio link is implemented to shore.
The nodes are connected to the master node in a hierarchical
manner. The number of hops that is required for a sensor node
to communicate with the master node determines the level of
the node. For example, a node that communicates directly to
the master node is a first-level node. A node that must commu-
nicate via a first-level node in order to get to the master node is
a second-level node.

The desired information transmission rate in the network is
100 bit/s from each node. The available frequency band is 8–15
kHz. The network is asynchronous, and the nodes transmit
information when it becomes available. As in the majority of
acoustic communication systems, the uncertainty about prop-
agation delays prevents the design of a strictly synchronous
system. The nodes transmit information in packets whose size
is 256 bit. At most, a node is allowed to transmit five packets
per hour; however, such a high duty cycle is unlikely. The
transmission mode is half-duplex.

The network is constrained by energy consumption, because
the acoustic modems are battery powered, as are the sensor
processors. To conserve energy, the nodes must have two
modes of operation: a sleep mode and an active mode. In the
sleep mode, a node consumes much less energy than in the
active mode. A node is awakened from sleep acoustically,
that is, even when asleep, each node continually looks for a
low-power wakeup signal. Upon detecting this signal, the node
automatically powers up.

The goal of the network design is to achieve a good tradeoff
between the quality of service and the energy consumption. In
particular, a good quality of service includes maximum infor-
mation throughput at minimum delay, as well as network relia-
bility in the sense of its capability to adapt to channel outages
and node failures.

A. Network Topology and Energy Consumption

One of the network design goals is to minimize the energy
consumption while providing reliable connectivity between the
nodes in the network and the master node. To assess the tradeoffs
involved in such a design, we analyze the large-scale system and
channel parameters that determine the energy consumption of
the network.

Assuming that any number of connections can be supported
by a chosen multiple-access strategy, we want to determine the
energy consumption as a function of network topology, i.e., as
a function of the connections established between the network
nodes. As it was pointed out earlier, due to the nature of the
application, the actual network geometry is such that node lo-
cations cannot be determined precisely. On the other hand, it is
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reasonable to assume in the first approximation that a uniform
node distribution provides best area coverage.

To quantify the energy consumption of the network, we in-
vestigate a simplified scenario in which nodes and a master
node are arranged linearly along a stretch of length. The nodes
are uniformly distributed so that the distance between each two
adjacent nodes, including the distance from the base station to
the node closest to it, is . Two extreme communication
strategies are possible in this scenario. In the first strategy, each
node has a direct access to the master node (fully connected
topology). In the second strategy, each node transmits only to
its nearest neighbor, who then relays the information toward the
master node (multihop peer-to-peer topology). The energy con-
sumption for both of these cases is determined below.

To determine the energy needed for transmission of a single
data packet of duration from a node at distance to the
master node, over relay hops, we assume that a required
quality of reception is achieved if the received power level is

. To achieve a power level at the input to the receiver at
distance , the transmitter power needs to be , where

is the attenuation. The attenuation is given as [3]

(1)

where is the energy spreading factor (is 1 for cylindrical, 1.5
for practical, and 2 for spherical spreading), and

(2)

is a frequency-dependent term obtained from the absorption
coefficient . The absorption coefficient for the frequency
range of interest is calculated according to Thorp’s expression
[3] as

(3)

in dB/km for in kHz.
To transmit a data packet from one node to another over a

distance , each node needs to transmit at a power level
, and each needs to transmit for the duration of a

packet . Hence, the total consumed energy for transmission
over hops is

(4)

When each of the nodes has a packet to transmit, the total
consumed energy for packet relaying is

(5)

For a direct-access strategy, the total consumed energy is

(6)

Fig. 2 shows total consumed energy for both strategies.
Dashed curves represent the case of direct access, which
obviously requires more energy. For direct access, inclusion
of each additional node results in an increase in total energy.
For relaying, the situation is reversed: inclusion of each addi-
tional node decreases the total energy consumption because
the additional node serves as an additional relay along the
same distance. The price to pay, of course, is the need for
a sophisticated communications protocol and the increased
packet delay.

Hence, the strategy which minimizes energy consumption is
relaying. The savings in energy are greater for a greater number
of relay hops and become more pronounced at higher distances.
Specifically, for the distances on the order of several tens of kilo-
meters which are of interest to the present design, the savings
are significant. Consequently, a network topology which imple-
ments connections only between the neighboring nodes is con-
sidered.

B. Media Access Protocol

The multiple access strategy is chosen as either FDMA or
CDMA. In the case of FDMA, acoustic modems that employ
Hadamard coded MFSK modulation are used. Details of this
modem design can be found in [32]. As an alternative to FDMA,
direct sequence spread-spectrum signaling and CDMA is also
considered for the network. A Rake receiver is employed at
the receiver to make use of the multipath propagation of the
shallow-water acoustic channel. The modem design is given in
[33].

The media access protocol for the shallow-water network is
based on the MACA protocol, which uses RTS-CTS-DATA ex-
change. The network employs the Stop & Wait ARQ scheme.
If the source cannot receive a CTS from the destination after a
predetermined time interval, it repeats RTS. If, aftertrials of
RTS, the source cannot receive a CTS, it decides that the link
is no longer available and returns to a low-power state. If the
source receives a CTS, it immediately transmits the data packet.
An ACK signal is sent by the destination upon the receipt of a
correct data packet to provide positive acknowledgment to the
source in the data link layer.

During a transaction, all other transmission requests are de-
clined. If the source of the transmission that has been declined
is not informed, it repeats its request. In doing so, the source
increases its power as dictated by the power control algorithm.
This situation results in increased battery consumption and in-
creased probability of collisions. To prevent these undesirable
effects, a WAIT command is added. This command informs the
source node that the destination is busy and will send a CTS as
soon as possible.

If two nodes send an RTS to each other, a deadlock may occur
because both nodes will issue the WAIT command when they
receive RTS’s from each other. Each node will then wait forever
for the other node to send a CTS. This problem is solved by
assigning priority to the packets that are directed toward the
master node, as explained below.

Assume that node A is a lower level node than node B, that
is, A is closer to the master and, thus, the parent of B. Node A
and node B both send RTS’s to each other. Due to transmission
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Fig. 2. Total (normalized) energy needed to transmit a packet from each ofN nodes to the master node. Solid curves represent relaying(E =P T ); dashed
curves represent direct access(E =P T ). The parameter on the curves is the number of hops. For relaying, the number of hops increases from the top curve
downwards: although more packets are sent when there are more hops, total energy consumption is lower. For direct access, there is little difference between the
curves, and the situation is reversed: the number of hops increases from 1 for the lowest energy consumption to 5 for the highest.

delays, packets arrive at their destinations while both nodes are
waiting for a CTS packet. When node B receives the RTS, it
notices that the packet is from its own destination, node A. Node
B checks whether node A is its parent or child. By that time,
node A receives the RTS of node B and does the same check.
Because node B is its child, node A decides that it should wait
for node B to complete its data transmission. Therefore, node A
sends a CTS immediately, puts its own data packet into a queue,
and waits for the CTS packet of node B.

C. Initialization and Routing

Since the network in consideration is anad hocnetwork,
an initialization algorithm is needed to establish preliminary
connections autonomously. This algorithm is based on polling,
and as such it guarantees connectivity to all the nodes that are
acoustically reachable by at least one of their nearest neighbors.
During initialization, the nodes createneighbor tables.These
tables contain a list of each node’s neighbors and a quality mea-
sure of their link, which can be the received SNR from the corre-
sponding neighbor. The neighbor tables are then collected by the
master node and a routing tree is formed. The master node de-
cides on the primary (and secondary) routes to each destination.
Initialization ends when the master node sends primary routes
to the nodes. The initialization algorithm is detailed in [34]. It
provides either a single set of connections or multiple connec-
tions between the nodes. Multiple connections are desirable to
provide greater robustness to failures.

Fig. 3. The network consists of one master, fifteen sensors, and a probe node.

The performance of acoustic links between nodes can de-
grade, and even a link can be permanently lost due to a node
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Fig. 4. Throughput of the network with respect to the offered load.

failure. In such cases, the network should be able to adapt it-
self to the changing conditions without interrupting the packet
transfer. This robustness can be obtained by using an adaptive
routing algorithm.

In the current design, the master node creates a routing tree
depending on the neighbor tables reported by its nodes. If a node
reports that a link’s performance has degraded or it is no longer
available, the master node selects new routes that take the place
of the failed link. The changes in the routing tree are reported
to all related nodes. This procedure ensures that nodes will not
attempt to use a failed link. In this way, unnecessary transmis-
sions that increase battery consumption are avoided.

D. Results

The network performance was tested using Opnet’s Radio
Modeler tool. We modified the standard radio channel model
of Opnet to match the characteristics of the shallow-water
acoustic channel. These characteristics include the transmis-
sion loss as a function of distance and frequency, and the
probability of error as a function of the SNR. The data packet
generation process is modeled as a Poisson process. Although
this model does not reflect the real situation where data gen-
eration in different nodes can be dependent, it provides a way
for performance evaluation.

Network nodes use FDMA-based modems. Although po-
tentially inferior to CDMA in a number of UWA channels,
this technique is considered for reasons of practical interest.
Namely, the network design used in simulation is intended to
support an ongoing experiment in which a number of acoustic
modems that use an -ary FSK modulation scheme are de-
ployed in a shallow-water area. In this experiment, the available
frequency band is divided into subbands and each subband is
assigned to a cluster of nodes. A cluster of nodes is deployed
in the same general geographical region. The neighboring
clusters are assigned different frequency bands to assure low

interference. Each cluster communicates with the master node
through its first-level node.

Fig. 3 shows the network topology created using the net-
work editor of Opnet. The network consists of a single master
node and fifteen sensor nodes. Sensor nodes are divided into
three clusters. The master node uses frequency group. Sensor
nodes are assigned frequency groups A, B, and C, as shown in
the figure. The lines connecting the nodes represent the virtual
communication paths created by the acoustic modems. There is
also a probe node in the network that is used for simulation pur-
poses. The probe node initializes the random number generators
and records statistics at the end of the simulation. The details of
the simulation model can be found in [35].

Using simulations, we have obtained the throughput and
packet delay characteristics of the proposed network for data
packets 256 bit in length. Throughput is defined as the number
of successfully transmitted data packets per unit time. Packet
delay is calculated by averaging time passed from the time a
data packet is generated and when the packet is received by the
final destination.

Fig. 4 shows the change in the average throughput of the
system as a function of offered load (the number of packets
per second that are offered to the network to transmit). The
throughput of the system increases until the offered load reaches
10−6 packets per second. At this point, the system reaches sat-
uration and throughput remains constant. If we further increase
the offered load the throughput of the system begins to decrease.
This is due to the fact that we do not use dynamic routing. If a
source node cannot complete a transaction due to congestion,
it drops the packet. The throughput of the system is so small
because of the low data rate and high propagation delay of the
underwater channel.

Fig. 5 gives the end-to-end packet delay of the system. As ex-
pected, the end-to-end delay experienced by the information se-
quences increases with increasing load. However, between 10−6

and end-to-end delay stays constant, and for offered
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Fig. 5. Variation of end-to-end delay experienced by the layer 3 information sequences.

Fig. 6. Battery consumption of the master node and average battery consumption of layer 1, 2, and 3 nodes as a function of time.

load greater than it begins to decrease. This is be-
cause of the highly congested higher level nodes. Due to conges-
tion, high-level nodes cannot complete their transaction. How-
ever, the first-level nodes continue to communicate with the
master node, and the only completed transaction occurs between
first-level nodes and the master node. Also, the end-to-end delay
does not include the lost packets.

Fig. 6 presents the battery consumption of the master node,
and the average battery consumption of level 1, level 2, and
level 3 nodes as a function of time. The battery consumption

decreases for higher level nodes, which is due to the fact that
lower level nodes carry more traffic.

The network design described above is part of a larger net-
work development study. The study focuses on various mul-
tiple-access techniques and various network protocols. The cur-
rent stage in the network development is at-sea testing of the
FDMA-based network. A series of experiments under the name
of SEAWEB is scheduled for the next two years. These experi-
ments will focus on network designs of increased complexity,
with the goal of conducting a feasibility analysis of various
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networking techniques and determining those techniques that
are best suited for use in the shallow-water channels.

IV. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this paper, the focus was on the problem of designing re-
liable UWA networks that are capable of transferring data from
a variety of sensors to on-shore facilities. Major impediments
to the design of such networks were considered, which are: 1)
severe power limitations imposed by battery power; 2) severe
bandwidth limitations; and 3) channel characteristics including
long propagation times, multipath, and signal fading. Various
multiple-access methods, network protocols, and routing algo-
rithms were also considered.

Of the multiple-access methods considered, it appears that
CDMA, achieved either by frequency hopping or by direct se-
quence, provides the most robust method for the underwater net-
work environment. Currently under development are modems
that utilize these types of spread-spectrum signals to provide
the multiple access capability to the various nodes in the net-
work. Simultaneously with current modem development, there
are several investigations on the design of routing algorithms
and network protocols.

The design example of the shallow-water network served to
illustrate the design methodology that embodies the power and
bandwidth constraints. Experimental data that will be collected
over the next two to three years will be used to assess the
performance of the network and possibly validate a number
of assumptions and tradeoffs included in the design. Over the
next decade, significant improvements are anticipated in the
design and performance of UWA networks as more experience
is gained through at-sea experiments and network simulation
tools.
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