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Motivation

The ever-widening polarization between the US 
political parties is accelerated by an erosion of 
mutual understanding between them.

We aim to:

● provide a simple and flexible interface to 
probe community insights

● encourage constructive dialogue between 
communities



Previous work on polarized language

1. Li et al. (2017) and R. KhudaBukhsh et al. (2021) use 

Word2vec to show the left and right use words differently

2. Milbauer et al. (2021) extended the method to 32 

communities to uncover ideological differences

3. Palakodety et al. (2020) used a fine-tuned BERT model with 

fill-in-the-blank cloze statements to mine insights

4. Feldman et al. (2021) fine-tuned GPT-2 on COVID-19 tweet 

corpora to mine user opinions

However, none of them fine-tune GPT-style language models 

on community data to probe community worldviews. 



Contributions

1. Present CommunityLM based on GPT-2 to mine community insights

2. Evaluate models on ANES to show that models predict community stance

3. Analyze model errors and demonstrate its capability to rank public figures



Training – Partisan Twitter Data

1. Sample ~1M active U.S. Twitter users before and after 

the 2020 presidential election

2. Estimate the party affiliation of Twitter users from the 

political accounts they follow (Volkova et al., 2014; 

Demszky et al., 2019)

3. Sample 4.7M tweets (100M words) from both partisan 

communities between 2019-01-01 and 2020-04-10



Evaluation – American National Election Studies (ANES)

Public Figures

Social Groups



CommunityLM Framework

1. Fine-tune GPT language models on community data

2. Design prompts based on survey questions

3. Generate community responses with language models

4. Aggregate community stance based on responses

Dr. Fauci is a hero.
Dr. Fauci is the most important voice ever. 
Dr. Fauci is a doctor. 
Dr. Fauci is just as much as an angel. 
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Baselines
1. Frequency Model

2. Keyword Retrieval (full)

3. Keyword Retrieval (surname)

4. Pre-trained GPT-2 (124M)

5. Pre-trained GPT-3 Curie

Full name Surname 



Performance on ANES

Main findings

1. Fine-tuned CommunityLM with “X is/are the” 
prompt achieves the best performance

2. Fine-tuning >> Training from scratch

3. Fine-tuned GPT-2 >> pre-trained GPT-3 Curie



Error Analysis

What do the models miss?

1. Keyword Retrieval (surname)

a. “illegal immigrants” and “big business” 

2. Fine-tuned CommunityLM (“X is/are the”) 

a. “White people”

3. Pre-trained GPT-3 (“X is/are the”)

a. “Dr. Anthony Fauci” and “Asian people”

Top 5 items with the closest average 
ratings between partisans:

1. Asian people (5.5%)

2. White people (5.9%)

3. Hispanic people (7.7%)

4. Dr. Anthony Fauci (8.4%)

5. Black people (9.7%)



Ranking public figures

CommunityLM
Democrat

Gold
Democrat

CommunityLM
Republican

Gold
Republican



Conclusion

1. We present a simple CommunityLM framework to evaluate the viability 
of fine-tuned GPT-2 community language models in mining community 
insights.

2. We adopt ANES survey questions and experiment with four types of 
prompts to generate community responses through GPT-2.

3. We show that generated opinions from CommunityLM are predictive 
about which community is more favorable towards selected public figures 
and groups. 

4. Our results show that fine-tuned CommunityLM (GPT-2) outperforms the 
baseline methods.

5. We analyze the model errors and run qualitative analyses to demonstrate 
that GPT-2 community language models can be used to rank public figures 
and probe word choices.



Ethical Concerns

1. The intention of our research is encourage people to escape from their echo chambers, 
hear voices from other communities, and engage in constructive communication.

2. We would like to emphasize that our model is no substitute for deeper engagement with a 
community; as discussed in the limitation paragraph, the language model is just an entry 
point for understanding a community’s perspective.

3. Any automated or semi-automated prediction system risks misinterpreting or “erasing” an 
expressed opinion, and we show in our work that the simpler methods of doing so are more 
error-prone, and hence measurably more unfair than the proposed approach in the paper.



Limitations and Future Work

➢ Language models can synthesize unreliable responses

➢ Language models are shown to be sensitive to prompt design

➢ We focus on the classic red and blue polarization and do not consider a more fine-grained 
segmentation of U.S. politics
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