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Problem:

Bidirectional dependence
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Muddy children problem:
Very rational children Case 2.

@ @ Father says “Raise your

hand if you know you
have mud on your
head,” pauses for a few
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2. Players act using prescriptions

Claim. This is a symmetric-information cooperative game and solving it
solves the original Dec-POMDP.

Why??
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Def. A public belief state is a posterior over histories given:
1. The joint policy

2. Public information

Symmetric-Information
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What about two-player zero-sum?
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Backward induction breaks: @
Latter moving players can slack off! A
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Claim. Regularized equilibria of the public game are regularized equilibria of
the original game.

Why??

(Informal) answer: Unique best response



Why does regularization fix slacking off?

I’'m playing
uniform

Taills Heads Taills Heads
/ \ / N

1, -1 -1, 1 1, 1 1, -1




Why does regularization fix slacking off?

I’'m playing
uniform

Taills Heads Taills Heads
/ \ / N

1, -1 -1, 1 1, 1 1, -1




TLDR



TLDR

1. Common knowledge is a fundamental idea



TLDR

1. Common knowledge is a fundamental idea

2. Public belief states are the analog of Markov states



TLDR

1. Common knowledge is a fundamental idea
2. Public belief states are the analog of Markov states

3. Use cases:



TLDR

1. Common knowledge is a fundamental idea
2. Public belief states are the analog of Markov states

3. Use cases:

. Solving Dec-POMDPs



TLDR

1. Common knowledge is a fundamental idea
2. Public belief states are the analog of Markov states
3. Use cases:

. Solving Dec-POMDPs

ii. Search for cooperative games (e.g. Hanabi)



TLDR

1. Common knowledge is a fundamental idea
2. Public belief states are the analog of Markov states
3. Use cases:

. Solving Dec-POMDPs

ii. Search for cooperative games (e.g. Hanabi)

iii. Search in adversarial games (e.g. poker)



