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#### Abstract

In various penalty/smoothing approaches to solving a linear program, one regularizes the problem by adding to the linear cost function a separable nonlinear function multiplied by a small positive parameter. Popular choices of this nonlinear function include the quadratic function, the logarithm function, and the $x \ln (x)$-entropy function. Furthermore, the solutions generated by such approaches may satisfy the linear constraints only inexactly and thus are optimal solutions of the regularized problem with a perturbed right-hand side. We give a general condition for such an optimal solution to converge to an optimal solution of the original problem as the perturbation parameter tends to zero. In the case where the nonlinear function is strictly convex, we further derive a local (error) bound on the distance from such an optimal solution to the limiting optimal solution of the original problem, expressed in terms of the perturbation parameter.


## 1 Introduction

The two main topics of this paper, error bound and perturbation of linear programs, are ones on which Olvi Mangasarian has left indelible marks, as he has done in so many areas of mathematical programming.

Consider the linear program $(P)$ :

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & A x \leq b, x \geq 0,
\end{array}
$$

where $c \in \Re^{n}, A \in \Re^{m \times n}, b \in \Re^{m}$. We denote by $S$ the set of optimal solutions of $(P)$, which is polyhedral and assumed to be nonempty, and we denote by $X$ the set of feasible solutions of $(P)$, i.e., $X:=\left\{x \in \Re^{m}: A x \leq b, x \geq 0\right\}$. In various

[^0]penalty/smoothing approaches to solving this classical optimization problem, one adds to the objective a separable nonlinear function multiplied by a small positive scalar $\epsilon$ and solves the resulting problem instead. Such a function has the form
$$
f\left(x_{1}, \ldots, x_{n}\right)=f_{1}\left(x_{1}\right)+\cdots+f_{n}\left(x_{n}\right)
$$
where each $f_{j}: \Re \mapsto \Re \cup\{\infty\}$ is either continuous on $[0, \infty)$ or continuous on $(0, \infty)$ with $\lim _{\xi \downarrow 0} f_{j}(\xi)=\infty$. The corresponding perturbed problem, denoted $\left(P^{\epsilon}\right)$, has the form:
\[

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x+\epsilon f(x) \\
\text { subject to } & A x \leq b^{\epsilon}, x \geq 0
\end{array}
$$
\]

where $b^{\epsilon} \in \Re^{m}$ satisfies $b^{\epsilon} \rightarrow b$ as $\epsilon \rightarrow 0$. We note that previous studies focus on the case where $b^{\epsilon}=b$ for all $\epsilon$, but the general case is also of interest since in practice the constraints $A x \leq b$ may be satisfied only inexactly. One popular choice of $f_{j}$ is the quadratic function

$$
\begin{equation*}
f_{j}\left(x_{j}\right)=\left(x_{j}\right)^{2} / 2 \tag{1}
\end{equation*}
$$

which has been studied by Karlin [Kar59, p. 238], Mangasarian [Man81, Man84, Man86] and others [MNP96, Pin96]. In particular, it was shown in [Man84] that, for all $\epsilon$ sufficiently small (and with $b^{\epsilon}=b$ ), the unique solution of $\left(P^{\epsilon}\right)$ equals the least 2-norm solution of $(P)$. [A weaker version of this result was rediscovered in [MNP96].] The equivalence between the solution set of $\left(P^{\epsilon}\right)$ and the solution set of $(P)$ for small $\epsilon$ is further studied in [FeM91, MaR79] for arbitrary real-valued function $f$ that is either continuously differentiable around $S$ or Lipschitz continuous around $S$ or convex around $X$. Another popular choice of $f_{j}$ is the logarithm function

$$
\begin{equation*}
f_{j}\left(x_{j}\right)=-\ln \left(x_{j}\right) \tag{2}
\end{equation*}
$$

which has been much studied in the context of interior penalty methods and Karmarkartype interior-point methods (see [FiM68, McL80, Meg89, Wri92] and references therein). A third choice is the entropy function

$$
\begin{equation*}
f_{j}\left(x_{j}\right)=x_{j} \ln \left(x_{j}\right) \tag{3}
\end{equation*}
$$

which was studied by Fang et al. [Fan92, FaT93, RaF92] and, from a dual exponential penalty view, by Cominetti et al. [CoD94, CoS94] (see [FRT97, FaT96] for further discussions). Such a perturbation of $(P)$ also arises in the asymptotic analysis of a certain perturbed entropy minimization problem, as communicated to the author by A. Lewis at the University of Waterloo. In [CoS94], it was shown that, as $\epsilon \rightarrow 0$ (and with $b^{\epsilon}=b$ ), the unique solution of ( $P^{\epsilon}$ ) approaches the least $x \ln (x)$-entropy solution of $(P)$. This result was generalized in a recent work of Auslender et al. [ACH97, Theorem 3.4] to the case where each $f_{j}$ is the conjugate of a certain kind of strictly convex differentiable function, namely, a function satisfying the assumptions $\left(H_{0}\right),\left(H_{2}\right),\left(H_{3}\right)$ in [ACH97] (see the end of Section 2 for further discussions of this).

For arbitrary $f$ that is bounded on $X$ (and assuming $b^{\epsilon}=b$ for all $\epsilon$ ), it is easily shown that the difference in the optimal objective value of $\left(P^{\epsilon}\right)$ and of $(P)$ is within a constant factor of $\epsilon$ (see the proof of Proposition 2.1(c) in [Tse95]).

Let $S^{\epsilon}$ denote the set of optimal solutions of $\left(P^{\epsilon}\right)$ and let

$$
S^{*}:=\arg \min \left\{\sum_{j \in J^{*}} f_{j}\left(x_{j}\right): x \in S\right\},
$$

where $J^{*}:=\left\{j \in\{1, \ldots, n\}: x_{j}>0\right.$ for some $\left.x \in S\right\}$. We will show that, as $\epsilon \rightarrow 0, S^{\epsilon}$ converges $S^{*}$ in a certain sense (see Proposition 1) and, when each $f_{j}$ is strictly convex (so $S^{\epsilon}$ and $S^{*}$, if nonempty, are singletons), we will give an estimate of the rate of convergence (see Proposition 2). The latter estimate is given as a local (error) bound on the distance from $S^{\epsilon}$ to $S^{*}$, expressed in terms of the perturbation parameter $\epsilon$ and $b^{\epsilon}-b$. To our knowledge, the only previous bounds of this kind were those obtained by Mangasarian et al. [Man84, MaR79] for the case $b^{\epsilon}=b$ and $f$ being Lipschitz continuous around $S^{*}$ (not necessarily separable), for which this distance equals zero for all $\epsilon$ sufficiently small. When $f$ is not Lipschitz continuous around $S^{*}$, such as when each $f_{j}$ is the logarithm function or the entropy function, our bound appears to be new, even for the case $b^{\epsilon}=b$.

In our notation, all vectors are column vectors, $\Re^{n}$ denotes the space of $n-$ dimensional real column vectors, and ${ }^{T}$ denotes transpose. For any vector $x \in \Re^{n}$, we denote by $x_{i}$ the $i$ th component of $x$ and, for any $I \subseteq\{1, \ldots, n\}$, by $x_{I}$ the vector obtained after removing from $x$ those $x_{i}$ with $i \notin I$. We also denote by $\|x\|$ the Euclidean norm of $x$, i.e., $\|x\|=\sqrt{x^{T} x}$. For any $B \in \Re^{m \times n}$ and any $I \subset\{1, \ldots, m\}$ and $J \subset\{1, \ldots, n\}$, we denote by $B_{I}$ the submatrix of $B$ obtained by removing all rows of $B$ with indices outside of $I$ and by $B_{I J}$ the submatrix of $B_{I}$ obtained by removing all columns of $B_{I}$ with indices outside of $J$. We also denote by $|I|$ the cardinality of $I$ and denote $I^{c}:=\{1, \ldots, m\} \backslash I$.

## 2 Convergence of Solutions of Perturbed Problem

Below we derive a general condition for $S^{\epsilon}$ to converge to $S^{*}$ in a certain sense.
Proposition 1 Assume there exists an $x^{*} \in S^{*}$ and an $\hat{x} \in X$ with $f(\hat{x})<\infty$. Then, for any sequence of positive scalars $\Upsilon=\left\{\epsilon^{1}, \epsilon^{2}, \ldots\right\}$ tending to zero and any sequence of vectors $x^{\epsilon} \in S^{\epsilon}, \epsilon \in \Upsilon$, converging to some $x^{\infty}$, we have $x^{\infty} \in S^{*}$.

Proof. If the claim is false, then either (i) $x^{\infty} \notin S$ or (ii) $x^{\infty} \in S$ but $x^{\infty} \notin S^{*}$. In case (i), since $x^{*} \in S$ and $x^{\epsilon}$ converges to $x^{\infty}$ so that $x^{\infty} \in X$, there is some constant $\rho>0$ such that $c^{T} x^{\epsilon} \geq c^{T} x^{*}+\rho$ for all sufficiently small $\epsilon \in \Upsilon$. Now, $x^{*}$ satisfies $A x^{*} \leq b$ and $x^{*} \geq 0$ and, for each $\epsilon \in \Upsilon, A x \leq b^{\epsilon}$ and $x \geq 0$ has a solution (namely $x^{\epsilon}$ ) so, by a lemma of Hoffman [Hof52], there exists a solution $y^{\epsilon}$ satisfying $\left\|y^{\epsilon}-x^{*}\right\| \leq \kappa\left\|b^{\epsilon}-b\right\|$ for some constant $\kappa>0$ depending on $A$ only. Similarly, there exists a solution $\hat{y}^{\epsilon}$ satisfying $\left\|\hat{y}^{\epsilon}-\hat{x}\right\| \leq \kappa\left\|b^{\epsilon}-b\right\|$. Fix any $\theta \in(0,1)$ satisfying $\theta\left(c^{T} \hat{x}-c^{T} x^{*}\right)<\rho$. Then,
$y^{\epsilon} \rightarrow x^{*}$ and $\hat{y}^{\epsilon} \rightarrow \hat{x}$ as $\epsilon \rightarrow 0$, implying $w^{\epsilon}=(1-\theta) y^{\epsilon}+\theta \hat{y}^{\epsilon} \rightarrow(1-\theta) x^{*}+\theta \hat{x}$ and (since $f$ is continuous at $(1-\theta) x^{*}+\theta \hat{x}$ )

$$
c^{T} w^{\epsilon}+\epsilon f\left(w^{\epsilon}\right) \rightarrow c^{T} x^{*}+\theta\left(c^{T} \hat{x}-c^{T} x^{*}\right)<c^{T} x^{*}+\rho \quad \text { as } \epsilon \rightarrow 0
$$

Moreover, $w^{\epsilon}$ is a feasible solution of $\left(P^{\epsilon}\right)$. Now, the convergence of $x^{\epsilon} \operatorname{implies} f\left(x^{\epsilon}\right)$ is bounded from below, so

$$
\lim \inf _{\epsilon \in \Upsilon}\left\{c^{T} x^{\epsilon}+\epsilon f\left(x^{\epsilon}\right)\right\} \geq c^{T} x^{*}+\rho>\lim _{\epsilon \in \Upsilon, \epsilon \rightarrow 0}\left\{c^{T} w^{\epsilon}+\epsilon f\left(w^{\epsilon}\right)\right\}
$$

contradicting $x^{\epsilon} \in S^{\epsilon}$ for all $\epsilon \in \Upsilon$. In case (ii), we have $\sum_{j \in J^{*}} f_{j}\left(x_{j}^{\infty}\right)>\sum_{j \in J^{*}} f_{j}\left(x_{j}^{*}\right)$. Let $d:=x^{*}-x^{\infty}$. Then $c^{T} d=0, d_{j}=0$ for all $j \notin J^{*}$, and $A_{I} d \leq 0$, where $I:=\left\{i \in\{1, \ldots, m\}: A_{i} x^{\infty}=b_{i}\right\}$, and for any $\alpha \in(0,1)$ sufficiently near 1 , we have $\sum_{j \in J^{*}} f_{j}\left(x_{j}^{\infty}+\alpha d_{j}\right)<\sum_{j \in J^{*}} f_{j}\left(x_{j}^{\infty}\right)$ and $A_{I^{c}}\left(x^{\infty}+\alpha d\right)<b_{I^{c}}$. Then, for all sufficiently small $\epsilon \in \Upsilon$, the vector $z^{\epsilon}:=x^{\epsilon}+\alpha d$ satisfies $c^{T} z^{\epsilon}=c^{T} x^{\epsilon}, \sum_{j \notin J^{*}} f_{j}\left(z_{j}^{\epsilon}\right)=\sum_{j \notin J^{*}} f_{j}\left(x_{j}^{\epsilon}\right)$, $\sum_{j \in J^{*}} f_{j}\left(z_{j}^{\epsilon}\right)<\sum_{j \in J^{*}} f_{j}\left(x_{j}^{\epsilon}\right)$ and $A z^{\epsilon} \leq b^{\epsilon}, z^{\epsilon} \geq 0$, contradicting $x^{\epsilon} \in S^{\epsilon}$.

The assumptions in Proposition 1 are quite mild and, in particular, if $S$ is nonempty bounded and $\inf _{x \in[0, \infty)^{n}} f(x)>-\infty$, then $S^{\epsilon}$ is nonempty whenever $\left(P^{\epsilon}\right)$ has a feasible solution. If we do not assume $x^{\epsilon}$ converges but do assume it is bounded, then Proposition 1 implies each cluster point of $x^{\epsilon}$ is in $S^{*}$. If we do not even assume $x^{\epsilon}$ is bounded, then, while we can still show that $\min _{s \in S}\left\|x^{\epsilon}-s\right\| \rightarrow 0$ as $\epsilon \rightarrow 0$, we do not know of an analogous result on the convergence of $x^{\epsilon}$ to $S^{*}$. In the cases where $b^{\epsilon}=b$ and each $f_{j}$ is Lipschitz continuous on $[0, \infty)$ or is convex real-valued on an open interval containing $[0, \infty)$, Proposition 1 can also be deduced from the results of Mangasarian and Meyer [MaR79] (also see [FeM91]). In the case where $b^{\epsilon}=b$ and $f_{j}$ is the logarithm function (2), Proposition 1 corresponds to a well-known result about interior-point methods, namely, the convergence of the central path to the analytic center of the optimal face [McL80, Theorem 9]. In the case where $b^{\epsilon}=b$ and $f_{j}$ is the entropy function (3), Proposition 1 corresponds to [CoS94, Proposition 4.1]. In the case where $f_{j}\left(x_{j}\right)=\sup _{y_{j} \in \Re}\left(x_{j} y_{j}-g_{j}\left(y_{j}\right)\right)$ [Roc70, Chapter 12] for some convex $g_{j}: \Re \mapsto \Re \cup\{\infty\}$ satisfying $\lim _{y_{j} \rightarrow-\infty} g_{j}\left(y_{j}\right) / y_{j}=0$ and $\lim _{y_{j} \rightarrow \infty} g_{j}\left(y_{j}\right) / y_{j}=\infty$, it can be shown by a standard duality argument that a dual of $\left(P^{\epsilon}\right)$ is

$$
\text { minimize } \quad\left(b^{\epsilon}\right)^{T} \lambda+\epsilon \sum_{j=1}^{n} g_{j}\left(-\left(c_{j}+\left(A^{T}\right)_{j} \lambda\right) / \epsilon\right) \quad \text { subject to } \quad \lambda \geq 0
$$

so Proposition 1 is closely related to a dual convergence result given in [ACH97, Theorem 3.4] which also assumes $b^{\epsilon}=b$ and $g_{1}, \ldots, g_{n}$ are identical and strictly convex differentiable. The same reference also studied primal convergence and extensions to convex programming. The weaker conclusion that $x^{\infty} \in S$ is related to the classical theory for penalty methods [FiM68, Theorem 25]. Otherwise, Proposition 1 appears to be a new result.

## 3 A Local Error Bound for Solutions of Perturbed Problem

In this section, we consider the case where each $f_{j}$ is strictly convex on $[0, \infty)$, so that $S^{\epsilon}$ and $S^{*}$, if nonempty, have single element $x^{\epsilon}$ and $x^{*}$. We derive a bound on the distance between $x^{\epsilon}$ and $x^{*}$ in terms of $\epsilon$ and $b^{\epsilon}-b$. The proof of this uses Proposition 1, the optimality conditions for $\left(P^{\epsilon}\right)$ and $(P)$, as well as a result of Hoffman [Hof52] relating to an upper Lipschitzian property of the solution set of a linear system with respect to right-hand side perturbation [WaW69].

Proposition 2 Assume each $f_{j}$ is strictly convex and continuously differentiable on $(0, \infty)$ and define $\nabla f_{j}(0):=\lim _{\xi \downarrow 0} \nabla f_{j}(\xi)$. Assume there exists an $x^{*} \in S^{*}$ and an $\hat{x} \in X$ with $\nabla f_{j}\left(\hat{x}_{j}\right)>-\infty$ for all $j=1, \ldots, n$. Then, for any sequence of positive scalars $\Upsilon=\left\{\epsilon^{1}, \epsilon^{2}, \ldots\right\}$ tending to zero and any bounded sequence of vectors $x^{\epsilon} \in S^{\epsilon}$, $\epsilon \in \Upsilon$, there exist positive constants $\bar{\epsilon}, \rho$ and $\tau$ such that, for all $\epsilon \in \Upsilon$ with $\epsilon \leq \bar{\epsilon}$, we have

$$
x_{j}^{\epsilon} \leq \nabla f_{j}^{-1}(-\rho / \epsilon) \quad \forall j \in K, \quad \sum_{j \in J} \phi_{j}\left(x_{j}^{\epsilon}, x_{j}^{*}\right)+\left\|x_{L}^{\epsilon}\right\| \leq \tau\left(\left\|b^{\epsilon}-b\right\|+\left\|x_{K}^{\epsilon}\right\|\right),
$$

where $J:=\left\{j \in\{1, \ldots, n\}: \nabla f_{j}\left(x_{j}^{*}\right)>-\infty\right\}$, $K$ is some subset of $J^{c}:=\{1, \ldots, n\} \backslash J$ and $L=J^{c} \backslash K$ (K may depend on $\epsilon$ ), and $\phi_{j}(\xi, \psi):=(\xi-\psi)\left(\nabla f_{j}(\xi)-\nabla f_{j}(\psi)\right)$ for each $j \in J$.

Proof. Since each $f_{j}$ is strictly convex on $(0, \infty), x^{*}$ must be the only element of $S^{*}$. Since $x^{\epsilon}$ is bounded and hence has convergent subsequences, then Proposition 1 yields $x^{\epsilon} \rightarrow x^{*}$ as $\epsilon \rightarrow 0$. Also, $\hat{x}$ satisfies $A \hat{x} \leq b, \hat{x} \geq 0$ and, for each $\epsilon \in \Upsilon, A x \leq b^{\epsilon}, x \geq 0$ has a solution (namely $x^{\epsilon}$ ), so, by a lemma of Hoffman [Hof52], there exists a solution $y^{\epsilon}$ satisfying $\left\|y^{\epsilon}-\hat{x}\right\| \leq \kappa\left\|b^{\epsilon}-b\right\|$, where $\kappa>0$ is a constant depending on $A$ only. Thus, $y^{\epsilon} \rightarrow \hat{x}$ as $\epsilon \rightarrow 0$, implying (since $\nabla f_{j}\left(\hat{x}_{j}\right)>-\infty$ for all j) $y_{j}^{\epsilon} \rightarrow \hat{x}_{j}>0$ whenever $\nabla f_{j}(0)=-\infty$. Moreover, $y^{\epsilon}$ is a feasible solution of $\left(P^{\epsilon}\right)$. Since $f$ is convex on $[0, \infty)^{n}$ and the directional derivative of $x \mapsto c^{T} x+\epsilon f(x)$ at $x^{\epsilon}$ in the direction $y^{\epsilon}-x^{\epsilon}$ is

$$
c^{T}\left(y^{\epsilon}-x^{\epsilon}\right)+\epsilon \sum_{j=1}^{n} \nabla f_{j}\left(x_{j}^{\epsilon}\right)\left(y_{j}^{\epsilon}-x_{j}^{\epsilon}\right),
$$

it must be that $\nabla f_{j}\left(x_{j}^{\epsilon}\right)>-\infty$ and $\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right)$ is bounded as $\epsilon \rightarrow 0$, for all $j=1, \ldots, n$. [Otherwise, because $\nabla f_{j}\left(x_{j}^{\epsilon}\right)=-\infty$ implies $x_{j}^{\epsilon}=0$ and $\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right)$ being unbounded implies $\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right) \rightarrow-\infty$ and $x_{j}^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$ along some subsequence of $\Upsilon$, this directional derivative would be negative (possibly $-\infty$ ) for some $\epsilon \in \Upsilon$, contradicting $x^{\epsilon} \in S^{\epsilon}$.]

For each $\epsilon \in \Upsilon$, since $x^{\epsilon}$ is an optimal solution of the convex program $\left(P^{\epsilon}\right)$ and $\nabla f_{j}\left(x_{j}^{\epsilon}\right)>-\infty$ for $j=1, \ldots, n$ (so $x_{J c}^{\epsilon}>0$ ), it follows from the Karush-Kuhn-Tucker
theorem (see [Roc70, Corollary 28.3.1]) that there exist index sets $I \subset\{1, \ldots, m\}$, $M \subset J$, and $\lambda^{\epsilon} \in \Re^{m}$ satisfying

$$
\begin{gather*}
\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right)+c_{j}+\left(A^{T}\right)_{j} \lambda^{\epsilon}\left\{\begin{array}{ll}
=0 & j \in M \cup J^{c} \\
\geq 0 & j \in J \backslash M
\end{array}, \quad \lambda_{I}^{\epsilon} \geq 0, \quad \lambda_{I^{c}}^{\epsilon}=0,\right.  \tag{4}\\
x_{J \backslash M}^{\epsilon}=0, \quad A_{I} x^{\epsilon}=b_{I}^{\epsilon}, \quad A_{I^{c}} x^{\epsilon}<b_{I^{c}}^{\epsilon} . \tag{5}
\end{gather*}
$$

The number of such index sets $I$ and $M$ is finite and independent of $\epsilon$, so, by passing into a subsequence if necessary, we can assume $I$ and $M$ are fixed for all $\epsilon \in \Upsilon$. Also, since $\epsilon \nabla f\left(x^{\epsilon}\right)$ is bounded as $\epsilon \rightarrow 0$, it follows from a lemma of Hoffman [Hof52] that there exists $\lambda^{\epsilon}$ satisfying (4) that is bounded as $\epsilon \rightarrow 0$. Thus, we can assume that $\lambda^{\epsilon}$ is bounded.

Then, for sufficiently small $\epsilon \in \Upsilon$ so that $\nabla f_{j}\left(x_{j}^{\epsilon}\right) \leq 0$ for all $j \in J^{c}$ (since $\nabla f_{j}\left(x_{j}^{\epsilon}\right) \rightarrow-\infty$ as $\epsilon \rightarrow 0$ ), we have from (4) that $\lambda^{\epsilon}$ satisfies
$\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right)+c_{j}+\left(A^{T}\right)_{j} \lambda^{\epsilon}\left\{\begin{array}{ll}=0 & j \in M \\ \geq 0 & j \in J \backslash M\end{array}, \quad c_{J^{c}}+\left(A^{T}\right)_{J^{c}} \lambda^{\epsilon} \geq 0, \quad \lambda_{I}^{\epsilon} \geq 0, \quad \lambda_{I^{c}}^{\epsilon}=0\right.$.
Since $\epsilon \nabla f_{j}\left(x_{j}^{\epsilon}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$, for all $j \in J$, so the system

$$
c_{j}+\left(A^{T}\right)_{j} \lambda\left\{\begin{array}{ll}
=0 & j \in M  \tag{6}\\
\geq 0 & j \in J \backslash M
\end{array}, \quad c_{J^{c}}+\left(A^{T}\right)_{J^{c}} \lambda \geq 0, \quad \lambda_{I} \geq 0, \quad \lambda_{I^{c}}=0\right.
$$

has a solution (namely, any cluster point of $\lambda^{\epsilon}$ as $\epsilon \rightarrow 0$ ), it follows from a lemma of Hoffman [Hof52] that there exists a solution $\mu^{\epsilon}$ satisfying

$$
\begin{equation*}
\left\|\lambda^{\epsilon}-\mu^{\epsilon}\right\| \leq \kappa \epsilon\left\|\nabla f_{j}\left(x_{j}^{\epsilon}\right)_{j \in J}\right\|, \tag{7}
\end{equation*}
$$

where $\kappa>0$ is a constant depending on $A$ only.
Let $\Lambda$ denote the set of $\lambda \in \Re^{m}$ satisfying (6) and $\|\lambda\| \leq \sup _{\epsilon \in \Upsilon}\left\|\mu^{\epsilon}\right\|$. We claim that there exists a scalar $\rho>0$ such that, for every $\lambda \in \Lambda$ there exists a $K \subset J^{c}$ such that

$$
\begin{equation*}
c_{j}+\left(A^{T}\right)_{j} \lambda>\rho \forall j \in K \quad \text { and } \quad c_{L}+\left(A^{T}\right)_{L} \mu=0 \text { for some } \mu \in \Lambda, \tag{8}
\end{equation*}
$$

where $L:=J^{c} \backslash K$. If not, then for every sequence of scalars $\rho^{k}>0, k=1,2, \ldots$, tending to zero, there would exist a $\nu^{k} \in \Lambda$ such that, for every $K \subset J^{c}$ we have

$$
c_{j}+\left(A^{T}\right)_{j} \nu^{k} \leq \rho^{k} \quad \text { for some } j \in K \quad \text { or } \quad c_{L}+\left(A^{T}\right)_{L} \mu \neq 0 \forall \mu \in \Lambda,
$$

where $L:=J^{c} \backslash K$. Since $\Lambda$ is bounded and closed, then $\nu^{k}, k=1,2, \ldots$, has a cluster point $\nu \in \Lambda$ such that, for every $K \subset J^{c}$ we have

$$
c_{j}+\left(A^{T}\right)_{j} \nu=0 \quad \text { for some } j \in K \quad \text { or } \quad c_{L}+\left(A^{T}\right)_{L} \mu \neq 0 \forall \mu \in \Lambda,
$$

where $L:=J^{c} \backslash K$. However, this cannot be true since the above relations fail to hold for $K=\left\{j \in J^{c}: c_{j}+\left(A^{T}\right)_{j} \nu>0\right\}$ and $\mu=\nu$.

For each $\epsilon \in \Upsilon$, we have $\mu^{\epsilon} \in \Lambda$ and hence there exists a $K \subset J^{c}$ such that (8) holds with $\lambda=\mu^{\epsilon}$ and $L:=J^{c} \backslash K$. Since the number of such subset $K$ is finite and independent of $\epsilon$, by passing into a subsequence if necessary, we can assume it is the same $K$ and $L$ for all $\epsilon \in \Upsilon$. Since, by (7), $\lambda^{\epsilon}-\mu^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, we have $c_{j}+\left(A^{T}\right)_{j} \lambda^{\epsilon} \geq \rho$ for all $j \in K$ and sufficiently small $\epsilon \in \Upsilon$, in which case (4) and the nondecreasing property of $\nabla f_{j}^{-1}$ would imply

$$
\begin{equation*}
x_{j}^{\epsilon}=\nabla f_{j}^{-1}\left(-\left(c_{j}+\left(A^{T}\right)_{j} \lambda^{\epsilon}\right) / \epsilon\right) \leq \nabla f_{j}^{-1}(-\rho / \epsilon) \quad \forall j \in K . \tag{9}
\end{equation*}
$$

Since $x^{\epsilon} \rightarrow x^{*}$, we have from (5) that $x_{J \backslash M}^{*}=0$ and $I \subset I^{*}$, where $I^{*}:=\{i \in$ $\left.\{1, \ldots, m\}: A_{i} x^{*}=b_{i}\right\}$. Also, $x_{J^{c}}^{*}=0$. For convenience, let $\Delta^{\epsilon}:=b^{\epsilon}-b$. We claim that there exists a constant $\tau_{1}>0$ such that

$$
\begin{equation*}
\left\|x_{L}^{\epsilon}\right\| \leq \tau_{1}\left(\left\|\Delta_{I^{*}}^{\epsilon}\right\|+\left\|x_{K}^{\epsilon}\right\|\right) \tag{10}
\end{equation*}
$$

If not, then $\left(\left\|\Delta_{I^{*}}^{\epsilon}\right\|+\left\|x_{K}^{\epsilon}\right\|\right) /\left\|x_{L}^{\epsilon}\right\| \rightarrow 0$ as $\epsilon \rightarrow 0$ along some subsequence of $\Upsilon$. Since $x_{J^{c}}^{*}=0$ and $A_{I} x^{*}=b$ and $A_{I} x^{\epsilon}=b_{I}^{\epsilon}$ so that $A_{I J}\left(x_{J}^{\epsilon}-x_{J}^{*}\right)+A_{I L} x_{L}^{\epsilon}=\Delta_{I}^{\epsilon}-A_{I K} x_{K}^{\epsilon}$, dividing both sides by $\left\|x_{L}^{\epsilon}\right\|$ would yield in the limit (note that $I \subset I^{*}$ )

$$
A_{I J}\left(x_{J}^{\epsilon}-x_{J}^{*}\right) /\left\|x_{L}^{\epsilon}\right\|+A_{I L} x_{L}^{\epsilon} /\left\|x_{L}^{\epsilon}\right\|=\left(\Delta_{I}^{\epsilon}-A_{I K} x_{K}^{\epsilon}\right) /\left\|x_{L}^{\epsilon}\right\| \rightarrow 0 .
$$

Similarly, since $x_{J c}^{*}=0$ and $A_{H} x^{*}=b_{H}$ and $A_{H} x^{\epsilon} \leq b_{H}^{\epsilon}$, where we denote $H:=I^{*} \backslash I$, so that $A_{H J}\left(x_{J}^{\epsilon}-x_{J}^{*}\right)+A_{H L} x_{L}^{\epsilon} \leq \Delta_{H}^{\epsilon}-A_{H K} x_{K}^{\epsilon}$, dividing both sides by $\left\|x_{L}^{\epsilon}\right\|$ would yield in the limit

$$
A_{H J}\left(x_{J}^{\epsilon}-x_{J}^{*}\right) /\left\|x_{L}^{\epsilon}\right\|+A_{H L} x_{L}^{\epsilon} /\left\|x_{L}^{\epsilon}\right\| \leq\left(\Delta_{H}^{\epsilon}-A_{H K} x_{K}^{\epsilon}\right) /\left\|x_{L}^{\epsilon}\right\| \rightarrow 0
$$

Thus, $A_{I J} \theta_{J}+A_{I L} \theta_{L}=0$ and $A_{H J} \theta_{J}+A_{H L} \theta_{L} \leq 0$ for some $\theta_{J} \in \Re^{|J|}$ and some nonzero $\theta_{L} \in[0, \infty)^{|L|}$. Moreover, $\theta_{j} \geq 0$ for all $j \in J$ with $x_{j}^{*}=0$ and $\theta_{J \backslash M}=0$. Then, for $\alpha>0$ sufficiently small, the vector $x \in \Re^{n}$ given by $x_{J}:=x_{J}^{*}+\alpha \theta_{J}, x_{L}:=\alpha \theta_{L}$, $x_{K}:=0$ would satisfy $x \geq 0, x_{J \backslash M}=0, A_{I} x=A_{I} x^{*}=b_{I}$, and $A_{I^{c}} x \leq b_{I^{c}}$. Then $x \in X$ and, together with any $\mu \in \Lambda$ satisfying $c_{L}+\left(A^{T}\right)_{L} \mu=0$ (see (8)), satisfies the Kuhn-Tucker conditions for $(P)$, so $x \in S$. Moreover, the directional derivative of $f$ at $x^{*}$ in the direction $x-x^{*}$ would be negative (since $x_{j}^{*}=0$ and $\nabla f_{j}(0)=-\infty$ for all $j \in K \cup L=J^{c}$ ), contradicting the definition of $x^{*}$.

For $j \in J \backslash M$, we have from (5) and $x_{j}^{\epsilon} \rightarrow x_{j}^{*}$ that $x_{j}^{\epsilon}=x_{j}^{*}=0$ for all $\epsilon \in \Upsilon$. Lastly, we estimate $x_{M}^{\epsilon}-x_{M}^{*}$. From (4) and $\mu^{\epsilon}$ being a solution of (6) we have

$$
\nabla f_{j}\left(x_{j}^{\epsilon}\right)+\left(A^{T}\right)_{j}\left(\lambda^{\epsilon}-\mu^{\epsilon}\right) / \epsilon=0 \forall j \in M, \quad \lambda_{I^{c}}^{\epsilon}-\mu_{I^{c}}^{\epsilon}=0
$$

for all $\epsilon \in \Upsilon$. Since, by (7), $\left(\lambda^{\epsilon}-\mu^{\epsilon}\right) / \epsilon$ is bounded as $\epsilon \rightarrow 0$, then it has a cluster point $\pi \in \Re^{m}$ satisfying

$$
\nabla f_{j}\left(x_{j}^{*}\right)+\left(A^{T}\right)_{j} \pi=0 \forall j \in M, \quad \pi_{I^{c}}=0
$$

Multiplying the first set of equations by $\epsilon$ and adding them to $c_{j}+\left(A^{T}\right)_{j} \mu^{\epsilon}=0$, $j \in M$ (since $\mu^{\epsilon}$ is a solution of (6)), gives

$$
\epsilon \nabla f_{j}\left(x_{j}^{*}\right)+c_{j}+\left(A^{T}\right)_{j}\left(\mu^{\epsilon}+\epsilon \pi\right)=0 \forall j \in M .
$$

Subtracting this from the first set of equations in (4) corresponding to $j \in M$ gives

$$
\epsilon\left(\nabla f_{j}\left(x_{j}^{\epsilon}\right)-\nabla f_{j}\left(x_{j}^{*}\right)\right)+\left(A^{T}\right)_{j}\left(\lambda^{\epsilon}-\mu^{\epsilon}-\epsilon \pi\right)=0 \forall j \in M .
$$

Multiplying both sides by $\left(x_{j}^{\epsilon}-x_{j}^{*}\right)$ and summing over all $j \in M$ gives the single equation

$$
\begin{equation*}
\epsilon\left(x_{M}^{\epsilon}-x_{M}^{*}\right)^{T}\left(\nabla f_{j}\left(x_{j}^{\epsilon}\right)-\nabla f_{j}\left(x_{j}^{*}\right)\right)_{j \in M}=\left(A_{M} x_{M}^{\epsilon}-A_{M} x_{M}^{*}\right)^{T}\left(\mu^{\epsilon}-\lambda^{\epsilon}+\epsilon \pi\right) \tag{11}
\end{equation*}
$$

Since $\lambda_{I^{c}}^{\epsilon}=\mu_{I^{c}}^{\epsilon}=\pi_{I^{c}}=0$ and $A_{I} x^{*}=b_{I}$ and $A_{I} x^{\epsilon}=b_{I}+\Delta_{I}^{\epsilon}$, then $\left(A x^{\epsilon}-A x^{*}\right)^{T}\left(\mu^{\epsilon}-\right.$ $\left.\lambda^{\epsilon}+\epsilon \pi\right)=\left(\Delta_{I}^{\epsilon}\right)^{T}\left(\mu_{I}^{\epsilon}-\lambda_{I}^{\epsilon}+\epsilon \pi_{I}\right)$. This, together with $x_{j}^{*}=0$ for $j \in\{1, \ldots, n\} \backslash M$ and $x_{J \backslash M}^{\epsilon}=0$, implies

$$
\begin{align*}
& \left(A_{M} x_{M}^{\epsilon}-A_{M} x_{M}^{*}\right)^{T}\left(\mu^{\epsilon}-\lambda^{\epsilon}+\epsilon \pi_{I}\right) \\
= & \left(A x^{\epsilon}-A x^{*}\right)^{T}\left(\mu^{\epsilon}-\lambda^{\epsilon}+\epsilon \pi\right)-\left(A_{J^{c}} x_{J^{c}}{ }^{T}\left(\mu^{\epsilon}-\lambda^{\epsilon}+\epsilon \pi\right)\right. \\
= & \left(\Delta_{I}^{\epsilon}\right)^{T}\left(\mu_{I}^{\epsilon}-\lambda_{I}^{\epsilon}+\epsilon \pi_{I}\right)-\left(A_{J^{c}} x_{J^{c}}\right)^{T}\left(\mu^{\epsilon}-\lambda^{\epsilon}+\epsilon \pi\right) . \tag{12}
\end{align*}
$$

Using (7), (10), and (12) to bound the right-hand side of (11) (also noting that $\nabla f_{j}\left(x_{j}^{\epsilon}\right)_{j \in J}$ is bounded as $\left.\epsilon \rightarrow 0\right)$ yields

$$
\epsilon\left(x_{M}^{\epsilon}-x_{M}^{*}\right)^{T}\left(\nabla f_{j}\left(x_{j}^{\epsilon}\right)-\nabla f_{j}\left(x_{j}^{*}\right)\right)_{j \in M} \leq \epsilon \tau_{2}\left(\left\|\Delta_{I^{*}}^{\epsilon}\right\|+\left\|x_{K}^{\epsilon}\right\|\right)
$$

for some constant $\tau_{2}>0$. The above inequality, together with (9) and (10) and $x_{J \backslash M}^{\epsilon}=x_{J \backslash M}^{*}=0$, completes the proof

We note that Proposition 2 still holds if we allow $f_{j}$ to be non-differentiable at a finite number of points in $(0, \infty)$, and the proof of this entails only minor modifications. If in addition each $f_{j}$ is locally uniformly convex of order $\beta \geq 1$ at $x_{j}^{*}$ for all $j \in J$ (i.e., there exists a constant $\sigma>0$ such that $\phi_{j}\left(x_{j}, x_{j}^{*}\right) \geq \sigma\left|x_{j}-x_{j}^{*}\right|^{\beta}$ for all $x_{j}$ near $\left.x_{j}^{*}, j \in J\right)$, then Proposition 2 would imply the distance bound

$$
\sigma \sum_{j \in J}\left|x_{j}^{\epsilon}-x_{j}^{*}\right|^{\beta}+\left\|x_{J^{c}}^{\epsilon}-x_{J^{c}}^{*}\right\| \leq \tau\left(\left\|b^{\epsilon}-b\right\|+\left\|\nabla f_{j}^{-1}(-\rho / \epsilon)_{j \in K}\right\|\right)
$$

for all sufficiently small $\epsilon \in \Upsilon$. In the case where $f_{j}\left(x_{j}\right)=-\ln \left(x_{j}\right)$, we have $\beta=2$ and $\nabla f_{j}^{-1}(-\rho / \epsilon)=\epsilon / \rho$ which tends to zero linearly with $\epsilon$. In the case where $f_{j}\left(x_{j}\right)=x_{j} \ln \left(x_{j}\right)$, we have $\beta=2$ and $\nabla f_{j}^{-1}(-\rho / \epsilon)=\exp (-\rho / \epsilon+1)$ which tends to zero exponentially with $\epsilon$. In the case where each $f_{j}$ is strictly convex and $\nabla f_{j}$ is defined and continuous on $[0, \infty)$ for all $j$ (e.g., $f_{j}\left(x_{j}\right)=\left(x_{j}\right)^{2} / 2$ ), we have $K=L=\emptyset$
and Proposition 2 implies that, if in addition $b^{\epsilon}=b$, then $x^{\epsilon}=x^{*}$ for all sufficiently small $\epsilon$. This finite perturbation result is a special case of those shown in [MaR79] and, interestingly, it can also be deduced from Proposition 2. Notice that in the three cases considered above, the best approximation of $x^{*}$ by $x^{\epsilon}$, as $\epsilon \rightarrow 0$, is obtained in the third case and the worst approximation is obtained in the first case. For practical computation, however, the first case has been more favoured. Of course, we can use other choices of $f_{j}$, such as $f_{j}\left(x_{j}\right)=1 / x_{j}$ or $f_{j}\left(x_{j}\right)=-\sqrt{x_{j}}$, etc., and use Proposition 2 to obtain corresponding error bounds.

Notice that the index subset $K$ in Proposition 2 depends on $\epsilon$. The following example shows that this dependence cannot be removed in general. Consider the perturbed problem:

$$
\begin{array}{ll}
\operatorname{minimize} & x_{1}+\epsilon f_{1}\left(x_{1}\right)+\epsilon f_{2}\left(x_{2}\right) \\
\text { subject to } & -x_{1}+x_{2} \leq 0, \quad x_{1} \geq 0, x_{2} \geq 0 \tag{13}
\end{array}
$$

where $f_{1}\left(x_{1}\right)=\frac{1}{p-1}\left(x_{1}\right)^{1-p}$ for $x_{1}>0$ and $f_{2}\left(x_{2}\right)=\frac{1}{q-1}\left(x_{2}\right)^{1-q}$ for $x_{2}>0$, with $p>1, q>1$ (so $\nabla f_{1}\left(x_{1}\right)=-\left(x_{1}\right)^{-p}, \nabla f_{2}\left(x_{2}\right)=-\left(x_{2}\right)^{-q}$ ). This problem satisfies the assumptions of Proposition 2 with $S^{*}=\{(0,0)\}$ and $J=\emptyset$. Moreover, direct calculation yields the optimal solution $x^{\epsilon}=\left(x_{1}^{\epsilon}, x_{2}^{\epsilon}\right)$ and Lagrange multiplier $\lambda^{\epsilon} \in[0,1]$ given by

$$
x_{1}^{\epsilon}=\left(\epsilon /\left(1-\lambda^{\epsilon}\right)\right)^{1 / p}=x_{2}^{\epsilon}=\left(\epsilon / \lambda^{\epsilon}\right)^{1 / q}, \quad\left(1-\lambda^{\epsilon}\right)^{q}=\epsilon^{q-p}\left(\lambda^{\epsilon}\right)^{p}
$$

Thus, if $p<q$, then $1-\lambda^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, so $x_{1}^{\epsilon}=x_{2}^{\epsilon}$ is in the order of $(\epsilon)^{1 / q}$, with $K=\{2\}$. [Since $p<q, x_{1}^{\epsilon}$ cannot be below $\nabla f_{1}^{-1}(-\rho / \epsilon)=(\epsilon / \rho)^{1 / p}$ for any positive constant $\rho$.] Symmetrically, if $p>q$, then $\lambda^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, so $x_{1}^{\epsilon}=x_{2}^{\epsilon}$ is in the order of $(\epsilon)^{1 / p}$, with $K=\{1\}$. This shows that $K$ is determined by the relative growth rate of $\nabla f_{1}$ and $\nabla f_{2}$ near 0 . Now suppose we modify $f_{1}$ and $f_{2}$ so that these two growth rates alternate in dominance. In particular, let $\alpha_{k+1}=\left(\alpha_{k}\right)^{2} / 2$ for $k=1,2, \ldots$, with $\alpha_{1}=1$, and choose strictly convex and continuously differentiable functions $f_{1}$ and $f_{2}$ on $(0, \infty)$ satisfying $\nabla f_{1}\left(\alpha_{k}\right)=-\left(\alpha_{k}\right)^{-1}$ and $\nabla f_{2}\left(\alpha_{k}\right)=-\left(\alpha_{k}\right)^{-2}$ for $k$ odd and $\nabla f_{1}\left(\alpha_{k}\right)=-\left(\alpha_{k}\right)^{-2}$ and $\nabla f_{2}\left(\alpha_{k}\right)=-\left(\alpha_{k}\right)^{-1}$ for $k$ even. [Notice that $\alpha_{k} \downarrow 0$ and $\nabla f_{j}\left(\alpha_{k}\right) \downarrow-\infty$ as $k \rightarrow \infty$ for $j=1,2$, so the function $f_{j}$ can be constructed by interpolating $\nabla f_{j}$ using its value at $\alpha_{1}, \alpha_{2}, \ldots$ and then integrating.] With this choice of $f_{1}$ and $f_{2}$, the problem (13) still satisfies the assumptions of Proposition 2 with $S^{*}=\{(0,0)\}$ and $J=\emptyset$. Moreover, it can be seen that $x_{1}^{\epsilon}=x_{2}^{\epsilon}$ tends to zero continuously in $\epsilon$, so for each $k$ sufficiently large, we can find $\epsilon^{k}$ such that $x_{1}^{\epsilon^{k}}=x_{2}^{\epsilon^{k}}=$ $\alpha_{k}$. Then, arguing as above, we obtain that $K=\{2\}$ for $\epsilon$ along the subsequence $\Upsilon_{\text {odd }}=\left\{\epsilon^{k}\right\}_{k}$ odd , and $K=\{1\}$ for $\epsilon$ along the subsequence $\Upsilon_{\text {even }}=\left\{\epsilon^{k}\right\}_{k \text { even }}$. So, for $\epsilon$ along $\Upsilon=\Upsilon_{\text {odd }} \cup \Upsilon_{\text {even }}, K$ would depend on $\epsilon$. It is an open (and nontrivial) question whether $K$ would still depend on $\epsilon$ if $f_{1}, \ldots, f_{n}$ are identical.
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