
ERROR BOUNDS FOR REGULARIZEDCOMPLEMENTARITY PROBLEMS�Paul TsengyJuly 29, 1998 (revised September 12, 1998)AbstractAn approach to solving a complementarity problem entails regular-izing/perturbing the problem by adding to the given mapping anothermapping multiplied by a small positive parameter. We study propertiesof the limit point of the solution to the regularized problem. We alsoderive local error bounds on the distance from the solution to its limitpoint, expressed in terms of the regularization parameter.Keywords: Regularization, complementarity problem, optimization, error boundAMS subject classi�cation: 49M39, 90C25, 90C31, 90C34, 90C481 IntroductionConsider the complementarity problem (CP) of �nding an x 2 <n satisfyingx � 0; F (x) � 0; F (x)Tx = 0; (1)where F : <n+ 7! <n is a given continuous mapping. This is a well-knownproblem in optimization, with many applications [12, 24]. In various regulariza-tion/continuation/smoothing approaches to solving this problem, one adds tothe mapping F another mapping G : <n++ 7! <n, multiplied by a small positivescalar �, and computes (possibly inexactly) an x� 2 <n satisfyingx� � 0; F (x�) + �G(x�) � 0; (F (x�) + �G(x�))Tx� = 0: (2)Then, one may decrease � and update x� accordingly. Our interests are inproperties of any limit point of x� (along some sequence of � ! 0) and thedistance from x� to this limit point. There are also the related issues of exis-tence/uniqueness/boundedness of x� as �! 0, which we will not focus on.�This research is supported by National Science Foundation Grant CCR-9731273.yDepartment of Mathematics, University of Washington, Seattle, Washington 98195,U.S.A. (tseng@math.washington.edu) 1



2 Paul TsengThe regularized CP (2) is closely linked to a regularized smooth optimizationproblem of the formminimize f0(u)+�g0(u) subject to u � 0; fi(u)+�gi(u) � 0; i = 1; :::;m; (3)where f0; f1; :::; fm are continuously di�erentiable functions de�ned on someopen set containing <l+ and g0; g1; :::; gm are continuously di�erentiable func-tions de�ned on <l++ (m � 0; l � 1). In particular, it is well known that theassociated Karush-Kuhn-Tucker condition is exactly (2) with x = �uv � andF (x) = �rf0(u) +Pmi=1 virfi(u)�fi(u)mi=1 � ; G(x) = �rg0(u) +Pmi=1 virgi(u)�gi(u)mi=1 � :Moreover, if f0; f1; :::; fm are convex (respectively, quadratic) on their respectivedomains, then this F is monotone (respectively, a�ne) and continuous on <l+m+[42, Example 8], and similarly for G. A well studied case in this optimizationsetting is when gi � 0 for i = 1; :::;m, i.e., constraint functions are unregularized.For the regularized CP (2), one popular choice of G is the identity mappingG(x) = x; (4)corresponding to the well-knownTikhonov regularization technique. This choicehas been much studied [6, 12, 14, 15, 26, 49, 50, 51, 53], including in the generalsetting of �nding a zero of a maximalmonotone operator [2, page 62], [8, ChapterII], [32]. The analogous choice ofg0(u) = kuk2=2for (3) has been considered by Karlin [27], Mangasarian [37, 38, 39] and others[36, 44] in the context of linear programs (LP) and by Tikhonov and variousothers in the general optimization setting (see [1, 13, 32] and references therein).It was shown in [8, Proposition 2.6(iii)] (also see [12, Theorem 5.6.2(b)],[32,Proposition 6.1], [49], [51, Theorem 2]) that, if F is monotone, then each limitpoint of x� (as � ! 0) is the least 2-norm solution of CP. Analogous resultswere obtained by Mangasarian [38] in the context of LP (also see [19, 40] forextensions to other choices of g0 in this context) and by Levitin and Polyakand others in the general optimization setting (see [1],[13, pages 30, 37],[32,Proposition 6.1] and references therein). If F is only a P0-function, Sznaderand Gowda [51, Theorem 3] showed that any limit point is weak-Pareto-minimalin the sense that no other solution is componentwise strictly less (so any non-positive solution is weak-Pareto-minimal). A second popular choice of G is theinverse function G(x) = [�1=xj]nj=1; (5)corresponding to log-barrier methods and interior-point methods. This choicehas been considered Kojima et al. [28, 29, 30, 31] and G�uler [23] and, in the



Ill{posed Variatonal Problems and Regularization Techniques 3general setting of �nding a zero of a maximal monotone operator, by McLinden[42]. The analogous choice ofg0(u) = � lXj=1 ln(uj)for (3) has been much studied in the context of LP (see [20, 41, 43, 54] andreferences therein). It was shown by McLinden [42, Corollary 2] that if F ismonotone and CP has a strictly complementary solution, then any limit pointof x� is a least weighted � ln(u) solution of CP. Analogus results were obtainedby McLinden [41, Theorem 9] and Megiddo [43] in the context of LP. A thirdchoice is the logarithm functionG(x) = [ln(xj) + 1]nj=1: (6)The analogous choice of g0(u) = lXj=1 uj ln(uj) (7)for (3) was considered in the context of LP by Fang et al. [16, 17, 18, 45] and,from a dual exponential penalty view, by Cominetti et al. [10, 11]. It wasshown in [11] that any limit point of the solution of the regularized LP is theleast u ln(u)-entropy solution of the LP. This result was generalized recently byAuslender et al. [4] to convex programs, with g0 being a certain kind of separablestrictly convex essentially smooth function. A similar result was shown in [52]for the LP case, without the convexity and smoothness assumption. Relatedresults in the general optimization setting are given in [1, 13] and referencestherein. These results do not assume g0 to be separable or even continuous, butthey do need g0 to be lower semicontinuous and real-valued at the limit pointto be meaningful.As the preceding discussion shows, there have been many studies of theproperties of a limit point �x of x�, with particular focus on the cases of G givenby (4) or (5) or (6). However, there have been relatively few studies of thedistance from x� to �x, estimated in terms of �. In the context of LP with g0given by (7), this distance is known to be in the order of e��=� for some constant� > 0 [11, Theorem 5.8]. The same reference also gives distance estimates for thedual LP. If g0 is more generally a separable strictly convex essentially smoothfunction, this distance can be estimated in terms of (rg0)�1 and � [52]. If theLP has a multicommodity network 
ow structure and g0 is a weighted inversebarrier function whose weights are a�ne functions of a nonnegative variable,this distance is known to be in the order of p� [7].In this paper, we study the above questions in the context of CP and itsregularization (2). In particular, we show that if F is pseudo-monotone on <n+and G is continuous at �x, then �x solves the variational inequality problem with



4 Paul Tsengmapping G over the solution set. Moreover, if F is analytic on an open setcontaining <n+, then the generalized distance (G(x�)�G(�x))T (x� � �x) is in theorder of �
 for some 
 > 0, with 
 = 1 if F is a�ne (see (16)). Alternatively, ifG(x) = [Gj(xj)]nj=1; (8)where each Gj is strictly increasing and continuous on <++ but may tend to �1at 0 (e.g., G given by (5) or (6)), we show that in each coordinate subspace overwhich F is pseudo-monotone, �x solves the variational inequality problem withmapping G over the solution set (see Proposition 3(a)). Moreover, under theassumption that either (i) F is pseudo-monotone on <n+ and limt!0 tGj(t) =0 for j 62 J (e.g., G given by (6)) or (ii) F is a�ne with certain principalsubmatrices of its Jacobian positive semide�nite and spanning the correspondingrows or (iii) F is a�ne with certain principal submatrix of its Jacobian positivesemide�nite and limsupt!0 tGj(t) < 0 for j 62 J (e.g., G given by (5)), weestimate (jx�j� �xj j)j2J in terms of (x�j)j 62J and, in the case where F is a�ne, weestimate the latter in terms of �, where J is the set of indices j with Gj(�xj) >�1 (see Proposition 3(c1){(c4)). Thus, our results may be applied to analyzeregularization of a convex quadratic program of the form (3). Our study ismotivated by a related work in the context of LP [52], although our results andour proofs are quite di�erent from those in [52] due to the di�erent problemstructure and regularization.In our notation, <n denotes the space of n{dimensional real column vectors,<n+ and <n++ denote the nonnegative orthant and the positive orthant in <n,respectively, and T denotes transpose. For any x 2 <n, we denote by xi the ithcomponent of x, and, for any I � N := f1; :::; ng, by xI the vector obtainedby removing from x those xi with i 62 I, and by (xI ; 0) the vector in <n whoseith component is xi if i 2 I and is zero otherwise. [Here and throughout, :=means \de�ne".] We denote by jIj the cardinality of I, and denote Ic := NnI,kxk := pxTx, kxk1 := maxi2N jxij. For any M 2 <n�n and any I; J � N ,we denote byMI the submatrix ofM obtained by removing all rows ofM withindices outside of I and by MIJ the submatrix of MI obtained by removingall columns of MI with indices outside of J . For any F : <n+ 7! <n and anynonempty closed convex set � � <n+, we denoteVI(�; F ) := fx 2 � : F (x)T (y � x) � 0 8y 2 �g:[Thus x satis�es (1) if and only if x 2 VI(<n+; F ) and x� satsi�es (2) if and onlyif x� 2 VI(<n+; F + �G).] We denote by Fi the ith component of F and, for anyI � N , by FI the mapping obtained by removing from F those Fi with i 62 I.We say F is pseudo-monotone on <n+ [5, page 121] ifx; y 2 <n+ and F (y)T (x� y) � 0 =) F (x)T (x� y) � 0: (9)For any x 2 <n and any nonempty closed set � � <n, we denote dist(x;�) :=miny2� ky � xk.



Ill{posed Variatonal Problems and Regularization Techniques 52 Error Bounds on Distance to Limiting Solu-tionFirst, we have the following bound on the distance from x� to the solution setof (1) in terms of the regularization G�(x�). This is a simple consequence of anerror bound result for analytic systems [33].Proposition 1 Consider an open set 
 � <n containing <n+ and an analyticF : 
 7! <n with � := VI(<n+; F ) nonempty. Then, for every bounded � � <n,there exist � > 0 and 
 > 0 such thatdist(x�;�) � � �kmaxf0; G�(x�)gk+ jG�(x�)Tx�j�
 (10)for all G� : <n+ 7! <n (� > 0) and all x� 2 � \VI(<n+; F +G�).Proof. We have that an x 2 � satis�es�x � 0; �F (x) � 0; F (x)Tx = 0and that an x� 2 VI(<n+; F + G�) satis�es�x� � 0; �F (x�) � G�(x�); F (x�)Tx� = �G�(x�)Tx�:So if x� is also in the bounded set �, then since F is analytic on an open setcontaining <n+, an error bound result of Lojasiewicz, as extended by Luo andPang for analytic systems [33, Theorem 2.2], yields (10) with � > 0 and 
 > 0some constants.Note 1. Proposition 1 does not say anything about the existence or unique-ness or boundedness of x� 2 VI(<n+; F + G�). In the case where F is mono-tone and a�ne and G�(x) = M �x + q�, Robinson [47, Theorem 2] showedthat � being nonempty and bounded is both necessary and su�cient for theexistence of x� satisfying dist(x�;�) ! 0 as kM �k + kq�k ! 0. If F is acontinuously di�erentiable P0-function, a result of Facchinei [14, Theorem 4.4]implies that � being nonempty and bounded is su�cient for the existence ofx� satisfying dist(x�;�) ! 0 as � ! 0, where G� is continuous and satis�eslim�!0 supx:dist(x;�)�� kG�(x)k = 0 for some � > 0. If F is a continuously dif-ferentiable P0-function and G�(x) = �x, Facchinei and Kanzow [15, Theorem3.5] showed existence and uniqueness of x� for all � > 0 and, if in addition �is nonempty and bounded, then x� is bounded and dist(x�;�) ! 0 as � ! 0.Ravindran and Gowda [46] extended the preceding two results to CP with boundconstraints, and they weakened the di�erentiability assumption on F to continu-ity. In the case where F is a polynomial P0-function and G�(x) = �x, Sznajderand Gowda [51, Theorem 5] showed that x� either converges or diverges in norm.



6 Paul TsengProposition 1 does not give an estimate of the H�older constant 
. [In thecase where F is a�ne and monotone, a bound with 
 = 1=2 can be shown [33,Theorem 5.4].] By adding a mild assumption on G�, we derive below a seconddistance bound in terms of G�(x�), with 
 = 1 when F is a�ne. Moreover, inthe case where F is pseudo-monotone on <n+ and G�(x�)=� converges, we derivea bound on the distance from x� to its limit point in terms of �.Proposition 2 Consider a continuous F : <n+ 7! <n, a sequence of positivescalars � = f�1; �2; :::g tending to zero and, for each � 2 �, a G� : <n+ 7! <nand an x� 2 �� := VI(<n+; F + G�) such that x� converges to some �x andG�(x�)=� converges to some g as � 2 � ! 0. Then �x 2 � := VI(<n+; F ), andthe following hold.(a). If F is pseudo-monotone on <n+, then �x 2 VI(�; g).(b). If F is analytic on an open set containing <n+, then there exist � > 0 and
 > 0 such that dist(x�;�) � �kG�(x�)k
 (11)for all � 2 �, with 
 = 1 whenever F is a�ne.(c). If F is pseudo-monotone on <n+ and is analytic on an open set containing<n+, then there exist � > 0 and 
 > 0 such that(G�(x�)=�� g)T (x� � x�) � �kgkkG�(x�)k
 (12)for all x� 2 VI(�; g) and all � 2 �, with 
 = 1 whenever F is a�ne.Proof. Since x� 2 �� so that x� � 0, F (x�)+G�(x�) � 0, (F (x�)+G�(x�))Tx� =0 for all � 2 �, we have in the limit (also usingG�(x�)! 0) that �x � 0, F (�x) � 0,F (�x)T �x = 0. Thus �x 2 �.(a). Assume F is pseudo-monotone on <n+. Then � is closed convex [5, page121]. Moreover, for any y 2 �, (9) and the fact that F (y)T (x� � y) � 0 imply0 � F (x�)T (x� � y) � G�(x�)T (y � x�);where the second inequality uses x� 2 �� and y 2 <n+. Dividing both sides by �yields in the limit that 0 � gT (y � �x).(b). For each � > 0, since x� 2 ��, we haveF (x�)I = �G�(x�)I ; F (x�)Ic � �G�(x�)Ic ; x�I � 0; x�Ic = 0; (13)for some I � N . Let �I := f� 2 � : (13) holdsg. Consider any I � N suchthat j�I j =1. Since G�(x�)! 0 as � 2 �I ! 0, then any cluster point x of x�satis�es F (x)I = 0; F (x)Ic � 0; xI � 0; xIc = 0: (14)



Ill{posed Variatonal Problems and Regularization Techniques 7Assume F is analytic on an open set containing <n+. Then an error bound resultof Lojasiewicz, as extended by Luo and Pang to analytic systems [33, Theorem2.2], implies the nonlinear system (14) has a solution y� satisfyingkx� � y�k � �IkG�(x�)k
I ; (15)where �I > 0 and 
I > 0 are constants depending on F and I and andsup�2�I kx�k only. Thus, y� 2 � and, moreover, in the case where F is a�ne,a lemma of Ho�man [25] implies that 
I = 1. For any I with j�Ij < 1,let y� be any �xed element of � for all � 2 �I and then, for any 
I � 1,(15) would hold for a suitable �I (since its left-hand side is bounded and itsright-hand side is bounded away from zero). Taking 
 := minI 
I and � :=maxI �sup�2�I �IkG�(x�)k
I�
	 yields (11) for all � 2 � = [I�I , with 
 = 1whenever F is a�ne.(c) Assume F is pseudo-monotone on <n+ and is analytic on an open setcontaining <n+. Fix any x� 2 VI(�; g) and any � 2 �. Letting y� 2 � satisfykx� � y�k = dist(x�;�), we have together with (11) in part (b) that0 � gT (y� � x�) = gT (y� � x�) + gT (x� � x�)� �kgkkG�(x�)k
 + gT (x� � x�)for some constants � > 0 and 
 > 0. Also, since x� 2 �, we have from (9) andx� 2 �� that0 � F (x�)T (x� � x�); 0 � (F (x�) +G�(x�))T (x� � x�):Adding the above two inequalities to the previous inequality multiplied by �, weobtain 0 � ��kgkkG�(x�)k
 + (�g � G�(x�))T (x� � x�):Rearranging terms yields (12).Note 2. Notice that Proposition 2 is stated in the setting of � along a sequence,rather than � in a continuum as in Proposition 1. Although for practical pur-poses such as analyzing the convergence of an iterative method, the formersetting is su�cient, it is nevertheless possible to extend Proposition 2 to thelatter setting, provided kG�(x�)k is bounded away from zero whenever � in thecontinuum is bounded away from zero. Also, Propositions 1 and 2 may possiblybe extended to F being piecewise-analytic and, more generally, \subanalytic"[34].Note 3. In the case where F is an analytic P0-function and the solution set� is nonempty and bounded, [14, Theorem 4.4] implies that x� is de�ned andbounded as � ! 0 and so Proposition 2(b) yields that, for any sequence of� along which x� converges, (11) holds for all � in this sequence, where �; 
depend on the limit point (
 = 1 if F is a�ne). A similar result was shown



8 Paul Tsengearlier by Robinson [47, Theorem 2] in the case of F being monotone and a�ne.If in addition F is polynomial and G�(x) = �x, then x� converges [51]. Boundsof the type (11) were also derived by Fischer [21, Section 3.2] under similar,though not identical, assumptions on F and G�. Fischer derived his boundsby applying a stability result of Klatte for parametric optimization. In thecase where the set-valued mapping F !! V I(<n+ ; F ) has the Aubin propertyrelative to fF + G : G : <n+ 7! <n; supx2<n+ :kx��xk�1 kG(x)k < 1g at F for�x, a bound similar to (11) with 
 = 1 holds [48, 9F]. However, verifying theAubin property may be di�cult. In the optimization setting, an analogousLipschitzian property can be shown, under very mild assumptions, for the setof �-approximate solutions [3, Theorem 4.3].Note 4. In the case where F is pseudo-monotone on <n+ and G�(x) = �G(x)with G continuous at �x, Proposition 2(a),(c) imply g = G(�x) and �x 2 VI(�; G).This extends previous results [6, Theorem 2.3], [12, Theorem 5.6.2(b)], [49] forthe case of F being monotone or pseudo-monotone and G(x) = x (also see [2,page 63], [8, Proposition 2.6(iii)], [32, Proposition 6.1] for analogous results inthe context of maximal monotone operators in an in�nite-dimensional space).If F is also analytic on an open set containing <n+, taking x� = �x in (12) yields(G(x�) �G(�x))T (x� � �x) � (�kG(�x)kkG(x�)k
) �
 : (16)Thus, if in addition G is strictly monotone at �x in the sense that there exist� > 0; % > 0; � > 0 such that(G(x)� G(�x))T (x � �x) � �kx� �xk% 8x � 0 with kx� �xk � �; (17)then (16) would yield the error bound that kx� � �xk is in the order of (�)
=%whenever kx� � �xk � �. Notice that G essentially needs to be continuous at �xin order to satisfy the assumption that G�(x�)=� converges as x� ! �x.In deriving the error bound in Proposition 2(c), we have required G�(x�)! 0as �! 0. This rules out the important case of G�(x) = �G(x), where G is givenby (5) or (6) or, more generally, (8) with possibly limt#0Gj(t) = �1. InProposition 3 below, we consider this case and we study properties of any limitpoint �x of x� (see part (a)) and derive error bounds on the distance from x� to�x (see parts (c1){(c4)). In particular, parts (c1), (c2), (c4) of this propositionestimate, under various assumptions on F and G1; :::; Gn, the distance k(x��x)Jkin terms of kxJck, and parts (c3) and (c4) estimate, in the case where F is a�ne,the latter in terms of �, with J being the set of indices j with Gj(�xj) > �1.While these error bounds may be complex, Example 1 below suggests thatthis complexity is needed to account for the di�erent (relative) growth rates ofG1; :::; Gn near zero and the linkage among the components of x� as imposed bythe complementarity condition (2).



Ill{posed Variatonal Problems and Regularization Techniques 9Proposition 3 Consider a continuous F : <n+ 7! <n and a continuous G :<n++ 7! <n given by (8), where limt#0Gj(t) = Gj(0) 2 [�1;1) for all j 2 N .Consider a sequence of positive scalars � = f�1; �2; :::g tending to zero and,for each � 2 �, an x� 2 �� := VI(<n+; F + �G) converging to some �x as � 2� ! 0. Then �x 2 � := VI(<n+; F ) and the following hold with J := fj 2N : Gj(�xj) > �1g, �� being the path-connected component of � containing�x, �J := fj 2 N : Gj(xj) > �1 for some x 2 ��g and, for each I � J ,�I := f� 2 � : F (x�)I + �G(x�)I = 0; x�JnI = 0g.(a). For each J � H � �J such that xH 7! F (xH; 0) is pseudo-monotone on<jHj+ , and �H := fxH : (xH ; 0) 2 ��g is convex and has an element yH =(yj)j2H with Gj(yj) > �1 for all j 2 H, we have �xH 2 VI(�H ; pH)(respectively, H = J and �xH 2 VI(�H ; �pH + GH)) if kq�Hk=� ! 1(respectively, kq�Hk=� ! some � 2 <+) as � ! 0 along some subsequenceof �, where pH is any cluster point of q�H=kq�Hk along this subsequenceand q� := F (x�)� F (x�H ; 0).(b). If F is analytic on an open set containing <n+, then there exist � > 0 and
 > 0 such that dist(x�;�) � � (�kG(x�)Jk+ kx�Jck)
 (18)for all � 2 �, with 
 = 1 whenever F is a�ne.(c1). If F is pseudo-monotone on <n+ and limt!0 tGj(t) = 0 for all j 2 �Jc,then �J = J and �x 2 VI(�; G). If in addition F is analytic on an open setcontaining <n+, then there exist � > 0 and 
 > 0 such that(G(x�)� G(�x))TJ (x� � �x)J � � (�kG(x�)Jk+ kx�Jck)
 �G(x�)TJcx�Jc (19)for all � 2 �, with 
 = 1 whenever F is a�ne.(c2). If F (x) =Mx+q for someM 2 <n�n; q 2 <n, withM �J �Jc 2M �J �J (<j �Jj�j �Jcj)and M �J �J 2 MT�J �J (<j �Jj�j �Jj), and if �� is convex, then �J = J and �x 2VI(��; G). Moreover, for each I � J with j�I j = 1 and MII positivesemide�nite and MIJc =MIINIJc for some NIJc 2 <jIj�jJcj, there exists�I > 0 such that(G(x�)�G(�x))TJ (x���x)J � �I(�kG(x�)Jk+kx�Jck)�G(x�)TI NIJcx�Jc (20)for all � 2 �I .(c3). If F (x) = Mx+ q for some M � <n�n, q 2 <n, and if �� is convex andGj is strictly increasing for all j 2 Jc, then there exist � > 0 and � > 0such thatx�j � G�1j (��=�) 8j 2 K; kx�Ln �Jk � � 0@kx�Kk+Xj2Lhj(�) + �1A (21)



10 Paul Tsengfor all � 2 � su�ciently small, where K � Jc (K may depend on �),L := JcnK, and hj(�) is the unique � > 0 satisfying G�1j (��=�) = � forj 2 Jc. If M = �MT , then (21) remains true without the hj terms.(c4). If F (x) = Mx + q for some M � <n�n, q 2 <n, with M �J �J positivesemide�nite, and if Gj is strictly increasing with limsupt!0 tGj(t) < 0 forall j 2 Jc, then � is the union of a countable collection of subsequences~� for each of which there exist � > 0; � > 0, properly nested �J = H1 �� � � � Hr�1 � Hr = J , and ��l > 0 depending on MN(Hl)cx�(Hl)c and �only (l = 1; ::; r, � 2 ~�) such that ��l ! 0 as � 2 ~� ! 0 and, for eachl = 1; ::; r� 1,either x�j � G�1j ���=��l � or x�j � ���l 8j 2 HlnHl+1 (22)for all � 2 ~� su�ciently small. And if in addition GJ is locally Lips-chitzian at �xJ with constant � > 0 and satis�es (17) with � > 0; � >0; % = 1, then there exist � 0 > 0 (independent of �; �) such thatk(x� � �x)Jk � � 0��=� + 1 + 1=����r (23)for all � 2 ~� su�ciently small.Proof. For each j 2 J , we have Gj(x�j) ! Gj(�xj) as � 2 � ! 0 so thefact x� satis�es (2) for all � 2 � yields in the limit that �xj � 0, F (�x)j � 0,F (�x)j�xj = 0. For each j 2 Jc, we have �xj = 0 and F (x�)j = ��Gj(x�j) � 0 forall � 2 � su�ciently small. The latter yields in the limit F (�x)j � 0. Thus �xsatis�es (1) and hence �x 2 �.(a). Consider any J � H � �J such that xH 7! F (xH ; 0) is pseudo-monotoneon <jHj+ , and �H is convex and contains an element yH = (yj)j2H with Gj(yj) >�1 for all j 2 H. Then, we have from (yH ; 0) 2 �� and x� 2 �� that0 � F (yH ; 0)TH(x�H � yH); 0 � (F (x�H ; 0)H + q�H + �G(x�)H )T (yH � x�H);with q� := F (x�) � F (x�H ; 0). Since x�H 2 <jHj+ , the �rst inequality and thepseudo-monotonicity of xH 7! F (xH ; 0) on <jHj+ imply 0 � F (x�H ; 0)TH(x�H�yH ),which when added to the second inequality yields0 � (q�H + �G(x�)H)T (yH � x�H ): (24)Consider any subsequence of � along which either (i) kq�Hk=� ! 1 or (ii)kq�Hk=� ! � 2 <+, and let pH be any cluster point of q�H=kq�Hk along thissubsequence. In case (i), dividing both sides of (24) by kq�Hk and using yj >0 = �xj and Gj(x�j)!�1 for all j 2 Jc yield in the limit that0 � pTH(yH � �xH):



Ill{posed Variatonal Problems and Regularization Techniques 11Since �H is convex, this holds for all yH 2 �H , so �xH 2 VI(�H ; pH). In case(ii), dividing both sides of (24) by � and arguing as in case (i) yield in the limitthat H = J and 0 � (�pH + G(�x)H )T (yH � �xH):Since �H is convex, this holds for all yH 2 �H , so �xH 2 VI(�H ; �pH +GH).(b). For each j 2 Jc, we have x�j > 0 for all � 2 � and Gj(x�j) < 0 for all� 2 � below some ��. Consider any I � J such that j�I j =1. For each � 2 �Ibelow ��, since x� 2 ��, we haveF (x�)I = ��G(x�)I ; F (x�)JnI � ��G(x�)JnI ; F (x�)Jc � 0;x�I � 0; x�JnI = 0; x�Jc = x�Jc : (25)Since F (x�) ! F (�x) and G(x�)J ! G(�x)J as � 2 �I ! 0, (25) yields in thelimit that �x satis�esF (x)I = 0; F (x)Ic � 0; xI � 0; xIc = 0: (26)Assume F is analytic on an open set containing <n+. Then an error bound resultof Lojasiewicz, as extended by Luo and Pang to analytic systems [33, Theorem2.2], implies the nonlinear system (26) has a solution y� satisfyingky� � x�k � �I(�kG(x�)Jk+ kx�Jck)
I ; (27)where �I > 0 and 
I > 0 are constants depending on F and I and sup�2�I kx�konly. Thus, y� 2 � and, in the case where F is a�ne, a lemma of Ho�man [25]implies 
I = 1. If �I is �nite but nonempty, let y� be any �xed element of �for all � 2 �I and then (27) would hold for any 
I � 1 and a su�ciently large�I . Taking 
 := minI 
I and� := maxI � sup�2�I �I (�kG(x�)Jk+ kx�Jck)
I�
�yields (18) for all � 2 � = [I�I .(c1). Assume F is pseudo-monotone on <n+ and limt!0 tGj(t) = 0 for allj 2 �Jc. Then � is closed convex [5, page 121] so � = �� and there exists y 2 �such that Gj(yj) > �1 for all j 2 �J . For each � 2 �, since y 2 �, (9) andx� 2 �� imply 0 � F (x�)T (x� � y) � �G(x�)T (y � x�): (28)Also, by (a), �x 2 �, so J � �J . For each j 2 J , we have Gj(x�j)(yj � x�j)converges as � 2 �! 0. For each j 2 �JnJ , we have yj > 0 and Gj(x�j)!�1,so Gj(x�j)(yj � x�j)!�1 as � 2 �! 0. For each j 2 �Jc, we have x�j ! yj = 0so our assumption on Gj yields Gj(x�j)(yj � x�j)! 0 as � 2 �! 0. Hence, (28)implies �JnJ = ;, i.e., J = �J . Now, for any y 2 �, (9) and x� 2 �� imply (28)



12 Paul Tsengholds. Dividing both sides of (28) by � and using yj = 0 and Gj(x�j)x�j ! 0 forall j 2 �Jc = Jc yields in the limit that0 � G(�x)TJ (y � �x)J = G(�x)T (y � �x)(here 1� 0 = 0), so �x 2 VI(�; G).Assume in addition F is analytic on an open set containing <n+, so that, bypart (a), there exist � > 0 and 
 > 0 such that (18) holds for all � 2 �. Lety� 2 � satisfy kx� � y�k = dist(x�;�). Now, for each � 2 �, since �x 2 �, (9)and x� 2 �� imply0 � F (x�)T (x� � �x); 0 � (F (x�) + �G(x�))T (�x� x�):Adding these two inequalities and dividing by � gives 0 � G(x�)T (�x�x�). Also,�x 2 VI(�; G) and y� 2 � imply 0 � G(�x)TJ (y� � �x)J (since �J = J). Addingthese two inequalities and using �xJc = 0 gives0 � G(�x)TJ (y� � x�)J + (G(�x)� G(x�))TJ (x� � �x)J � G(x�)TJcx�Jc :Combining this with (18) and renaming �kG(�x)Jk as � yields (19).(c2). Assume F (x) = Mx + q for some M 2 <n�n; q 2 <n, and assume ��is convex. Consider any I � J such that j�I j =1 and M �J �Jc =M �J �JN �J �Jc andM �J �J =MT�J �JN �J �J for some N �J �Jc 2 <j �Jj�j �Jcj and some N �J �J 2 <j �Jj�j �Jj. First, wehave M �Jy + q �J = 0 for all y 2 ��. [If Miy + qi > 0 for some i 2 N and somey 2 ��, then the convexity of �� would imply xi = 0 for all x 2 ��, so i 2 �Jc.]Fix any y 2 ��. Since �x 2 ��, then d = y � �x satis�es d �Jc = 0 and M �J �Jd �J = 0.Moreover, for each i 2 �J with �xi = 0 we have di � 0. Thus, there exists � > 0such that z� := x� + �d � 0 for all � 2 � su�ciently small. Then, x� 2 �� and�x 2 �� imply0 � (Mx� + q + �G(x�))T (z� � x�)= �(M �Jx� + q �J + �G(x�) �J )Td �J= �(M �J (x� � �x) + �G(x�) �J )Td �J= � (M �J �J ((x� � �x) �J + N �J �Jc (x� � �x) �Jc )) + �G(x�) �J )T d �J= ��G(x�)T�J d �J ;where the last equality uses MT�J �Jd �J = NT�J �JM �J �Jd �J = 0. This shows thatG(x�)T�J d �J � 0. Since �x 2 �� so that �J � J , if �J 6= J , then the convexityof �� would imply the existence of y 2 �� with y �JnJ > 0. Using this y in theabove argument would yield d �JnJ > 0 and hence G(x�)T�J d �J ! �1, a contra-diction. Thus �J = J . Then, Gj is continuous at �xj for all j 2 �J and the aboveinequality yields in the limit as �! 0 that0 � G(�x)T�J d �J = G(�x)T (y � �x)



Ill{posed Variatonal Problems and Regularization Techniques 13(here 1 � 0 = 0), so �x 2 VI(��; G).Consider any I � J with j�I j = 1, MII positive semide�nite and MIJc =MIINIJc for some NIJc 2 <jIj�jJcj. Then �x satis�es (26). For each � 2 �I ,Ho�man's lemma implies (26) has a solution y� satisfying (27), with �I > 0 and
I = 1. Then y� 2 �� (since the line segment joining �x and y� lies in �) so thefact �x 2 VI(��; G) implies0 � G(�x)T (y� � �x)= G(�x)TI (y� � x�)I + G(�x)TI (x� � �x)I� �IkG(�x)Ik(�kG(x�)Jk+ kx�Jck) + G(�x)TI (x� � �x)I : (29)Also, we have from (25) and �x satisfying (26) that0 = (M �x+ q)I ; 0 = (Mx� + q + �G(x�))I ;which when subtracted and using x�JnI = 0 and �xIc = 0 yields 0 = MII((x� ��x)I + NIJcx�Jc) + �G(x�)I . This and the positive semide�nite property of MIIyield 0 � ((x� � �x)I + NIJcx�Jc)TMII((x� � �x)I +NIJcx�Jc )= ��((x� � �x)I + NIJcx�Jc )TG(x�)I :Dividing the above inequality by � and adding it to the inequality (29), weobtain0 � �IkG(�x)Ik(�kG(x�)Jk+kx�Jck)+(G(�x)�G(x�))TI (x���x)I�G(x�)TI NIJcx�Jc :Using (x� � �x)JnI = 0 and renaming �IkG(�x)Ik as �I yield (20).(c3). Assume F (x) = Mx + q for some M � <n�n, q 2 <n, and assume ��is convex and each Gj is strictly increasing. Fix any I � J such that j�I j =1.For each � 2 �I , Ho�man's lemma implies (26) has a solution y� satisfying (27)with �I > 0 and 
I = 1. Let 	 denote the set of x 2 <n satisfying (26) andkxk � sup�2�I ky�k. We claim that there exists a scalar � > 0 such that, forevery y 2 	 there exists a K � Jc such thatMjy + qj > 2� 8j 2 K and ML + qL = 0 for some  2 	; (30)where L := JcnK (cf. proof of [52, Proposition 2]). If not, then for everysequence of scalars �k > 0, k = 1; 2; :::, tending to zero, there would exist a�k 2 	 such that, for every K � Jc we haveMj�k + qj � 2�k for some j 2 K or ML + qL 6= 0 8 2 	;where L := JcnK. Since 	 is bounded and closed, then �k, k = 1; 2; :::, has acluster point � 2 	 such that, for every K � Jc we haveMj� + qj = 0 for some j 2 K or ML + qL 6= 0 8 2 	;



14 Paul Tsengwhere L := JcnK. However, this cannot be true since the above relations failto hold for K = fj 2 Jc :Mj� + qj > 0g and  = �.For each � 2 �I , we have y� 2 	 and hence there exists a K � Jc such that(30) holds with y = y� and L := JcnK. Since the number of such subset K is�nite, by passing into a subsequence if necessary, we can assume it is the sameK for all � 2 �I . Since (27) and x� ! �x imply x� � y� ! 0 as � 2 �I ! 0, wehave Mjx� + qj � � for all j 2 K and su�ciently small � 2 �I , in which caseMjx�+ qj+ �Gj(x�j) = 0 and the strictly increasing property of Gj would implyx�j = G�1j (�(Mjx� + qj)=�) � G�1j (��=�) 8j 2 K: (31)For each � 2 �I , let L1 := fj 2 L :Mjx� + qj � hj(�)g and let L2 := LnL1.Since there is only a �nite number of di�erent L1 and L2, by passing to asubsequence if necessary, we can assume that L1 and L2 are the same for all� 2 �I . Then, we have as argued above thatx�j � G�1j (�hj(�)=�) = hj(�) 8j 2 L1: (32)We claim there exists constant �1 > 0 such thatkx�L2n �Jk � �1�kx�K[L1k+ Xj2L2 hj(�) + �� (33)for all � 2 �I . If not, then there would exist a subsequence of � 2 �I alongwhich (kx�K[L1k+Pj2L2 hj(�) + �)=kx�L2n �Jk ! 0. By (30), there exists  2 	satisfying ML + qL = 0. Then  would satisfy (26), which together with (25)implies MI(x� �  ) = ��G(x�)I ;MJ 0(x� �  ) � ��G(x�)J 0 ;MK0[L1(x� �  ) � 0;ML2(x� �  ) =ML2x� + qL2; (x� �  )I0 � 0;(x� �  )JnI = 0;(x� �  )K[L1 = x�K[L1 ;(x� �  )L2 � 0;where I 0 := fi 2 I :  i = 0g, J 0 := fi 2 JnI :Mi +qi = 0g, and K 0 := fi 2 K :Mi +qi = 0g. Dividing both sides by kx�L2n �Jk and using 0 �Mjx�+qj < hj(�)for j 2 L2 would yield in the limit thatMIu = 0;MJ 0u � 0;MK0[L1u � 0;ML2u = 0; uI0 � 0;uJnI = 0;uK[L1 = 0;uL2 � 0;for some u 2 <n with uL2n �J 6= 0. Then, since  2 	 and ML + qL = 0, thevector  + �u would be in � for all � > 0 su�ciently small. Since  and �xsatisfy (26) so that  2 ��, this vector is also in ��. Since uL2n �J 6= 0, this wouldcontradict the fact that x �Jc = 0 for all x 2 ��.



Ill{posed Variatonal Problems and Regularization Techniques 15Assume M = �MT . We claim that there exists constant �1 > 0 such thatkx�Ln �Jk � �1(kx�Kk+ �) (34)for all � 2 �I . If not, then there would exist a subsequence of � 2 �I along which(kx�Kk+ �)=kx�Ln �Jk ! 0. By (30), there exists  2 	 satisfying ML + qL = 0.Then  would satisfy (26), which together with (25) impliesMI(x� �  ) = ��G(x�)I ;MJ 0(x� �  ) � ��G(x�)J 0 ;MK0(x� �  ) � 0;ML(x� �  ) � 0 (x� �  )I0 � 0;(x� �  )JnI = 0;(x� �  )K = x�K ;(x� �  )L � 0:where I 0 := fi 2 I :  i = 0g, J 0 := fi 2 JnI : Mi + qi = 0g, and K 0 = fi 2K :Mi + qi = 0g. Dividing both sides by kx�Ln �Jk would yield in the limit thatMIu = 0;MJ 0u � 0;MK0u � 0;MLu � 0; uI0 � 0;uJnI = 0;uK = 0;uL � 0;for some u 2 <n with uLn �J 6= 0. Since M = �MT so that uTMu = 0, theabove implies uj(Mu)j = 0 for all j 2 L. Then, since  2 	 andML +qL = 0,the vector  + �u would be in � for all � > 0 su�ciently small and hence, asargued earlier, would be in ��. Since uLn �J 6= 0, this would contradict the factthat x �Jc = 0 for all x 2 ��.(c4). Assume F (x) =Mx+ q for some M � <n�n, q 2 <n, with M �J �J posi-tive semide�nite. Also assume Gj is strictly increasing with limsupt!0 tGj(t) <0 for all j 2 Jc. Fix any I � J such that j�I j = 1. Let H1 := �J . Initialize ~�to comprise all su�ciently small � 2 �I so that Gj(x�j) < 0 for all j 2 Jc.Given Hl for some l � 1, we construct below (by passing to a subsequence of~� if necessary) a proper subset Hl+1 of Hl having the desired properties (22),until Hl = J . For notational simplicity, we will write Hl and Hl+1 as H andHnew respectively, dropping the subscript l. First, by passing to a subsequenceif necessary, we assume there exist qh 2 <n and ��h > 0 (h = 1; :::; n, � 2 ~�)satisfyingMNHcx�Hc = nXh=1��hqh 8� 2 ~�; ��1 ! 0; ���h+1��h �h=1;:::;n�1 ! 0 as � 2 ~�! 0:(35)[To see that such a decomposition exists, let q� := MNHcx�Hc . If q� = 0 forall � 2 ~� small, then choose qh = 0 and ��h = (�)h for h = 1; :::; n. Otherwisetake any subsequence of ~� along which q� 6= 0 and q�=kq�k converges. Let q1be its limit and let ~q� be the orthogonal projection of q� onto the subspace



16 Paul Tsengorthogonal to q1. Then ~q� = q����1q1 for some ��1 satisfying kq�k=��1 ! 1 alongthe subsequence. Apply the above construction inductively to ~q� (restricted tothe above subspace) yields (35).] For each � 2 ~�, we have from � 2 �I andGj(x�j) < 0 for all j 2 Jc and J � H that x� satis�es (cf. (25))MLHx�H +MLHcx�Hc + qL = ��G(x�)L;MJnIHx�H +MJnIHcx�Hc + qJnI � ��G(x�)JnI ;MHcHx�H +MHcHcx�Hc + qHc � 0; x�I � 0;x�JnI = 0;x�HnJ > 0;where for convenience we let L := I[(HnJ). Letting ��0 := 1, q0 := q, I0 := JnI,K0 := I and L0 := Hc and y�0 := x�, we see from the above relations and (35)that the following holds with k = 0:MLH (y�k)H +Pnh=k ��h(qh)L = ��G(x�)L;MIkH (y�k)H +Pnh=k ��h(qh)Ik � ��G(x�)Ik ;MLkH (y�k)H +Pnh=k ��h(qh)Lk � 0; (y�k)Kk � 0;(y�k)JnI = 0;(y�k)HnJ > 0; (36)y�k = x� � k�1Xh=0��huh; Ik � J; (37)for all � 2 ~�. Now, suppose that (36){(37) hold for some k � 0 for all � 2 ~�. Byfurther passing to a subsequence if necessary, we can assume one of the followingtwo cases occurs.Case 1. There exist j 2 HnJ and � > 0 such that �Gj(x�j)=��k � �� for all� 2 ~�.In this case, let Hnew := Hnfjg and we have that Hnew is a proper subset ofH and contains J . Moreover, the strictly increasing property of Gj impliesx�j � G�1j (����k=�): (38)Case 2. For all j 2 HnJ , �Gj(x�j)=��k ! 0 as � 2 ~�! 0.In this case, by further passing to a subsequence, we can assume either ��k=�!1 or ��k=� converges, as � 2 ~�! 0.Suppose ��k=� ! 1 as � 2 ~� ! 0. Since (36) holds for all � 2 ~�, dividingall sides by ��k and using L = I [ (HnJ) and the fact we are in Case 2 yield inthe limit MLH(uk)H + (qk)L = 0;MIkH(uk)H + (qk)Ik � 0;MLkH(uk)H + (qk)Lk � 0; (uk)Kk � 0;(uk)JnI = 0;(uk)HnJ � 0; (39)for some uk 2 <n. [Notice that u0 = �x, so (u0)Jc = 0.] By further passingto a subsequence if necessary, we can assume one of the following two subcasesoccurs.



Ill{posed Variatonal Problems and Regularization Techniques 17Subcase 2a. There exist j 2 HnJ and � > 0 such that (y�k � ��kuk)j=��1 � � forall � 2 ~�.In this subcase, let Hnew := Hnfjg and we have that Hnew is a proper subsetof H and contains J . Moreover, (u0)j = �xj = 0, so (37) yields���1 � (y�k � ��kuk)j = (x� � kXh=1��huh)j: (40)Subcase 2b. For all j 2 HnJ , (y�k � ��kuk)j=��1 !1 as � 2 ~�! 0.In this subcase, let Ik+1 := fi 2 Ik :MiH(uk)H + (qk)i = 0g and Kk+1 := fi 2Kk : (uk)i = 0g and Lk+1 := fi 2 Lk :MiH (uk)H + (qk)i = 0g. Then (36) and(39) yieldMLH(y�k � ��kuk)H +Pnh=k+1 ��h(qh)L = ��G(x�)L; (y�k � ��kuk)Kk+1 � 0;MIk+1H(y�k � ��kuk)H +Pnh=k+1 ��h(qh)Ik+1 � ��G(x�)Ik+1 ; (y�k � ��kuk)JnI = 0;MLk+1H (y�k � ��kuk)H +Pnh=k+1 ��h(qh)Lk+1 � 0; (y�k � ��kuk)HnJ > 0;(41)for all � 2 ~� su�ciently small. Letting y�k+1 := y�k � ��kuk and we see that(36){(37) hold with k replaced by k + 1. Below we show that k < n so thatwe can repeat the above construction with k replaced by k + 1. Suppose not,so that k = n. Then, dividing all sides of (41) by minj2HnJ (y�n+1)j and usingthe fact that we are in Subcase 2b (so that �Gj(x�j)=��1 ! 0 for all j 2 L and��1=(y�n+1)j ! 0 for all j 2 HnJ as � 2 ~�! 0) yield in the limit thatMLH (un+1)H = 0; (un+1)JnI = 0; (un+1)j � 1 8j 2 HnJ;for some un+1 2 <n. Then, using this and (41) and H = L[ (JnI), we see thaty� := y�n+1 � 2k(y�n+1)HnJk1un+1 satis�esMLLy�L = ��G(x�)L:Also, y�n+1 = x� � �x�Pnh=1 ��huh ! 0 so that y� ! 0. Multiplying the aboveequation on the left by (y�L)T and using the positive semide�nite property ofMLL (since M �J �J is positive semide�nite and L � �J) yields 0 � ��(y�L)TG(x�)L.Dividing both sides by � and using L = I [ (HnJ) givesXj2HnJ y�jGj(x�j) � �Xj2I y�jGj(x�j): (42)For each j 2 HnJ , we have y�j = (y�n+1)j�2k(y�n+1)HnJk1(un+1)j � �(y�n+1)j =�x�j �Pnh=1 ��h(uh)j so that (also using Gj(x�j) < 0)y�jGj(x�j) � ��1 + nXh=1(��h=x�j)(uh)j�x�jGj(x�j):



18 Paul TsengSince we are in Subcase 2b with k = n, then for each j 2 HnJ we have(y�n+1)j=��1 ! 1 as � 2 ~� ! 0, so that (y�n+1)j = x�j +Pnh=1 ��h(uh)j yieldsx�j=��1 !1. This together with the above inequality and limsupt!0 tGj(t) < 0implies the left-hand side of (42) is positive and bounded away from zero. Onthe other hand, we have G(x�)I ! G(�x)I and y� ! 0 as � 2 ~� ! 0, so theright-hand side of (42) tends to zero, a contradiction.Suppose instead ��k=� converges to some c 2 <+ as � 2 ~�! 0. Then, k � 1and, since we are in Case 2 (and Gj(x�j) ! �1 for j 2 HnJ), it must be thatHnJ = ;, i.e., H = J . The �rst equation in (36) can then be written using(y�k)JnI = 0 as MII (y�k)I + nXh=k ��h(qh)I = ��G(x�)I :Dividing this by � yields in the limitMII(uk)I + c(qk)I = �G(�x)I ;for some uk 2 <n. Combining the above two equations yields�MII�I + (��k � c�)(qk)I + nXh=k+1��h(qh)I = �(G(�x)I �G(x�)I);where � := �uk � y�k = �x � x� +Pk�1h=1 ��huh + �uk. Multiplying the left-handside by �TI and using the positive semide�nite property of MII (since M �J �J ispositive semide�nite and I � �J) yields�TI  (��k � c�)(qk)I + nXh=k+1��h(qh)I! � ��TI (G(�x)I � G(x�)I ):Thus, dividing both sides by � and expanding �I yields(�x� x�)TI (G(�x)I � G(x�)I)� � k�1Xh=1��h(uh)I + �(uk)I! (G(�x)I �G(x�)I)+  (�x� x�)I + k�1Xh=1��h(uh)I + �(uk)I!T  ���k� � c�(qk)I + nXh=k+1 ��h� (qh)I!� 




k�1Xh=1��h(uh)I + �(uk)I




 kG(�x)I �G(x�)Ik+  k(�x� x�)Ik+ 




k�1Xh=1��h(uh)I + �(uk)I




!




���k� � c�(qk)I + nXh=k+1 ��h� (qh)I




 :



Ill{posed Variatonal Problems and Regularization Techniques 19Suppose in addition GJ is locally Lipschitzian at �xJ with constant � > 0 andsatis�es (17) with � > 0; � > 0; % = 1. Then for all � 2 ~� su�ciently smallso that k(�x � x�)Ik � � and kG(�x)I � G(x�)Ik � �k(�x � x�)Ik, the precedinginequality yields ��2 � (r� + s)� + rs;where r := kPk�1h=1 ��h(uh)I+�(uk)Ik, s := 


���k� � c�(qk)I +Pnh=k+1 ��h� (qh)I


,and � := k(�x� x�)Ik. Solving this using the quadratic formula yields� � (r�+ s) +p(r�+ s)2 + 4�rs2� � r�+ s� +prr s� � r�+ s� + r + s=�2 ;where the last two inequalities use the identities pa + b � pa + pb and ab �(a2 + b2)=2. This and x�JnI = 0 and, by taking � 0 > 0 su�ciently large so thatr � � 0(��1 + �) for all � 2 ~�, yieldsk(x�� �x)Jk � � 0��� + 12�(��1+�)+ 32� �����k� �c���k(qk)Jk+ nXh=k+1 ��h� k(qh)Jk: (43)Thus, letting �� := �=��k in case (38) and letting �� := ��1 +Pkh=1 ��h(uh)j incase (40) yield (22). Similarly, (43) yields (23) for suitable choice of ��.By repeating the above argument with �In~� in place of �I , we can extractanother subsequence of �I having the same properties as ~� and so on. Wedo this for all I � J with j�I j = 1, thus yielding a countable collection ofsubsequences whose union is �.Note 5. A few words about the assumptions in Proposition 3 are in or-der. First, the assumptions on F (xH ; 0) and �H in part (a) are satis�edby H = �J if F is pseudo-monotone on <n+ (since � = �� is convex in thiscase). Second, the assumption of limt!0 tGj(t) = 0 in part (c1) is equiv-alent to lim�!0G�1j (�1=�)=� = 0 if Gj is strictly increasing. This is be-cause G�1j (�1=�)=� � c > 0 implies, by Gj being strictly increasing, that�c � c�Gj(c�). Conversely, tGj(t) � �c for some c > 0 implies, by G�1jbeing strictly increasing, that c � G�1j (�c=t)=(t=c). Third, the assumptionson M in part (c2) are satis�ed by any I � �J � N if M is symmetric posi-tive semide�nite (see, e.g., [35, Lemma 5]) or if M is symmetric nondegenerate(i.e., MII is nonsingular for all I � N ). It is also satis�ed by any I � �J � Nif M = 24 1 1 21 1 20 0 135, which is neither symmetric nor nondegenerate. Fourth,for the hj de�ned in part (c3), direct calculation �nds that, for G given by (5),hj(�) = p� and, for G given by (6), hj(�) is the uniqe � satisfying ��= ln(�) = �,



20 Paul Tsengso that hj(�) = o(��) for any �xed � 2 (0; 1). To see that the bound (21) isreasonable, notice that for n = 1 and F (x) = 2 and G(x) = �1=x, we have2 + �G(x�) = 0 so that x� = G�1(�2=�) = �=2. Similarly, for n = 1 andF (x) = x and G(x) = �1=x, we have x� + �G(x�) = 0 so that x� = p�. Noticethat the skew symmetry assumption M = �MT is satis�ed when an LP is for-mulated as a CP. The dependence of K on � cannot be removed, as is shown byan example in [52] in the context of LP. Fifth, the nesting of index sets in part(c4) re
ects a nested dependence of the convergence rate of some componentsof x� (indexed by Hl) on the remaining components. Intuitively, if x�j convergesmore slowly than x�i , then the term Mijx�j can in
uence what the limit �xi willbe and the rate at which x�i converges to this limit.Note 6. If �x in Proposition 3 satis�es strict complementarity, i.e., �x+F (�x) > 0,then parts (c3) and (c4) of this proposition simplify considerably. In par-ticular, we have F (�x)j > 0 as well as F (x�)j + �Gj(x�j) = 0 for all j 2Jc, so that F (x�)j ! F (�x)j and the strictly increasing property of Gj yieldx�j � G�1j (�F (x�)j=�) � G�1j (��=�) for all � 2 � su�ciently small, where� := minj2J F (�x)j=2.Note 7. If F is a�ne and pseudo-monotone on <n+ and Gj is strictly increasingwith limt!0 tGj(t) = 0 for all j 2 Jc, then � = �� and Proposition 3(c1),(c3)yield the error bound (19) and (21) for all � 2 � su�ciently small, with �J = J ,
 = 1 and � > 0; � > 0 some constants, and with K � Jc depending on� and L := JcnK. Similarly, if F is a�ne and monotone on <n+ and Gj isstrictly increasing with limsupt!0 tGj(t) < 0 for all j 2 Jc and Gj is Lipschitzcontinuous and strongly monotone near �xj for all j 2 J , then � = �� andProposition 3(c1),(c4) yield the error bound (21), (22), (23) for all su�cientlysmall � along some subsequence ~�, etc. Moreover, there exists a c > 0 such thattGj(t) � �c for all j 2 Jc and all t > 0 su�ciently small, implying t � Gj(�c=t).Thus, the second case in (22) implies the �rst case.Note 8. Proposition 3 does not say anything about existence or uniqueness orboundedness of x� 2 VI(<n+; F + �G). In the case where G is given by (5), itwas shown by Kojima et al. [29, Theorem 4.4] that F being a continuous P0-function and satisfying strict feasibility (i.e., x > 0; F (x) > 0 has a solution) anda boundedness condition implies the existence and uniqueness of x� for all � (alsosee [30, Theorem 4.4] for the case of a�ne F and see [28] for extensions to othertypes of F ). Analogous results were shown earlier by McLinden in the contextof convex programs [41] and, more generally, when F is a maximal monotoneoperator [42]. These results were further improved and extended by Kojima etal. [31] and G�uler [23]. Recently, Chen et al. [9, Corollary 3.14] showed thatF being a continuously di�erentiable P0-function and � being nonempty andbounded is su�cient for the existence and uniqueness of x� for all � su�cientlysmall. Subsequently, Gowda and Tawhid [22, Theorems 8 and 9] weakened thedi�erentiability assumption on F to continuity and considered more generalregularizations on F .



Ill{posed Variatonal Problems and Regularization Techniques 21We illustrate Proposition 3 with the following example with n = 3 variables.Example 1. ConsiderF (x) =Mx+q; M = 24 1 1 21 1 10 1 135 ; q = 24�1�10 35 ; G(x) = 24G1(x1)G2(x2)G3(x3)35 = 24x1 � :5x2 � :5�1=x�3 35 ;with � > 0. Notice that M is positive semide�nite and it can be checked that� = f(t; 1� t; 0) : 0 � t � 1g.(i). Suppose � < 1 so that limt!0 tG3(t) = 0. Then either by direct calculationor by using Proposition 3(c1), we �nd that x� ! �x = (:5; :5; 0) 2 VI(�; G) as� ! 0. Thus J = �J = f1; 2g and, for � su�ciently small, we have x� > 0 andhence F (x�) + �G(x�) = 0. Then, direct calculation yieldsx�3 = G�13 (�(x�2 + x�3)=�) � G�13 (�:5=�) = (2�)1=�and (x�1� :5; x�2� :5) = �x�3(1+2�; ��1)=(2�+ �2) = O(�1=��1): This illustratesparts (c1) and (c3) of Proposition 3.(ii). Suppose � > 1 so that limt!0 tG3(t) = �1. Then direct calculation �ndsthat, for all � su�ciently small, we have x�1 = 0 and x�2 = (1+ :5�� x�3)=(1 + �)with x�3 satisfying x�3+(1+�)G3(x�3) = �(1+:5�)=�. Thus x� ! �x = (0; 1; 0) andJ = �J = f1; 2g. Moreover, �xJ 2 VI(�J ; pJ ) with �J = f(t; 1 � t) : 0 � t � 1gand pJ = �21� =p5. Lastly, we havex�3 = G�13 (�(1 + :5�+ �x�3)=�(1 + �)) = (�(1 + �)=(1 + :5�+ �x�3))1=� � �1=�and hence x�2 � 1 � �x�3 � ��1=�. This illustrates parts (a) and (c3) of Propo-sition 3.(iii). Suppose � > 1 and G1; G2 are changed to G1(t) = G2(t) = �1=t. First,we claim that, for each � > 0, x� exists and is unique. To see this, let I := f1; 2gand note that MII = �1 11 1� is positive semide�nite andMI3x3+ qI = �2x3 � 1x3 � 1 � 2 �bI 2 <2 : bI = yI �MIIxI for some xI ; yI 2 <2++	for all x3 � 0, so a result of Kojima et al. [31, Corollary 1.2, Theorem 3.3]implies that, for each x3 � 0, the equation MIIxI +MI3x3 + qI + �G(x)I = 0has a unique solution xI(x3) > 0 which is continuous in x3 and is bounded asx3 ! 0. Then the equationM3IxI(x3) +M33x3 + q3 + �G3(x3) = x2(x3) + x3 � �=(x3)� = 0has a solution x�3 > 0 since the left-hand side is continuous in x3 > 0 and tendsto �1 as x3 ! 0 and tends to 1 as x3 ! 1. Then x� := [xI(x�3) x�3]T > 0



22 Paul Tsengsatis�es F (x�) + �G(x�) = 24 x�1 + x�2 + 2x�3 � 1 + �G1(x�1)x�1 + x�2 + x�3 � 1 + �G2(x�2)x�2 + x�3 + �G3(x�3) 35 = 0: (44)Uniqueness of x� follows from F + �G being strictly monotone on <n++. Now,(44) and x� > 0 imply x�1 < 1 + �=x�1, x�2 < 1 + �=x�2, x�3 < �=(x�3)� for all� > 0, so x� is bounded as � ! 0. Then, x� has a cluster point �x which, byProposition 3 is in �. Since M is positive semide�nite so that � = �� is convexand �J = f1; 2g, Proposition 3(a) with H = �J implies either �x �J 2 VI(� �J ; p �J) or�x �J 2 VI(� �J ; �p �J + G �J ) for some � 2 <+, where � �J = f(t; 1� t) : 0 � t � 1gand p �J = �21� =p5. In either case, we have �x2 > 0, so that the third equation in(44) yields x�3 = G�13 (�(x�2 + x�3)=�) = (�=(x�2 + x�3))1=� � (�=�x2)1=�:Since � > 1, this shows x�3=� ! 1 so we are in the case of �x �J 2 VI(� �J ; p �J ),yielding �x = (0; 1; 0) and J = f2g. Thus �JnJ = f1g. Now, subtracting thesecond equation in (44) from the �rst equation and using G2(t) = �1=t yieldsx�3 + �=x�2 + �G1(x�1) = 0, so that (cf. (22))x�1 = G�11 (�(x�3 + �=x�2)=�) � G�11 (�(�=�x2)1=�=�) = �1�1=�=(�x2)1=�:Finally, the second equation in (44) impliesx�2 � 1 = �x�1 � x�3 + �=x�2 � ��minf1=�;1�1=�g=(�x2)1=�:Notice that G2 is locally Lipschitzian at �x2 = 1 and satis�es (17) with some� > 0; � > 0; % = 1. This illustrates parts (a), (c3) and (c4) of Proposition 3.For part (c4), we have H1 = f1; 2g, H2 = f2g. Correspondingly, for l = 1, thedecomposition (35) (with the subscript l restored) holds with q1;1 = MN3 =[2 1 1]T , ��1;1 = x�3, yielding ��1 = �=x�3. For l = 2, (35) holds with q1;2 =MN1 =[1 1 0]T , ��1;1 = x�1 if � 2 (1; 2); or q1;2 = MN3 = [2 1 1]T , ��1;1 = x�3 if � > 2,etc.(iv). Suppose � > 1 and G1; G2 are changed to G1(t) = G2(t) = �1=t as in(iii). Suppose we also change M to M = 241 1 21 1 20 0 135. It can be seen that thisdoes not change �. Moreover, M is positive semide�nite, so � = �� is convexand �J = f1; 2g. Using an argument analogous to that used in (iii), we havethat x� exists and is unique for all � > 0, and x� is bounded as �! 0. Also, Msatis�es the assumptions in Proposition 3(c2) for any I � N , so it follows thatany cluster point of x� is in VI(�; G) = f(:5; :5; 0)g. Thus x� ! �x = (:5; :5; 0),with J = �J . Moreover, F (x�) + �G(x�) = 0 yieldsx�3 = h3(�) = �1=(�+1)



Ill{posed Variatonal Problems and Regularization Techniques 23(recall h3(�) is the unique � > 0 satisfying ��=� = G3(�) = �1=��) and, usingsymmetry, x�1 � :5 = x�2 � :5 = O(x�3) = O(�1=(�+1)). This illustrates parts (c2)and (c3) of Proposition 3. Compared to (iii), we see that changing M changesboth the limit point �x and the convergence rate, even when G and the solutionset � are unchanged!3 Summary and Open QuestionsWe have considered regularizing the mapping F in a complementarity problemby another mapping and we studied properties of any limit point of the so-lution of the regularized problem. We have also derived error bounds on thedistance from the solution of the regularized problem to its limit point. Theseerror bounds are fairly complex, re
ecting both the local growth rate of the reg-ularization mapping and the linkage among solution components through thecomplementarity condition.There remain many open questions to be answered. We list a few below.Q1. Can parts (c3) and (c4) of Proposition 3 be simpli�ed/strengthened in thecase of G1 = � � � = Gn?Q2. For the G given by (5), the convergence result of McLinden [42] requiresF to be monotone and continuous, whereas our error bound result requiresF to be a�ne and satisfying the assumptions of either part (c2) or part (c4)of Proposition 3. For this particular choice of G, can an error bound resultanalogous to Proposition 3(c2){(c4) be obtained for non-a�ne F?Q3. Consider higher-order regularization of the form F �(x) := F (x)+�G1(x)+�2G2(x) + � � � + �pGp(x), where p � 1 and G1; :::; Gp are suitable mappings.What can we say about any limit point of x� 2 VI(<n+; F �) as � ! 0? [See[1, Section 4] for discussions in the optimization setting.] What kind of errorbounds can be derived?Q4. Here we have considered the CP where the feasible set is <n+. Can ourresults be extended to variational inequality problems where the feasible set isa polyhedral set or, more generally, a nonempty closed convex set of <n? Howabout extension to spaces other than <n, such as the space of n� n symmetricmatrices (with <n+ replaced by the convex cone of n � n symmetric positivesemide�nite matrices) or an in�nite-dimensional space?References[1] Attouch, H., Viscosity Solutions of Minimization Problems, SIAM Journalon Optimization, Vol. 6, pp. 769{806, 1996.
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