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Abstract

This paper proposes a stochastic framework to model the resilience of public transit systems under short random service suspensions. Two aspects regarding resilience are evaluated: 1) system’s stability and 2) system performance changes (queue length and waiting time) under random service suspensions. We adopt a bulk-service queue model to formulate the queuing behavior at a station. A Markov chain model is used to model passenger flow dynamics across stations. We model the random service suspension as a two-state (failure and normal) Markov process, where vehicles are assumed to stop in the failure state. With specific assumptions, the distribution of headway and the number of arrival passengers within a headway is derived, which are then used to calculate the mean and variance of queue length and waiting time at each station with analytical formulations. These analytical formulations allow efficient calculation of system performance and quantify the impact of random service suspensions. We also derive the stability condition of the system. The closed-form formula implies that the system is more likely to be unstable with high incident rates, high incident duration, high demand, low service frequency, and low vehicle capacity. The proposed model is implemented on a bus network with sensitivity analysis of different parameters (such as incident rate, incident duration, vehicle capacity, etc.). Results show that the congested stations (i.e., stations with high demand rates) are more vulnerable to random service suspensions. We also validate the theoretical results with a simulation model, showing consistency between two outcomes.

1. Introduction

Public transit (PT) systems play a crucial role in cities worldwide, transporting people to jobs, homes, outings, and a vast variety of other activities. However, PT systems are usually susceptible to unplanned delays and service disruptions, which may come from equipment, weather, passengers, or other internal and external factors.

Short-term service suspension happens frequently in PT systems. According to Mo et al. (2021), there are on average 75 incidents happening in the Chicago urban rail system per day and more than 75% of
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them are within 5 minutes. Causes for these short-term suspensions can be signal system failure, passenger behavior, and infrastructure problems. For this reason, it is important to recognize how a PT system is affected by these short-term service suspensions.

An important concept related to the system’s reaction to incidents is “resilience”. Resilience, in the context of managed infrastructure systems, is defined as the endogenous capacity of a system to cope with exogenous perturbations (Pachauri et al., 2014). The quantification of resilience varies from different studies. In this study, we consider two aspects regarding resilience: a) system’s ability to stay stable under random service suspensions, and b) system performance changes under random service suspensions. The first aspect requires stability analysis for the system. For the second aspect, we calculate the mean and variance of passengers’ queue length and waiting time under random service suspensions.

Queuing behavior at a PT station is usually modeled by the bulk-service queue model (Powell, 1981; Islam et al., 2014; Wang et al., 2014). Bulk service means that customers are served in groups rather than individually. At a PT station, with the arrival of vehicles (e.g., buses or trains), a group of passengers will board (i.e., being served in groups). If the vehicle capacity is less than the number of customers waiting, some customers are left behind (Kahraman and Gosavi, 2011). Most of the previous studies on a bulk service model for PT systems focus at the station level (Selvi and Rosenshine, 1983; Powell, 1985; Wang et al., 2014). Islam et al. (2014) used a Markov model to extend the station-level analysis to the route level. However, these studies all considered PT systems under normal operating condition, the research on the queuing analysis for PT systems under service suspensions are limited. Regarding the service disruption on the bulk-service queue model, Madan (1989) first considered a single channel bulk service queue subject to interruptions. They assumed there are two states (work and repair) in the system and derived the probability generating function (PGF) of queue length using steady-state equations. Following Madan’s framework, there are many research extensions such as considering more channels (Singh and Ram, 1991), more heterogeneous states (Madan, 1992; Ayyappan and Karpagam, 2020), different service interruption assumptions (Jayaraman et al., 1994), and different repair policies (Tadj and Choudhury, 2009; Tadj et al., 2012). However, all these studies assumed that the service is rendered with a fixed batch size, which is not valid for PT systems where the available vehicle capacity for boarding is a random variable depending on the current vehicle load. Besides, all these studies used steady-state equations to derive multiple PGFs of queue length under different system states (e.g., work and repair). Results are usually mathematically tedious and the queue length and waiting time can only be analyzed with a very small service batch size (e.g., Madan (1989) only analyzed the situation with service batch size equal to 1, which is equivalent to an M/M/1 queue). Finally, previous studies usually consider the breakdown of servers. But there is no trivial way to map the “breakdown of servers” to a PT system with valid real-world assumptions because PT systems do not operate in a way that each station is an independent server.

To fill the research gaps, we propose a bulk queue service-based framework to describe the passenger and vehicle dynamics for a PT system and analyze the system resilience under short random service suspensions. The objective of this study is to derive the stability condition of a PT system and the mean and variance of passengers’ queue length and waiting time for each station under random suspensions. This analysis provides important insights into PT systems’ resilience and performance changes under service disruptions, which is
helpful for future control and planning strategies.

This work can be seen as an extension of Powell (1985) and Islam et al. (2014)’s works from normal conditions to incident conditions. Powell (1985) proposed a bulk service queue model for transportation terminals (i.e., station-level) with analytical queue length and waiting time formulations under normal conditions and Islam et al. (2014) extended the analysis from station-level to route-level. In this study, we explicitly model the random service suspension in a single-route PT system (in reality, it represents a bus route or one-directional rail line, which is a basic element of more complex PT networks). Different from typical service interruption studies where servers may break down, we assume a vehicle in the PT system may suffer from random suspensions. A detailed discussion for this assumption is provided in Section 3.2, where we show how this assumption corresponds to many real-world situations and how it can be seen as the first step toward a general incident representation in PT systems. Under this assumption, we extend Powell (1985) and Islam et al. (2014)’s works to obtain the mean and variance of passengers’ queue length and waiting time at each station in the single route PT system by analyzing the headway distribution under random service suspensions. The major contribution of this paper is fourfold:

- This is the first study to explore analytically the bulk-service queuing problem involving short random service suspensions with a special orientation to PT systems. We model the service suspension in PT systems from the analysis of vehicles’ speed curves, which is a novel and practical way to consider “server breakdown” in PT systems.

- The headway under random service suspensions is proved to follow a compound Poisson-Exponential distribution in this study, based on which we derive the PGF and corresponding moments of the number of arrival passengers within a headway (these are critical components for the bulk-service queue model). This is a new analytical contribution to the bulk-service queuing theory.

- Based on Islam et al. (2014)’s work, a Markov chain model is implemented to capture the inter-station passenger flow dynamics, which extend the typical bulk-service queuing analysis from the station level to the system level.

- We propose an efficient roots-solving method to find all complex roots within a unit circle for this study’s model specification.

The remaining paper is organized as follows. Section 2 reviews the literature on the bulk-service queue model, random service disruptions, and queuing model for public transit systems. Section 3 presents the model settings of single-route system and random services suspensions. Section 4 shows the analysis and derivations of the major results. Section 5 provides numerical examples to illustrate the theoretical results and validate the proposed approach with simulation. Section 6 concludes the paper and outlooks on future research.
2. Literature review

2.1. Bulk queue model

In bulk service queueing models, customers are served in batches, the batches may be of fixed length or variable length. Sometimes, the service rate may depend on the number of customers waiting for service. The motivation of this model arises from manufacturing systems, elevators, transport vehicles, etc.

Bailey (1954) originated the study of bulk queues by considering a system with simple Poisson arrivals to a server that takes, at particular points in time, all waiting customers up to a fixed capacity \( c \). If no customers are waiting, an empty batch departs, implying that the server is never idle. The queue, denoted by \( M/G^2/1 \) is described using the embedded Markov chain defined at points of service completions. Immediately following Bailey (1954), Downton (1955) obtained the waiting time distribution of bulk service queues by considering random arrivals and random service time distribution. Jaiswal (1960) confirmed the result of Downton (1955). He derived waiting time distribution using the embedded Markov-chain technique.

The general bulk service rule was first introduced by Neuts (1967), where a server, on finishing one batch, may remain idle if there are fewer than \( m \) customers waiting for service. Thus all departing batches from the queue have at least \( m \) customers, although no more than maximum service capacity.

Along with and after those milestone studies, papers have appeared which can be differentiated on the basis of the type of queue (arrival process, service process, number of servers), what is solved for (queues, waiting times, busy periods, etc.), the time domain of the solution (i.e., steady-state or transient), and the method of solution (transforms or direct numerical methods). One can refer to Chaudhry and Templeton (1983) and Sasikala and Indhira (2016) for a more complete review of the development of bulk service queue models.

2.2. Random service disruption

The subject of queueing systems wherein the service channel is subject to breakdowns is a popular subject that has received a lot of attention for the past fifty years. For a recent survey of the related literature, readers can refer to Krishnamoorthy et al. (2014).

However, most of the research on this topic deals with models where the server serves the customers one at a time. Very few bulk service papers existed. Madan (1989) studied a single-channel queueing system with Poisson arrivals and exponential service in batches of fixed size. Also, both the operative times and the repair times of the service channel are assumed to be exponential. Madan (1992) generalized Madan (1989) to the case where the repairs are performed in two phases. Singh and Ram (1991) also generalized Madan (1989). They considered a system with three identical channels and where the operative time and repair time of all three service channels are distributed exponentially. Jayaraman et al. (1994) considered a single-server queueing system with general bulk service. Arrivals are Poisson processes but alternate between two modes according to whether the server is operational or in the failed state. The duration of the operating periods and repair periods follow exponential and phase-type distributions, respectively. Tadj and Choudhury (2009) analyzed a bulk service queueing system with an unreliable server, Poisson input, and general service and repair times. Tadj et al. (2012) considered a bulk service queueing system where service is rendered to groups of customers of fixed quorum size. Service consists of two consecutive phases and may take a vacation
following the second phase of service. While providing service, the server may break down and a delay period precedes the repair period.

2.3. Queuing model in public transit systems

Queuing theory in PT systems is usually conducted at the station level, aiming at obtaining the mean queue length and waiting time. In the case of regular services where headways are equal, assuming that a) passengers arrive randomly at stops as a Poisson process and b) passengers can be served by the first arriving vehicle, the mean waiting time of passengers \( \mathbb{E}[W] \) is given by:

\[
\mathbb{E}[W] = \frac{H}{2},
\]

where \( H \) is the service headway and \( W \) is the passenger waiting time. This is the most widely used queuing assumption in transit studies (Dial, 1967; Clerq, 1972; Wirasinghe, 1980). However, in the case where service is not completely reliable, the assumption of regular service can be problematic. Numerous models have been proposed to address cases where some degree of irregularity is involved in bus arrivals (Welding, 1957; Osuna and Newell, 1972). A well-known model proposed by Osuna and Newell (1972) with Poisson arrival passengers and stochastic headways shows that

\[
\mathbb{E}[W] = \frac{1}{2} \cdot \left[ \mathbb{E}[H] + \frac{\text{Var}[H]}{\mathbb{E}[H]} \right],
\]

where \( \mathbb{E}[H] \) and \( \text{Var}[H] \) are the expectation and variance of headway, respectively. In the case of regular services, the variance of the headway is zero and this model reverts to Equation 1.

However, the results in Eq. 1 and 2 do not consider the vehicle capacity (i.e., they assume all passengers can board the first arrival vehicle). In a congested PT system, passengers may be left behind due to limited vehicle capacity, leading to an increase in waiting times (Mo et al., 2020). To model the left behind behavior, the bulk service queue model is applied in PT systems. Powell (1981, 1983, 1985) used a bulk service queue model to evaluate the passenger queue length and waiting time at a public transportation terminal. The closed-form mean and variance for these two variables are derived using a transform method. Rapoport et al. (2010) studied bulk service queues with constant or variable capacity and endogenously determined arrival times. Wang et al. (2014) proposed a bulk service and batch arrival queuing model with reneging behaviors to estimate passengers’ waiting for public transport services.

All the aforementioned studies consider the queuing analysis at the station level. The extension of queuing analysis from station to system level is not a trivial problem. First, the boarding and alighting behavior at upstream stations affect the available capacity distribution at downstream stations. Second, there may be headway correlations in the system, leading to different headway distributions for different stations (Marguier, 1985; Hickman, 2001). To address this problem, Islam et al. (2014, 2015) proposed a Markov model to combine the Powell (1981) and Hickman (2001)’s works and used a bulk service model to analyze the PT systems queuing at a route level. However, a limitation in their research is that the calculation of headway correlation does not consider the vehicle capacity (though the capacity constraint is considered in the queuing behavior), resulting in the inconsistency of model assumptions.
Our paper can be seen as an extension of Powell (1985) and Islam et al. (2014)’s work to incorporate the random service suspensions in a PT system with more consistent and reasonable assumptions.

2.4. Service interruption in public transit systems

Studies on service interruption in public transit systems can be categorized into two groups: analysis and control. For the analysis groups, previous research has used a variety of methods to analyze the impact of service disruptions. Of these methods, the three most common are graph theory-based, survey-based, simulation-based, and empirical data-based. Graph theory-based methods usually derive resilience or vulnerability indicators based on the network topology (Yin et al., 2016; Zhang et al., 2018; Xu et al., 2015; Berdica, 2002). These methods are effective for understanding high-level network properties related to incidents. Survey-based methods investigate passenger behavior and opinions during the incident period (Currie and Muir, 2017; Murray-Tuite et al., 2014; Fukasawa et al., 2012; Teng and Liu, 2015; Lin et al., 2018). Passengers’ individual-level behavior is analyzed and understood using econometric models. Simulation-based methods simulate passenger flows on the transit network under incident scenarios (Balakrishna et al., 2008; Suarez et al., 2005; Hong et al., 2018). The empirical data-based method uses the smart card and vehicle location data to analyze real-world incident impacts (Sun et al., 2016; Tian and Zheng, 2018; Mo et al., 2021). These studies can output many metrics of interest such as the vehicle load changes, additional travel delays caused by incidents, distribution of the impact, etc. For the control under service disruption, previous studies have proposed various frameworks including shuttle bus design (Jin et al., 2016; Luo et al., 2019), vehicle holding (O’Dell and Wilson, 1999), integrating local services (Jin et al., 2014), and time table rescheduling (Kroon and Huisman, 2011).

The resilience analysis presented in this paper belongs to the “analysis” category, which aims to obtain the stability condition of a PT system and the mean and variance of passengers’ queue length and waiting time for each station under the short random suspensions with a theoretical orientation. None of the previous studies has used the bulk service model for this type of analysis.

3. Model

3.1. Single-route public transit system and vehicle movement

Consider a single-route PT system with $N$ stations as shown in Figure 1. Vehicles are dispatched from a transportation hub (also referred to as station 0) close to station 1, and travel from station 1 to station $N$. At a specific station $n$, we assume that passenger arrival follows a Poisson process with a fixed rate $\lambda(n)$ during our study time of interest. And when a vehicle arrives at station $n$, each passenger in the vehicle has a probability of $\alpha(n)$ to alight. Thus, the number of alighting passengers at station $n$ follows a binomial distribution. The Poisson arrival and binomial alighting are two widely assumptions in much PT-related literature (Hickman, 2001). In this study, we do not consider reneging behaviors of passengers (i.e., passengers may leave the system with too much waiting time) because this paper focuses on “short” service suspensions. We assume passengers choose to wait in this case. This assumption can be validated by empirical studies (Sun et al., 2016; Rahimi et al., 2019) showing that passengers start to leave the system when the delay is large enough.
(e.g., 30 minutes or more). However, future studies may incorporate balking and reneging as an extension of this work.

Let \( l = 1, 2, \ldots \) be a superscript denoting the vehicle run number (or vehicle ID). Smaller \( l \) means vehicles dispatched at an earlier time. Figure 2 shows the diagram of vehicles and passengers interaction at station \( n \) in the time dimension. At station \( n \), let \( t_A^{(n,l)} \) be the time that vehicle \( l \) arrives at station \( n \), and \( t_D^{(n,l)} \) the time that vehicle \( l \) departs station \( n \). \( H^{(n,l)} \) is the headway between the preceding vehicle \( l - 1 \) and vehicle \( l \), as they depart stop \( n \) (i.e., \( H^{(n,l)} = t_D^{(n,l)} - t_D^{(n,l-1)} \)). When a vehicle arrives at station \( n \), some of the on-board passengers alight first, then the queuing passengers start to board. Let \( Q^{(n,l)} \) be the number of queuing passengers when vehicle \( l \) arrives at station \( n \), \( R^{(n,l)} \) the number of left behind passengers when vehicle \( l \) departs station \( n \), and \( Y^{(n,l)} \) the number of arrival passengers between \( t_D^{(n,l)} \) and \( t_A^{(n,l+1)} \). By definition, we have

\[
Q^{(n,l+1)} = R^{(n,l)} + Y^{(n,l)}. \tag{3}
\]

In this study, we assume the dwell time (i.e., \( t_D^{(n,l+1)} - t_A^{(n,l)} \)) is negligible compared to the vehicle travel time \( (t_D^{(n,l+1)} - t_D^{(n,l-1)}) \) such that the number of arrival passengers during the dwell time is zero (same assumption as Powell (1981)). Then, given the headway \( H^{(n,l+1)} \), \( Y^{(n,l)} | H^{(n,l+1)} \) follows a Poisson distribution of rate \( \lambda^{(n)} H^{(n,l+1)} \):

\[
Y^{(n,l)} | H^{(n,l+1)} \sim \text{Poi}(\lambda^{(n)} H^{(n,l+1)}). \tag{4}
\]

In other words, \( Y^{(n,l)} \) can be seen as the number of arrival passengers within a headway (i.e., \( H^{(n,l+1)} \)).

From the vehicle’s perspective, let \( S^{(n,l)} \) be the number of available space after passenger alighting from vehicle \( l \) at station \( n \), \( G^{(n,l)} \) be the number of remaining passengers on vehicle \( l \) after alighting at station \( n \). By definition, we have

\[
G^{(n,l)} = C - S^{(n,l)}, \tag{5}
\]
where $C$ is the maximum capacity of vehicles. Denote $V^{(n,l)}$ as the vehicle load (i.e., number of on-board passengers) when vehicle $l$ departs station $n$ (i.e., the vehicle load when it arrives at station $n+1$). Then, the number of alighting passengers for vehicle $l$ at station $n$ given $V^{(n-1,l)}$ follows a binomial distribution:

$$V^{(n-1,l)} - G^{(n,l)} \mid V^{(n-1,l)} \sim \text{Bin}(V^{(n-1,l)}, \alpha^n).$$

(6)

3.2. Random service suspensions and vehicle speed curve

Consider that there are random service suspensions when a vehicle travels in the system. Given these disturbances, the speed curve of vehicle $l$ from station $n$ to $n+1$ can be described as the red line in Figure 3. That is, every random incident causes a speed reduction or stop of the vehicle. In reality, these incidents can be caused by many reasons. For example, in a bus system, they may be caused by traffic congestion or accidents, drivers’ or passengers’ abnormal behavior, vehicle engine issues, etc. In a rail system, the reasons may be signal failures, infrastructure problems, and drivers’ or passengers’ abnormal behavior. The speed curve is a general representation of different incidents, interruptions, suspensions, or disruptions for the vehicle’s movement.

![Figure 2: Diagram of vehicles and passengers interaction at station n in the time dimension](image)

![Figure 3: Schematic speed curve of vehicle l traveling from station n to n+1](image)
The actual vehicle speed profile under interruptions can be complicated. To facilitate mathematical modeling, we assume the speed of a vehicle under random interruptions can be approximated by an impulse function (blue line in Figure 3). The impulse function then separates the vehicle into traveling and stopping phases, denoted as state $N$ (normal) and state $F$ (failure), respectively. In state $N$, a vehicle travels at a constant speed. Once an incident happens, the vehicle stops immediately and enters state $F$. We assume that the duration of an incident follows an exponential distribution with the rate $\theta$ (i.e., mean of $\frac{1}{\theta}$). Besides, for a sufficiently small time interval, $\Delta$, the probability of incident occurrence is $\gamma \Delta$. Then, the state of a vehicle yields a two-state Markov process (Figure 4) with the state space of $\{N, F\}$.

![Figure 4: Transition diagram of vehicle states](image)

Approximating the actual speed curve as an impulse function can be seen as the first step toward a general incident representation in PT systems. Actually, any fashions of incident can be represented as a mixture of different types of normal and failure states. The normal and failure states can be defined more diversely with heterogeneous occurrence probabilities and duration for different categories of incidents, which results in a more sophisticated speed curve approximation.

Note that the vehicle speed curve does not introduce any assumptions on spatial correlation or independence. That is, different vehicles’ states can be independent or correlated. The model still holds as long as every single vehicle’s state follows the aforementioned Markov process. For example, different trains’ states may be correlated because the failure comes from the power system, different buses can have independent states as the failure comes from their own engines. Both of these scenarios can still be modeled as above as long as we assume the failure causes every single train/bus to have an impulse-like speed function.

### 3.3. Headway under random service suspensions

Under the assumption of impulse-function speed, all vehicles have the same fixed travel speed under state $N$. Therefore, if there were no incident in the system, all stations would have the same deterministic headway (denoted as $\bar{H}$). This implies that after vehicle $l - 1$ departs station $n$ (i.e., after $t_{n,l-1}^{D}$), vehicle $l$ must travel for $\bar{H}$ time under normal state to reach station $n$. Considering the stopping time due to incidents, the actual headway of vehicle $l$ at station $n$ is

$$H^{(n,l)} = \bar{H} + I^{(n,l)},$$

where $I^{(n,l)}$ is the total duration of the incidents happening between $t_{n,l-1}^{D}$ and $t_{n,l}^{D}$.\footnote{$I^{(n,l)}$ by definition should be the total duration of the incidents happening between $t_{n,l-1}^{D}$ and $t_{n,l}^{A}$. However, as we assume the dwell time is negligible compared to vehicle travel time between stations, the number of incidents occurring between the $t_{n,l}^{A}$ and $t_{n,l}^{D}$ is 0.}
To implement the bulk service queue model, one important assumption is that the headway between different vehicle runs are independent, that is, $\text{Cov}[H^{(n,l)}, H^{(n,l+1)}] = 0, \forall l = 1, 2, \ldots$. Notice that $\text{Cov}[H^{(n,l)}, H^{(n,l+1)}] = n, I^{(n,l)}$ is a constant. $I^{(n,l)}$ and $I^{(n,l+1)}$ represent the incident duration of vehicle $i$ and $i + 1$ traveling in the same route segment (from station $n - 1$ to $n$). In reality, if the incidents are caused by road congestion or infrastructure issues, it is possible that the incident durations for two consecutive vehicles passing through the same route segment are correlated. However, in this study, we ignore the correlation because addressing the correlation is not a trivial problem in the bulk service queue model (Powell, 1981) and is beyond the scope of this paper (especially when we also consider the random service suspensions).

4. Analysis

Recall that the objective of this study is to derive the stability condition of a PT system and the mean and variance of passengers’ queue length and waiting time for each station under random service suspensions. Figure 5 shows the organization of this section and how the distributions of different random variables (particularly, $S^{(n,l)}, V^{(n,l)}, Q^{(n,l)}$) are calculated. The major calculation consists of three parts:

- Given the distribution of $V^{(n-1,l)}$, calculate the distribution of $S^{(n,l)}$. The details are shown in Section 4.1.

- Given the distribution of $S^{(n,l)}$ calculate the distribution of $Q^{(n,l)}$ and the mean and variance of queue length and waiting time at station $n$. This is a complicated process and is discussed in Section 4.3.

- Given the distribution of $S^{(n,l)}$ and $Q^{(n,l)}$, calculate the distribution of $V^{(n,l)}$, which is discussed in Section 4.2.

With the three components, we can derive the distribution of $S^{(n,l)}, Q^{(n,l)}, V^{(n,l)}$ for all $n = 1, \ldots, N$ given the distribution of $V^{(0,l)}$ (i.e., vehicle load when vehicle $l$ arrives at the first station, it is always zero by definition). Note that, in this section, we focus on the steady-state distribution of these variables. So we will finally derive the distribution results as $l \to \infty$.

After obtaining the corresponding distributions, we discuss the stability condition in Section 4.4 and summarize the whole calculation process in Section 4.5.
4.1. Available vehicle space steady-state distribution

In this section, we aim to derive the steady-state distribution of $S^{(n,l)}$ given the steady-state distribution of $V^{(n-1,l)}$. Define $v_k^{(n,l)} := P(V^{(n,l)} = k)$, $s_k^{(n,l)} := P(S^{(n,l)} = k)$, and $g_k^{(n,l)} := P(G^{(n,l)} = k)$ for all $k = 0, 1, ..., C$. Assuming that the steady state probabilities for all variables exist (the stability condition will be discussed in Section 4.4), we have $v_k^{(n)} := \lim_{n \to \infty} v_k^{(n,l)} = P(V^{(n)} = k)$, $s_k^{(n)} := \lim_{n \to \infty} s_k^{(n,l)} = P(S^{(n)} = k)$, and $g_k^{(n)} := \lim_{n \to \infty} g_k^{(n,l)} = P(G^{(n)} = k)$, where $V^{(n)} = \lim_{n \to \infty} V^{(n,l)}$, $S^{(n)} = \lim_{n \to \infty} S^{(n,l)}$, and $G^{(n)} = \lim_{n \to \infty} G^{(n,l)}$.

**Proposition 1.** $\forall n = 1, ..., N$, given the distribution of $V^{(n-1)}$ (i.e., $v^{(n)} := [v_0^{(n-1)}, ..., v_C^{(n-1)}] \in \mathbb{R}^{C+1}$), the distribution of $S^{(n)}$ (i.e., $s^{(n)} := [s_0^{(n-1)}, ..., s_C^{(n-1)}] \in \mathbb{R}^{C+1}$) is given as:

$$s_k^{(n)} = g_{C-k}^{(n)} \quad \forall k = 0, 1, ..., C,$$

where $g^{(n)} := [g_0^{(n)}, ..., g_C^{(n)}] \in \mathbb{R}^{C+1}$ and

$$g^{(n)} = v^{(n-1)} A^{(n)},$$

where $A^{(n)}$ is a $(C+1)$ by $(C+1)$ matrix with the element in row $i$ and column $j$ equal to $a_{ij}^{(n)}$, and $a_{ij}^{(n)}$ is defined as

$$a_{ij}^{(n)} = \begin{cases} 1, & \text{if } i = 0 \text{ and } j = 0 \\ \binom{i}{i-j} (\alpha^{(n)})^{i-j} (1 - \alpha^{(n)})^j, & \text{if } i \geq j \text{ and } i, j \neq 0 \quad \forall i, j = 0, 1, ..., C \\ 0, & \text{otherwise} \end{cases}$$

The proof. When vehicle $l$ arrives at station $n$, by definition, there are $V^{(n-1,l)}$ number of passengers in the vehicle. Given that there are $i$ passengers on-board after when vehicle $l$ arrives at station $n$, let the probability that there are $j$ passengers remaining on the vehicle be $a_{ij}^{(n)}$. $a_{ij}^{(n)}$ also represents the probability of $i - j$ passengers alighting, which follows a binomial distribution with parameters $i$ and $\alpha^{(n)}$ if $i \geq j$ and $i, j \neq 0$. Hence, $a_{ij}^{(n)}$ can be expressed as Eq. 10. Then we have

$$g^{(n,l)} = v^{(n-1,l)} A^{(n)}$$

where $v^{(n-1,l)} = [v_0^{(n-1,l)}, ..., v_C^{(n-1,l)}] \in \mathbb{R}^{C+1}$, $g^{(n,l)} = [g_0^{(n,l)}, ..., g_C^{(n,l)}] \in \mathbb{R}^{C+1}$. According to the relationship between $S^{(n,l)}$ and $G^{(n,l)}$ as shown in Eq. 5, the distribution of number of available spaces after alighting is simply

$$s_k^{(n,l)} = g_{C-k}^{(n,l)} \quad \forall k = 0, 1, ..., C$$

Notice that Eq. 11 and 12 holds for all $l$. Since we assume the steady state distributions exist, letting $l \to \infty$ for both sides of Eq. 11 and 12 finishes the proof. \qed
4.2. Vehicle load steady-state distribution

In this section, we aim to derive the steady-state distribution of $V^{(n,l)}$ given the steady-state distribution of $G^{(n,l)}$ and $Q^{(n,l)}$. Define $q_k^{(n)} := \lim_{l \to \infty} q_k^{(n,l)} = P(Q^{(n,l)} = k)$, where $Q^{(n,l)} = \lim_{l \to \infty} Q^{(n,l)}$ and $q_k^{(n,l)} = P(Q^{(n,l)} = k)$. Denote the first $C$ elements of the steady-state queue length distribution as $q_{0:C-1}^{(n)}$, where $q_{0:C-1}^{(n)} = [q_0^{(n)}, \ldots, q_{C-1}^{(n)}] \in \mathbb{R}^C$.

Proposition 2. \(\forall n = 1, \ldots, N\), given the distribution of $G^{(n)}$ (i.e., $g^{(n)}$) and $q_{0:C-1}^{(n)}$, the distribution of $V^{(n)}$ can be expressed as:

\[
v^{(n)} = g^{(n)} B^{(n)}
\]

where $B^{(n)}$ is a matrix with the element in row $i$ and column $j$ equal to $b_{ij}^{(n)}$, and $b_{ij}^{(n)}$ is defined as

\[
b_{ij}^{(n)} = \begin{cases} 
q_{j-i}^{(n)}, & \text{if } 0 \leq i \leq j < C \\
1 - \sum_{k=0}^{C-i-1} q_k^{(n)}, & \text{if } j = C \text{ and } 0 \leq i < C \\
1, & \text{if } i = j = C \\
0, & \text{otherwise}
\end{cases} \quad \forall i, j = 0, 1, \ldots, C
\]

Proof: Let $b_{ij}^{(n,l)}$ be the probability that the load of vehicle $l$ is $j$ after passenger boarding given that there are $i$ passengers on-board after alighting (i.e., $G^{(n,l)} = i$) at station $n$. Hence, If $0 \leq i \leq j < C$, $b_{ij}^{(n,l)}$ is simply the probability that there are $j - i$ passengers in the queue (such that after boarding there are $j$ passengers on the vehicle):

\[
b_{ij}^{(n,l)} = q_{j-i}^{(n,l)}, \quad \text{if } 0 \leq i \leq j < C.
\]

If $j = C$ and $0 \leq i < C$, which means the vehicle reaches capacity after boarding. Then $b_{ij}^{(n,l)}$ should be the probability that there are greater than or equal to $C - i$ passengers in the queue (i.e., one minus the probability that there are less than or equal to $C - i - 1$ passengers in the queue). This leads to:

\[
b_{ij}^{(n,l)} = 1 - \sum_{k=0}^{C-i-1} q_k^{(n,l)}, \quad \text{if } j = C \text{ and } 0 \leq i < C.
\]

When $i = j = C$, we simply have $b_{ij}^{(n,l)} = 1$ because no matter there are passengers waiting in the queue or not, nobody can board as the vehicle is full. With the expression of $b_{ij}^{(n,l)}$, the vehicle load distribution can be calculated as

\[
v^{(n,l)}_j = \sum_{i=1}^{C} g_i \cdot b_{ij}^{(n,l)} \quad \forall j = 0, 1, \ldots, C
\]

Notice that Eq. 17 holds for all $l$. As we assume the steady state distributions exist, taking $l \to \infty$ for
both sides of Eq. 17 and rewriting it to a matrix form finishes the proof. □

4.3. Queuing analysis at a station

In this section, supposing that we know the distribution of \( S^{(n)} \) (i.e., \( s^{(n)} = [s_0^{(n)}, \ldots, s_{C}^{(n)}] \in \mathbb{R}^{C+1} \)), our goal is to derive \( q_{0,C-1}^{(n,l)} \) and the mean and variance of passenger queue length and waiting time.

4.3.1. Probability generating function of queue length

We start with deriving the probability generating function (PGF) for \( Q^{(n)} \), where \( Q^{(n)} = \lim_{t \to \infty} Q^{(n,l)} \).

**Proposition 3.** \( \forall n = 1, \ldots, N \), given the distribution of \( S^{(n)} \) (i.e., \( s^{(n)} \)), the PGF of \( Q^{(n)} \) can be expressed as:

\[
Q(z) = \frac{\sum_{u=0}^{C} s_u^{(n)} \left[ \sum_{i=0}^{u} q_i^{(n)} (z^C - z^{C-u+i}) \right]}{z^C - \sum_{u=0}^{C} s_u^{(n)} z^{C-u}},
\]

(18)

where \( Y(z) \) is the PGF of \( Y^{(n)} \) and \( Y^{(n)} = \lim_{t \to \infty} Y^{(n,l)} \) is the number of arrival passengers at station \( n \) within a headway at the steady state.

**Proof.** The proof follows the similar idea in Powell (1981) and is attached in Appendix A. The difference from Powell (1981) is that we consider an arbitrary vehicle capacity distribution \( s_0^{(n)}, \ldots, s_{C}^{(n)} \), while in Powell (1981) the capacity is fixed. Note that Powell (1985) provided an equivalent formulation as Eq. 18 with variable vehicle capacities using the transform of \( S^{(n)} \). □

In Eq. 18, there are \( C \) unknown variables, \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \). Note that \( q_{C}^{(n)} \) does not appear in \( Q(z) \) because when \( u = C \) and \( i = C \), we have \( q_{C}^{(n)} (z^C - z^{C-u+i}) \equiv 0 \). To quantify \( Q(z) \), Rouche’s theorem is used. Let \( \text{NUM}(z) \) and \( \text{DEN}(z) \) be the numerator and denominator of \( Q(z) \) (i.e., \( Q(z) = \frac{\text{NUM}(z)}{\text{DEN}(z)} \)). As shown in Powell (1981), one can prove that \( \text{DEN}(z) \) (i.e., \( \sum_{u=0}^{C} s_u^{(n)} z^{C-u} \)) has exactly \( C \) complex roots within (or on) the unit circle on a complex plane using Rouche’s theorem. Notice that for any \( z \in \mathbb{C} \) that satisfies \( |z| \leq 1 \), where \( \mathbb{C} \) is the set of complex numbers, the generating function \( Q(z) \) must be analytic. Therefore, if \( z^* \) is the root of \( \text{DEN}(z) \) (i.e., \( \text{DEN}(z^*) = 0 \)), it should also be the root of \( \text{NUM}(z) \) (i.e., \( \text{NUM}(z^*) = 0 \)) such that \( Q(z) \) is analytic (Rudin, 2006). Hence, one can solve \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \) from the following two steps:

- **Step 1:** Solve \( \text{DEN}(z) = 0 \) for \( C \) different roots \( z_0^*, \ldots, z_{C-1}^* \in \mathbb{C} \) that satisfies \( |z_i^*| \leq 1, \forall 0 \leq i \leq C - 1 \). Note that \( z = 1 \) is always one root of \( \text{DEN}(z) \). But it does not give information about \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \), as \( \text{NUM}(1) = 0 \) is naturally satisfied. Hence, we adopt the convention that assigning \( z_0^* = 1 \).

- **Step 2:** Combining \( \text{NUM}(z^*) = 0 (\forall 1 \leq i \leq C - 1) \) and \( Q(1) = 1 \), solve for \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \) (there are \( C \) system equations and \( C \) unknown variables). Note that when \( z \to 1 \), both \( \text{NUM}(z) \) and \( \text{DEN}(z) \) approach 0. Therefore, using L’Hopital’s rule we have

\[
\lim_{z \to 1} Q(z) = \lim_{z \to 1} \frac{\text{NUM}'(z)}{\text{DEN}'(z)} = \frac{\sum_{u=0}^{C} s_u^{(n)} \left[ \sum_{i=0}^{u} q_i^{(n)} (u - i) \right]}{S^{(n)} - Y^{(n)}} = 1
\]

(19)
where \( \bar{S}^{(n)} = \sum_{u=0}^{C} u s_u^{(n)} = \mathbb{E}[S^{(n)}] \), \( \bar{Y}^{(n)} = Y'(1) = \mathbb{E}[Y^{(n)}] \). Eq. 19 is the actual equation used for solving \( q_{0:C-1}^{(n)} \) (instead of directly using \( Q(1) = 1 \)).

4.3.2. Queue length distribution

Though \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \) can be obtained by solving \( C \) system equations as mentioned in Section 4.3.1, we attempt to provide a simpler way to calculate \( q_{0:C-1}^{(n)} \) in this section, which is known as matching the polynomial coefficients.

**Proposition 4.** \( \forall n = 1,\ldots,N \), given the distribution of \( S^{(n)} \) (i.e., \( s^{(n)} \)), all complex roots of \( \text{DEN}(z) \) (i.e., \( z_0^*, \ldots, z_{C-1}^* \)), and \( \bar{Y}^{(n)} \), if \( s_C^{(n)} > 0 \), then \( q_{0:C-1}^{(n)} \) can be solved as:

\[
q_0^{(n)} = \frac{1}{s_C^{(n)}} (\bar{S}^{(n)} - \bar{Y}^{(n)}) \prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1},
\]

and

\[
q_{0:C-1}^{(n)} = \bar{\eta}^{(n)} (\Lambda^{(n)})^{-1},
\]

where \( \bar{\eta}^{(n)} = [\eta_0^{(n)}, \eta_1^{(n)}, \ldots, \eta_{C-1}^{(n)}] \in \mathbb{R}^C \) and

\[
\Lambda^{(n)} = \begin{bmatrix}
    s_C^{(n)} & s_C^{(n)} & \cdots & s_1^{(n)} \\
    s_C^{(n)} & s_C^{(n)} & \cdots & s_2^{(n)} \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & s_C^{(n)} \\
    0 & 0 & \cdots & 0 \\
    0 & 0 & \cdots & 0 \\
    0 & 0 & \cdots & 0 \\
\end{bmatrix} \in \mathbb{R}^{C \times C}.
\]

\( \eta_j^{(n)} \) is the polynomial coefficient of \( z^j \) in \( \prod_{i=0}^{C-1} \left( 1 - \frac{z_i^*}{z_i^*} \right) \) (i.e., \( \sum_{j=0}^{C} \eta_j^{(n)} z^j := \prod_{i=0}^{C-1} \left( 1 - \frac{z_i^*}{z_i^*} \right) \)). As \( z_i^* \) is specified to station \( n \), a superscript \( n \) is added to the coefficients.

\[\text{Proof.}\] The derivation is shown in Appendix B. \(\square\)

Note that assuming \( s_C^{(n)} > 0 \) in Proposition 4 does not lost the generality because otherwise we can reduce \( C \) such that \( s_C^{(n)} > 0 \) always holds.

4.3.3. Analytical formulation of mean and variance of queue length and waiting time

After solving for \( q_0^{(n)}, \ldots, q_{C-1}^{(n)} \), \( Q(z) \) is determined. And the expectation and variance of queue length at station \( n \) can be written in Eq. 23 and 24 by definition:

\[
\mathbb{E}[Q^{(n)}] = \sum_{k=0}^{\infty} k q_k^{(n)} = \left. \frac{dQ(z)}{dz} \right|_{z=1},
\]

\[
\text{Var}[Q^{(n)}] = \mathbb{E}[(Q^{(n)})^2] - \mathbb{E}[Q^{(n)}]^2 = \left. \frac{d^2Q(z)}{dz^2} \right|_{z=1} + \mathbb{E}[Q^{(n)}] - \mathbb{E}[Q^{(n)}]^2.
\]
Proposition 5. \(\forall n = 1, \ldots, N\), given the distribution of \(S^{(n)}\) and the expression of \(Y(z)\), \(\mathbb{E}[Q^{(n)}]\) and \(\text{Var}[Q^{(n)}]\) can be calculated as:

\[
\mathbb{E}[Q^{(n)}] = \frac{\bar{S}^{(n)} + \bar{Y}^{(n)} + (\bar{S}^{(n)} - \bar{Y}^{(n)})[1 + 2(\bar{S}^{(n)} - C)] - (\bar{S}^{(n)} - \bar{Y}^{(n)})^2}{2(\bar{S}^{(n)} - \bar{Y}^{(n)})} + \frac{C-1}{1 - z^*} (25)
\]

\[
\text{Var}[Q^{(n)}] = \frac{1}{12(\bar{S}^{(n)} - \bar{Y}^{(n)})^2} \left[ -4(\bar{S}^{(n)} - \bar{Y}^{(n)})(\bar{S}^{(n)} - \bar{Y}^{(n)}) + 3(\bar{S}^{(n)} + \bar{Y}^{(n)})^2 \right. \\
- [6(\bar{S}^{(n)} - \bar{Y}^{(n)}) - 1](\bar{S}^{(n)} - \bar{Y}^{(n)})^2 - (\bar{S}^{(n)} - \bar{Y}^{(n)})^4 \left. \right] - \frac{C-1}{1 - z^*} (26)
\]

where \(\bar{S}^{(n)}\) and \(\bar{Y}^{(n)}\) (resp. \(\bar{S}^{(n)}\) and \(\bar{Y}^{(n)}\)) are the second and third central moments of \(S^{(n)}\) (resp. \(Y^{(n)}\)).

Proof. The derivation follows the same idea as Powell (1981). Details are mathematical tedious and are thus attached in Appendix C. These results are equivalent to Powell (1985) who considered the general bulk-service queue model. \(\Box\)

Proposition 6. \(\forall n = 1, \ldots, N\), given the distribution of \(S^{(n)}\) and the expression of \(Y(z)\), the mean and variance of waiting time at station \(n\) (denoted as \(W^{(n)}\)) is given as:

\[
\mathbb{E}[W^{(n)}] = \frac{\bar{Q}_t^{(n)}}{\lambda^{(n)}} (27)
\]

\[
\text{Var}[W^{(n)}] = \frac{\bar{Q}_t^{(n)} - \bar{Q}_t^{(n)}}{\lambda^{(n)}^2} (28)
\]

where \(\bar{Q}_t^{(n)}\) is the queue length at an arbitrary time point (as opposed to \(Q^{(n)}\) which is the queue length at the time of vehicle arrival). \(\bar{Q}_t^{(n)}\) and \(\bar{Q}_t^{(n)}\) are defined as

\[
\bar{Q}_t^{(n)} = \mathbb{E}[Q^{(n)}] - \bar{Y}^{(n)} + \frac{1}{2} \left( \bar{Y}^{(n)} / \bar{Y}^{(n)} + \bar{Y}^{(n)} - 1 \right) (29)
\]

\[
\bar{Q}_t^{(n)} = \text{Var}[Q^{(n)}] - \bar{Y}^{(n)} + \frac{1}{12(\bar{Y}^{(n)})^2} \left[ 4\bar{Y}^{(n)} \bar{Y}^{(n)} + 6(\bar{Y}^{(n)})^2 \bar{Y}^{(n)} - (\bar{Y}^{(n)})^2 + (\bar{Y}^{(n)})^4 - 3(\bar{Y}^{(n)})^2 \right] (30)
\]

Eq. 27 is the application of Little’s law. Proposition 6 is directly obtained from Powell (1985).

Remark 1. The formulation of \(\mathbb{E}[Q^{(n)}]\), \(\text{Var}[Q^{(n)}]\), \(\mathbb{E}[W^{(n)}]\), and \(\text{Var}[W^{(n)}]\) in this study are same as Powell (1985) because in his paper the \(M/G^{[S]}/1\) bulk queue model was considered, where \(G^{[S]}\) represents a general (i.e., arbitrary) bulk-service distribution, which includes the service distribution incorporating random service suspension considered in this study. However, this does not lower the contribution of this paper because to implement these equations, the formulation of \(Y(z)\) needs to be specified. And in Section 4.3.4 we will show how random service suspension introduces a new distribution for \(Y^{(n)}\), which has not been considered in the literature.
4.3.4. Headway distribution

According to Proposition 4 to 6, to calculate \( q_{0:C-1}^{(n)} \) and the mean and variance of queue length and waiting time, it is essential to specify \( Y(z) \) (i.e., the PGF of the number of arrival passengers within a headway). According to Eq. 4, taking \( l \to \infty \) gives that \( Y^{(n)}(H^{(n)}) \) is a Poisson random variable with parameter \( \lambda^{(n)}H^{(n)} \). Therefore, we first consider the distribution of \( H^{(n)} \) under the random service suspension.

According to the discussion in Section 3.3, the actual headway for vehicle \( l \) at station \( n \) is \( H^{(n,l)} = t^{(n,l)} - t^{(n,l-1)} = \bar{H} + I^{(n,l)} \), where \( I^{(n,l)} \) is the total duration of incident between \( t^{(n,l-1)} \) and \( t^{(n,l)} \). Since \( \bar{H} \) is a constant, obtaining headway distribution is equivalent to quantifying the distribution of \( I^{(n,l)} \).

**Proposition 7.** The total incident duration between \( t^{(n,l-1)}_D \) and \( t^{(n,l)}_D \) follows a compound Poisson-Exponential distribution with Poisson rate \( \gamma \bar{H} \) and exponential rate \( \theta \). Mathematically,

\[
I^{(n,l)} = \sum_{i=1}^{K} X_i \quad \text{where } X_i \sim \text{Exp}(\theta) \quad \forall i = 1, \ldots, K, \text{ and } K \sim \text{Poi}(\gamma \bar{H}) \tag{31}
\]

**Proof.** After vehicle \( l-1 \) departs from station \( n \), vehicle \( l \) must travel for additional (un-disrupted) \( \bar{H} \) time to reach station \( n \). Since the system can only switch to the incident state from the normal state, the number of incident occurrence times, \( K \), follows a Poisson distribution with rate \( \gamma \bar{H} \). For the \( i \)-th incident, the vehicle stopping time, \( X_i \), follows an exponential distribution with rate \( \theta \) (i.e., mean \( \frac{1}{\theta} \)). Therefore, the sum of all incident duration is \( I^{(n,l)} = \sum_{i=1}^{N} X_i \), where \( X_i \sim \text{Exp}(\theta) \quad \forall i = 1, \ldots, N, \text{ and } N \sim \text{Poi}(\gamma \bar{H}) \). \( \square \)

Now let us consider the distribution of \( Y^{(n)} \). To derive the MGF of \( Y^{(n)} \), the following lemma is introduced.

**Lemma 1.** For two arbitrary random variable \( X \) and \( Y \), suppose that

- there is a \( \delta > 0 \) such that for \( t \in (-\delta, \delta) \), the MGF of \( X|Y \) is \( M_{X|Y}(t) = C_1(t)e^{C_2(t)Y} \), where \( C_1(t) \) and \( C_2(t) \) are finite functions of \( t \) that do not depend on \( Y \),

- and the MGF of \( Y \), \( M_Y(\cdot) \), exists and \( M_Y[C_2(t)] \) is finite for \( t \) in \( (-\delta, \delta) \).

Then the MGF of \( X \) is given by

\[
M_X(t) = C_1(t)M_Y[C_2(t)], \quad -\delta < t < \delta. \tag{32}
\]

**Proof.** The proof of Lemma 1 can be found in Villa and Escobar (2006) Result 1. \( \square \)

**Proposition 8.** Under the setting of this study, \( \forall n = 1, \ldots, N \), the PGF of \( Y^{(n)} \), \( Y(z) \), can be expressed as

\[
Y(z) = M_{Y^{(n)}}(\log z) = e^{H\lambda^{(n)}(z-1)} \exp \left[ \gamma \bar{H}(\frac{\theta}{\theta - \lambda^{(n)}(z-1)} - 1) \right] \tag{33}
\]
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Proof. As \( I^{(n,l)} \) follows a compound Poisson-Exponential distribution (Proposition 7), the moment generation function (MGF) of a compound Poisson-Exponential variable can written as

\[
M_{I^{(n,l)}}(t) = e^{\gamma \bar{H}(t^{\theta}-1)} \quad \forall \ t < \theta
\]

Therefore, the MGF for \( H^{(n,l)} = \bar{H} + I^{(n,l)} \) is \( M_{H^{(n,l)}}(t) = e^{\gamma \bar{H}(t^{\theta}-1)} \). As this equation holds for all vehicles \( l \), the MGF of \( H^{(n)} \) (i.e., \( l \to \infty \)) is \( M_{H^{(n)}}(t) = e^{\gamma H(t^{\theta}-1)} \).

Recall that \( Y^{(n)}|H^{(n)} \) is a Poisson random variable with parameter \( \lambda^{(n)} H^{(n)} \). So, the MGF of \( Y^{(n)}|H^{(n)} \) is \( M_{Y^{(n)}|H^{(n)}}(t) = \exp[\lambda^{(n)} H^{(n)}(e^t - 1)] \). Based on Lemma 1, setting \( C_1(t) = 1 \) and \( C_2(t) = \lambda^{(n)}(e^t - 1) \), we conclude that the MGF of \( Y^{(n)} \) is

\[
M_{Y^{(n)}}(t) = e^{\lambda^{(n)} (e^t - 1)} \exp \left[ \gamma \bar{H}(t^{\theta}-1) \frac{\theta}{\theta - \lambda^{(n)}(e^t - 1)} - 1 \right]
\]

Substituting \( t = \log z \) in Eq. 35 finishes the proof.

\[ \square \]

From Eq. 35, taking corresponding derivatives and with slight manipulation we obtain:

\[
\bar{Y}^{(n)} = \frac{\bar{H} \lambda^{(n)} (\gamma + \theta)}{\theta}
\]

\[
\bar{y}^{(n)} = \frac{\bar{H} \lambda n (2\gamma \lambda n + \gamma \theta + \theta^2)}{\theta^2}
\]

\[
\bar{y}^{(n)} = \frac{\bar{H} \lambda n (6\gamma \lambda^2 n + 6\gamma \lambda n \theta + \gamma \theta^2 + \theta^3)}{\theta^3}
\]

With the expression of \( Y(z) \), the \( z^*_0, ..., z^*_C \) can be obtained by solving the nonlinear equation \( \text{DEN}(z) = 0 \). Then \( q^{(n)}_{0,C-1} \) and other resilience indicators at station \( n \) can be obtained accordingly.

### 4.3.5. Solving for the roots

Solving for the roots of \( \text{DEN}(z) \) is practically difficult as known in the queueing theory literature because typical optimization algorithms end up in finding only one root, while we need to find all \( C \) roots within the unit circle. This is especially challenging for \( Y(z) \) with complex expressions because the objective function can be highly nonlinear (such as \( Y(z) \) in this study). In this study, we propose an interpolation searching algorithm to efficiently find all roots of \( \text{DEN}(z) \) within the unit circle.

Notice that \( \text{DEN}(z) = 0 \) is equivalent to find \( z^*_0, ..., z^*_C \), such that

\[
\frac{1}{Y(z_k^*)} - S(1/z_k^*) = 0 \iff F(z_k^*) = 1 \quad \forall \ k = 0, ..., C - 1
\]

where \( F(z) := Y(z)S(1/z) \). Taking the logarithm of both sides of Eq. 39 and matching the real and imaginary parts gives:

\[
\begin{cases}
\text{Re}[\log(H(z))] = 0 \\
\text{Im}[\log(H(z))] = 0
\end{cases}
\]
where \( \text{Re}[-] \) and \( \text{Im}[-] \) represent the real and imaginary part of a complex number. Eq. 40 can be solved efficiently with many optimization algorithms (such as trust-region and Levenberg-Marquardt algorithms). However, as there are \( C \) optimal solutions for this problem with \( |z^*| \leq 1 \), the challenge is how to select different initial values so as to find all satisfied solutions.

Based on some numerical testing, we empirically observe that the distribution of the \( C \) solutions has an oval-like shape. Figure 6 shows some examples of the solution distribution with different values of \( \rho^{(n)} \) (where \( \rho^{(n)} = \frac{Y^{(n)}}{S^{(n)}} \) is the utilization ratio) and \( s^{(n)} \). It is found that the closer \( \rho^{(n)} \) is to 1 (resp. 0), the closer the shape of the root distribution is to an ellipse (resp. circle). The value of \( s^{(n)} \) (i.e., available capacity distribution) can also slightly affect the root distribution.

We first express the complex number in polar coordinate system with \( z = r \exp[i\varphi] \), where \( i = \sqrt{-1} \), \( r \) is the length from \( z \) to the origin and \( \varphi \) is the angle. Eq. 40 now has \( C \) optimal solutions \((r^*_k, \varphi^*_k)\) for \( k = 0, 1, ..., C - 1 \), where \( 0 \leq r^*_k \leq 1 \) and \( 0 \leq \varphi^*_k < 2\pi \). Note that \( z^*_0 = 1 \) corresponds to \( r^*_0 = 1 \) and \( \varphi^*_0 = 0 \). Another property is that the roots must appear as conjugate pairs. Hence, if \((r^*, \varphi^*)\) is a root and \( 0 < \varphi^* < \pi \), then \((r^*, 2\pi - \varphi^*)\) is also a root.

The proposed searching algorithm has two steps. The first step is referred to as “clockwise searching”, which is adapted from the numerical method in Powell (1985). The empirical observation (Figure 6) shows a rough relationship that \( r^*_{k+1} - r^*_k \approx r^*_k - r^*_{k-1} \), especially for small \( \rho^{(n)} \). This is equivalent to

\[
r^*_{k+1} \approx 2r^*_k - r^*_{k-1}
\]

Eq. 41 provides a way to determine the initial value for solving the \( k + 1 \)-th root when the \( k \)-th and \( k - 1 \)-th roots are available. As we already know \( r^*_0 = 1 \) and \( \varphi^*_0 = 0 \), we first empirically set the initial value for solving the second root as \( r^{\text{ini}}_1 = 1 - 0.5\rho^{(n)} \) and \( \varphi^{\text{ini}}_1 = 3\pi/C \). This is motivated by shape of the root distribution with respect to \( \rho^{(n)} \). Then \( r^{\text{ini}}_1 \) and \( \varphi^{\text{ini}}_1 \) is used as the initial value to solve for \( r^*_1 \) and \( \varphi^*_1 \) based on Eq 40. For \( k \geq 2 \), the initial value for solving the \( k \)-th root is set as \( r^{\text{ini}}_k = r^*_{k-1} + (r^*_{k-1} - r^*_{k-2}) \).
\[ \varphi_k^{\text{ini}} = \varphi_k^* + (\varphi_{k-1}^* - \varphi_{k-2}^*) \] according to Eq. 41.

However, only performing step 1 (i.e., Powell (1985)’s method) may not find all \( C \) distinct roots. Figure 7 shows some examples of the comparison between roots found in step 1 and all roots. We observe that when \( \rho^{(n)} \) is relatively large (i.e., the system is relatively congested), the clockwise searching does not perform well because the approximate relationship in Eq. 41 does not hold. Even when \( \rho^{(n)} \) is relatively small, it is also possible that some roots do not perfectly fit the oval-like shape (such as Figure 7a), resulting in the failure of step 1 to find all roots.

![Comparison between roots found in clockwise searching and all roots](image)

Therefore, we propose a second step called “interpolation searching”. Let the set of found roots from step 1 be \( Z^{(0)} = \{(r_0^{(0)}, \varphi_0^{(0)}), (r_1^{(0)}, \varphi_1^{(0)}), \ldots, (r_{M_0}^{(0)}, \varphi_{M_0}^{(0)})\} \), where \( M_0 = |Z^{(0)}| \) is the number of found roots from step 1. Without loss of generality, suppose the elements in \( Z^{(0)} \) are clockwise ranked (i.e., \( \varphi_0^{(0)} < \varphi_1^{(0)} < \ldots < \varphi_{M_0}^{(0)} \)). The interpolation searching is described in Algorithm 1. The main idea is to perform interpolation between any two adjacent roots that are already found. The interpolated points are set as initial values and fed into Eq. 40 to solve for new distinct roots. Then we update the found roots set with the new distinct roots or perform more subdivisional (i.e., larger \( L \)) interpolation if no distinct roots are found. This process is repeated until there are \( C \) distinct roots found. In Algorithm 1, \( L \) is a parameter controlling how many points to interpolate between two known roots, and \( \epsilon \) is a predetermined probability threshold to add randomness into the searching process.

From the results of numerical testing, our algorithm allows us to find desired roots for all testing scenarios in Section 5.1. While the methods of Powell (1985) (i.e., only step 1) and Wilson (2014) (which is used in Islam et al. (2015)) fail to.

### 4.4. Stability condition

For all the derivations above, we assume that the steady-state distributions of all variables exist. This triggers the discussion about the stability condition, which is also an important indicator of the system’s resilience. At the station level, the stability condition is described in Proposition 9.
Remark 2. No direct way to judge the stability of station \( n \) under the setting of this study, the bulk-service queuing system at station \( n \) is stable if and only if

\[
\rho^{(n)} = \frac{\bar{Y}^{(n)}}{\bar{S}^{(n)}} = \frac{\lambda^{(n)} \bar{H}}{\sum_{u=0}^{C} s_{u}^{(n)} u} + \frac{\gamma}{\vartheta} \frac{\lambda^{(n)} \bar{H}}{\sum_{u=0}^{C} s_{u}^{(n)} u} < 1
\]

where \( \rho^{(n)} \) is the utilization ratio for station \( n \).

Proof. The stability condition is equivalent to \( \mathbb{P}(Q^{(n)} = 0) = q_{0}^{(n)} > 0 \). In Eq. 20, we notice that \( \prod_{i=1}^{C-1} \bar{z}_{i}^{*} \) is always greater than 0 (see Appendix B for details), and \( s_{C}^{(n)} > 0 \) is a known condition. Therefore, \( q_{0}^{(n)} > 0 \) if and only if \( \bar{Y}^{(n)} < \bar{S}^{(n)} \) (i.e., \( \rho^{(n)} < 1 \)), which finishes the proof. \( \Box \)

Proposition 9 is intuitive as it indicates that station \( n \) is stable if the average number of arrival passengers within a headway is smaller than the average available capacity for each arrival vehicle (after alighting). And it is shown that the higher rate of incidents (i.e., larger \( \gamma \)) and higher duration of incidents (i.e., higher \( \frac{1}{\vartheta} \)) make the system more likely to be unstable. There are some remarks for Proposition 9.

Remark 2. As \( \rho^{(n)} \) depends on \( s^{(n)} \) and \( s^{(n)} \) depends on the roots (i.e., \( z_{0}^{*}, ..., z_{C-1}^{*} \)) at station \( n \), there is no direct way to judge the stability of station \( n \) without iterating the previous \( n - 1 \) stations. But for the
first station \((n = 1)\), we have \(s_{C}^{(1)} = 1\) and \(s_{u}^{(1)} = 0\) for all \(u = 0, \ldots, C - 1\). Then Eq. 42 reduces to
\[
\rho^{(1)} = \frac{\lambda^{(1)} B}{C} + \frac{\gamma}{\bar{b}^{(1)}} \frac{\lambda^{(1)} B}{C},
\]
which enables us to judge the stability directly.

**Remark 3.** Proposition 9 only discusses the stability at the station level. For the whole system, we can naturally define the system stability condition as that “all stations in the system are stable”. Mathematically, the single-route PT system is stable if and only if \(\rho^{(n)} < 1, \forall n = 1, 2, \ldots, N\).

**Remark 4.** It is worth discussing the relationship of stability for station \(n\) and \(n - 1\). If station \(n - 1\) is stable, then \(s^{(n)}\) can be calculated as described in Section 4.1, and the stability of station \(n\) can be evaluated accordingly. However, if station \(n - 1\) is not stable, station \(n\) may also be stable because there may be passengers alighting at station \(n\). For this situation, we have \(v_{C}^{(n-1)} = 1\) and \(v_{k}^{(n-1)} = 0\) for all \(k = 0, 1, \ldots, C - 1\). Then \(s^{(n)}\) is purely determined by the alighting rate at station \(n\). It is easy to verify that at this situation \(S^{(n)} = \alpha^{(n)} C\). And the stability condition is
\[
\rho^{(n)} = \frac{\lambda^{(n)} B}{\alpha^{(n)} C} + \frac{\gamma}{\bar{b}^{(n)}} \frac{\lambda^{(n)} B}{\alpha^{(n)} C} < 1.
\]

**4.5. Summary of calculation procedure**

So far, we have derived the calculation process for all variables of interest. Algorithm 2 summarizes the calculation procedure. We only need to iterate for \(N\) stations, which is more efficient and provides more analytical insights than a simulation model.

**Algorithm 2 Resilience indicators calculation procedure**

1. Initialize \(v_{0}^{(0)} = 1\) and \(v_{k}^{(0)} = 0\) \(\forall k = 1, \ldots, C\).
2. for \(n = 1 : N\) do
3. \(g^{(n)} = v^{(n-1)} A^{(n)}\) \(\triangleright\) Eq. 9
4. \(s_{k}^{(n)} = 1 - g_{C-k}^{(n)}\) \(\forall k = 1, \ldots, C\) \(\triangleright\) Eq. 8
5. Calculate \(\bar{S}^{(n)}, \bar{S}^{(n)}\), and \(\bar{S}^{(n)}\) based on \(s^{(n)}\).
6. Calculate \(\bar{Y}^{(n)}, \bar{Y}^{(n)}\), and \(\bar{Y}^{(n)}\) \(\triangleright\) Section 4.3.4
7. if \(\bar{Y}^{(n)} < \bar{S}^{(n)}\) then \(\triangleright\) Station \(n\) is stable
8. Solve the roots \(z_{0}^{*}, \ldots, z_{C-1}^{*}\) for the denominator of \(Q(z)\) in Eq. 18 \(\triangleright\) Section 4.3.1
9. Calculate \(q_{0}^{(n)}, \ldots, q_{C-1}^{(n)}\) based on \(z_{0}^{*}, \ldots, z_{C-1}^{*}\) \(\triangleright\) Section 4.3.2
10. Calculate \(\mathbb{E}[Q^{(n)}], \text{Var}[Q^{(n)}], \mathbb{E}[W^{(n)}],\) and \(\text{Var}[W^{(n)}]\) \(\triangleright\) Eq. 25 - 28
11. \(v^{(n)} = g^{(n)} B^{(n)}\) \(\triangleright\) Eq. 13. \(B^{(n)}\) is a function of \(q_{0}^{(n)}\)
12. else \(\triangleright\) Station \(n\) is not stable
13. \(q_{k}^{(n)} = 0\) \(\forall k = 0, 1, \ldots, C - 1\)
14. Set \(\mathbb{E}[Q^{(n)}], \text{Var}[Q^{(n)}], \mathbb{E}[W^{(n)}],\) and \(\text{Var}[W^{(n)}]\) to infinity
15. \(v_{C}^{(n)} = 1\) and \(v_{k}^{(n)} = 0\) \(\forall k = 0, 1, \ldots, C - 1\)

**5. Numerical example**

**5.1. Experiment design**

To test the proposed framework, we implement the method to an example bus route adapted from Islam et al. (2015) and Hickman (2001). There are 10 stations in the bus route and the attributes for each station are
shown in Table 1. Note that passengers left behind (i.e., unable to board the first arrival bus due to capacity limitation) are expected to happen at stations 4 and 5 as the passenger arrival rates are relatively high.

<table>
<thead>
<tr>
<th>Station ID</th>
<th>(\lambda(n)) (passenger/min)</th>
<th>(\alpha(n))</th>
<th>Station ID</th>
<th>(\lambda(n)) (passenger/min)</th>
<th>(\alpha(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.75</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>0</td>
<td>7</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>0.1</td>
<td>8</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>0.25</td>
<td>9</td>
<td>0.2</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>0.25</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

To test the sensitivity of resilience indicators to different parameters, we design the value spaces for \(C\), \(\theta\), \(\gamma\), \(\bar{H}\), and the demand factor (Table 2). Demand factor is a value multiplied to the \(\lambda(n)\) in Table 1, representing the change of passenger arrival rates. When the sensitivity testing is conducted for one parameter (e.g., \(C\)), other parameters (e.g., \(\theta\), \(\gamma\), \(\bar{H}\), and the demand factor) are set as reference values for comparison.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value space</th>
<th>Reference value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C)</td>
<td>{36, 40, 44, 48}</td>
<td>40</td>
</tr>
<tr>
<td>(\gamma) /min</td>
<td>{0, 1/240, 1/180, 1/120, 1/60, 1/30, 1/15}</td>
<td>1/60</td>
</tr>
<tr>
<td>(\theta) /min</td>
<td>{1/2, 1/5, 1/10, 1/20}</td>
<td>1/5</td>
</tr>
<tr>
<td>(\bar{H}) (min)</td>
<td>{2, 4, 6, 8}</td>
<td>6</td>
</tr>
<tr>
<td>Demand factor</td>
<td>{0.2, 0.4, 0.6, 0.8, 1}</td>
<td>0.8</td>
</tr>
</tbody>
</table>

5.2. Resilience indicators

The mean and standard deviation of queue length for each station under different testing scenarios are shown in Figure 8. Generally, for all scenarios, the queue length patterns are corresponding to the congestion patterns we expect given the passenger arrival and alighting rates. That is, the expected queue length is relatively higher in stations 4 and 5. The expected queue length at the last station is always zero as its passenger arrival rate is equal to 0.

Figure 8a shows the change in queue length patterns with respect to bus capacity. And we observe that the system is not very sensitive to bus capacity. Increasing bus size from 36 to 48 only decreases the expected queue length by around 0.85 at station 4 (the most congested station). The impact on other stations is even smaller.

Figure 8b shows the impact of incident occurrence rate \(\gamma\) on queue length. When there is no random suspension in the system (\(\gamma = 0\)), the expected queue length at station 4 is 14.42. As the frequency of incidents increases, the system becomes more congested with longer expected queue length and higher variance. When the incident happens 15 minutes per time on average (\(\gamma = 1/15\)), the expected queue length at station 4 is increased to 26.66.
Similar results can be observed for the duration of incidents (Figure 8c). When the average incident duration is 2 minutes ($\theta = 1/2$), $\mathbb{E}(Q^{(4)}) = 14.94$. While when the average incident duration is increased to 20 minutes ($\theta = 1/20$), $\mathbb{E}(Q^{(4)})$ is increased to 50.28. The impacts of $\theta$ and $\gamma$ on queue length are both more significant at crowding stations.

The impact of $H$ is shown in Figure 8d. As expected, higher headway means a lower service rate and thus a higher expected queue length. As $H$ increases from 2 minutes to 8 minutes, the queue length at station 4 increases from 5.24 to 29.92. The impact of the demand factor (Figure 8e) shows the similar patterns. As the demand factor increases from 0.2 to 1.0, the queue length at station 4 increases from 3.90 to 23.19. The impacts of $H$ and demand factor are relatively similar for crowding and uncrowded stations.

![Figure 8: Mean and standard deviation of queue length (the shade part is 0.2×standard deviation)](image)

Figure 9 shows the mean and standard deviation of passenger waiting time under different testing scenarios. When no left behind happens, the average waiting time for Poisson arrival passengers is shown in Eq. 2. Hence, we observe that in many scenarios, the expected waiting time at the first and last several stations are the same because the available bus capacity at these stations is high and headway distributions are the same for all stations. However, for congested stations, such as stations 4 and 5, high waiting times are observed due to being left behind.

Figure 9a shows the impact of bus size on the waiting time. Similar to the results on queue length, the impact is not very significant. When bus size increases from 36 to 48, the average waiting time at station 4 decreases from 4.20 to 3.85 minutes. As the change of $C$ does not affect the headway distribution, no impact is observed for uncontested stations such as stations 1 and 9.
The impacts of $\gamma$ and $\theta$ on waiting times are shown in Figure 9b and 9c, respectively. As the increase in $\gamma$ and $1/\theta$ results in an increase in expected headway, the mean waiting times at all stations are increased. But the impacts on crowding stations are more significant. When $\gamma = 0$, there is no incident in the system. All stations have no left behind and their waiting times are all equal to 3 minutes ($\frac{1}{2} \bar{H}$ as no incident means all stations have the same fixed headway). As $\gamma$ is increased to $1/15$, station 4 has left behind and its waiting time is increased to 8.36 minutes. When $\theta$ increases from $1/20$ to $1/2$, the expected waiting time at station 4 increases from 3.19 to 21.95 minutes.

Changes in $\bar{H}$ have the most direct impact on the expected waiting time. When $\bar{H}$ is smaller than 6 minutes, all stations have similar waiting times because there is nearly no left behind. However, when $\bar{H}$ equals to 8 minutes, left behind happens at stations 4 and 5 and their waiting times increase to 8.52 and 9.11 minutes, respectively.

Finally, the impact of demand factors is similar to that of $C$. Since it does not change the headway distribution, no impact is observed for uncontested stations. With the increase of the demand factor from 0.2 to 1.0, the expected waiting time at the station increases from 3.63 to 4.86 minutes.

![Figure 9: Mean and standard deviation of waiting time (the shade part is $0.2 \times$ standard deviation)](image)

5.3. Comparison between simulation and theoretical results

5.3.1. Simulation model

To validate the theoretical results, we develop a simulation model to calculate the expectation and variance of queue length and waiting time. The simulation procedure is shown in Algorithm 3. For each station $n$, we generate a Poisson process of arrival passengers. And for each vehicle $l$, we generate a two-state
Markov process of “normal” and “failure” states. Then, at each time step, the simulation goes through each vehicle, based on the vehicle’s state, deciding the vehicle will move or stay idle. When a vehicle arrives at a station, passengers are boarded based on the first-in-first-serve (FIFS) principle up to the vehicle’s capacity $C$. Queue lengths at vehicle arrival and passenger waiting times are recorded during the simulation. To ensure the system reaches the steady-state distribution, the first 20% records are dropped.

Algorithm 3 Simulation procedure

1: Initialize model parameters: $C$, $\gamma$, $\theta$, $\bar{H}$, Demand factor. Set the total simulation time as $T$ and time step as $\Delta$.
2: Generate Poisson arrival passengers at each station
3: Generate two-state Markov process of “normal” and “failure” states for each vehicle
4: Set time counter $t = 0$
5: while $t < T$ do
6: \hspace{1em} if $t \% \bar{H} = 0$ then
7: \hspace{1em} \hspace{1em} Dispatch a new empty vehicle
8: \hspace{1em} \hspace{1em} for each vehicle in the current vehicle list do
9: \hspace{1em} \hspace{1em} Update vehicle state
10: \hspace{1em} \hspace{1em} if vehicle state = “failure” then
11: \hspace{1em} \hspace{1em} \hspace{1em} Continue
12: \hspace{1em} \hspace{1em} else
13: \hspace{1em} \hspace{1em} \hspace{1em} Move vehicle by speed $\times \Delta$
14: \hspace{1em} \hspace{1em} if vehicle arrives at a station then
15: \hspace{1em} \hspace{1em} \hspace{1em} Record queue length
16: \hspace{1em} \hspace{1em} \hspace{1em} Alight passengers based on the binomial distribution
17: \hspace{1em} \hspace{1em} \hspace{1em} Board passengers based on FIFS principle up to the vehicle capacity
18: \hspace{1em} \hspace{1em} \hspace{1em} Record passenger waiting time
19: \hspace{1em} \hspace{1em} $t = t + \Delta$
20: Drop the first 20% records for stability. Calculate $E[Q(n)]$, $\text{Var}[Q(n)]$, $E[W(n)]$, and $\text{Var}[W(n)]$ for all stations.

5.3.2. Results

We compare the simulation and theoretical results for the reference parameter setting (Table 2). $\Delta = 0.01$ minute and $T = 20,000$ minutes are used. Compare mean and std. for queue length and waiting time. The mean and standard deviation comparisons are shown in Figure 10. We observe that the simulation and theoretical results are well matched. The slight mismatching may be due to the fact of “bus bunching”. That is, in the simulation, bus $l$ is allowed to overtake bus $l-1$ and arrives at station $n$ earlier. In this situation, the headway will be $t_{D}^{(n,l-1)} - t_{D}^{(n,l)}$, instead of $t_{D}^{(n,l)} - t_{D}^{(n,l-1)}$ as discussed before. Hence, the headway distribution may be slightly different from Proposition 8. Specifically, as mentioned in Marguier (1985) and Hickman (2001), there exists a headway variance propagation from the upstream to downstream stations, implying that the headway variation in downstream stations is higher. This explains the higher waiting time (Eq. 2) in downstream stations for the simulation model in Figure 10c. Addressing the impact of bus bunching on headway distribution is a challenging job and we reserve it as future work.
6. Conclusion and discussion

This paper proposes a stochastic framework to model the resilience of public transit systems under short random service suspensions. Specifically, we analyze the system stability conditions and derive closed-form formulations for the mean and variance of queue length and waiting time at each station. The derived stability conditions are intuitive and imply that the system is more likely to be unstable with high incident rates, high incident duration, high demand, low service frequency, and low vehicle capacity. The proposed model is implemented on an example bus network with sensitivity analysis of different parameters (such as incident rate, incident duration, vehicle capacity, etc.). Results show that the congested stations (i.e., stations with high demand rates) are more vulnerable to random service suspensions. The results are validated with a simulation model, showing consistency between theoretical and simulation outcomes.

The proposed model has several potential implementations. 1) It can facilitate the design and planning of public transit systems with the consideration of random system interruptions, such as the design of headway and vehicle capacity. Moreover, the estimated queue length can be used to evaluate the layout and capacity of congested stations. 2) The model can be used to monitor the system performance and identify critical stations by inputting the historical demand and incident information. 3) The model can support efficient cost-benefit analysis to relieve congestion. Since the model provides close form formulations to waiting time and queue length, it can be used to answer that, to control the waiting time within a threshold, what is the most effective way (e.g., increase vehicle size, decrease headway, or reduce the random suspension rate). In summary, the efficient calculation of the system’s resilience indicators can be used in public transit planning,
operation, and management fields.

Future studies can be conducted from the following aspects. First, the model can be extended from line-level to network-level. The main difference between line-level and network-level is the consideration of transfer passengers. A straightforward way is to incorporate the transfer demand as part of the arrival demand. But additional transfer-related parameters (which should be connected with the alighting rate) need to be specified in the model. Second, like many previous random service disruption papers (Section 2.2), the model can be extended to consider partial interruptions (as opposed to fully stopped as assumed in this paper). With partial interruptions, vehicles can still have positive speed at the failure state. And headway distribution needs to be revised. Third, as mentioned before, this paper assumes no balking and reneging behaviors of passengers. Future studies may consider a more complicated passenger-side behavior to extend this model.
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Appendices

Appendix A. Derivation of probability generating function of \( Q^{(n)} \)

From the relationship in Eq. 3, we have

\[
q_{k}^{(n,l+1)} = \sum_{i=0}^{k} r_{i}^{(n,l)} y_{k-i}^{(n,l)}
\]  

(A.1)

where \( r_{k}^{(n,l)} := \mathbb{P}(R^{(n,l)} = k) \) and \( y_{k}^{(n,l)} := \mathbb{P}(Y^{(n,l)} = k) \) for all non-negative integers \( k \). Let \( S^{(n,l)} \) be the number of available spaces for train \( l \) when it arrives at station \( n \). Given that \( S^{(n,l)} = u \), if \( u \) is greater than or equal to \( Q^{(n,l)} \), all passengers can board and there is no left-behind. Then we have

\[
r_{0}^{(n,l)} \bigg|_{S^{(n,l)} = u} = \mathbb{P}(u \geq Q^{(n,l)}) = \sum_{k=0}^{u} q_{k}^{(n,l)}
\]  

(A.2)

where \( r_{k}^{(n,l)} \bigg|_{S^{(n,l)} = u} = \mathbb{P}(R^{(n,l)} = k \mid S^{(n,l)} = u) \). If \( u \) is less than \( Q^{(n,l)} \), only \( u \) passengers can board and there are \( Q^{(n,l)} - u \) number of left-behind passengers. So
\[ r_i^{(n,l)} \big|_{S(n,l) = u} = P(Q^{(n,l)} - u = i) = q_{u+i}^{(n,l)} \quad i = 1, 2, \ldots \quad (A.3) \]

Based on Eq. A.2 and A.3, Eq A.1 can be reformulated as

\[ q_k^{(n,l+1)} = \sum_{u=0}^C s_u^{(n,l)} \left( \sum_{i=0}^u q_i^{(n,l)} y_k^{(n,l)} + \sum_{i=u+1}^{u+k} q_i^{(n,l)} y_{k-i+u}^{(n,l)} \right) \quad (A.4) \]

Assume the steady state probabilities for all variables exist, we have \( \lim_{l \to \infty} q_k^{(n,l)} = q_k^{(n)} \), \( \lim_{l \to \infty} s_k^{(n,l)} = s_k^{(n)} \), \( \lim_{l \to \infty} y_k^{(n,l)} = y_k^{(n)} \). Taking the limit of \( l \) for both sides of Eq. A.4 leads to

\[ q_k^{(n)} = \sum_{u=0}^C s_u^{(n)} \sum_{i=0}^u q_i^{(n)} y_k^{(n)} + \sum_{u=0}^C s_u^{(n)} \sum_{i=u+1}^{u+k} q_i^{(n)} y_{k-i+u}^{(n)} \quad (A.5) \]

Assume the probability generating function (PGF) for \( Q^{(n)} \), \( R^{(n)} \) and \( Y^{(n)} \) are \( Q(z) \), \( R(z) \), and \( Y(z) \), respectively, where \( Q^{(n)} \), \( R^{(n)} \) and \( Y^{(n)} \) and the steady state random variables of \( Q^{(n,l)} \), \( R^{(n,l)} \) and \( Y^{(n,l)} \). Hence,

\[ Q(z) = \sum_{k=0}^\infty q_k^{(n)} z^k \quad (A.6) \]
\[ R(z) = \sum_{k=0}^\infty r_k^{(n)} z^k = \sum_{k=0}^\infty z^k \sum_{u=0}^C s_u^{(n)} \cdot r_k^{(n)} \big|_{S(n) = u} \quad (A.7) \]
\[ Y(z) = \sum_{k=0}^\infty y_k^{(n)} z^k \quad (A.8) \]

Substituting Eq. A.2 and A.3 into A.7 results in

\[ R(z) = \sum_{u=0}^C s_u^{(n)} \sum_{i=0}^u q_i^{(n)} + \sum_{k=1}^\infty z^k \sum_{u=0}^C s_u^{(n)} q_{k+u}^{(n)} \]
\[ = \sum_{u=0}^C s_u^{(n)} \left[ \sum_{i=0}^u q_i^{(n)} + \frac{1}{z^u} Q(z) - \frac{1}{z^u} \sum_{i=0}^u q_i^{(n)} z^i \right] \quad (A.9, A.10) \]

Notice that \( Q^{(n)} = R^{(n)} + Y^{(n)} \) (this is obtained by taking the limit of \( l \) for Eq. 3). Since \( R^{(n)} \) and \( Y^{(n)} \) are independent, we have

\[ Q(z) = R(z)Y(z) \quad (A.11) \]
Combining Eq. A.10 and A.11 obtains
\[
Q(z) = \frac{Y(z) \sum_{u=0}^{C} s_{u}^{(n)} \sum_{i=0}^{u} q_{i}^{(n)} (1 - z^{i})}{1 - \sum_{u=0}^{C} s_{u}^{(n)} Y(z) z^{u}} = \frac{\sum_{u=0}^{C} s_{u}^{(n)} \sum_{i=0}^{u} q_{i}^{(n)} (z^{C} - z^{C-u+i})}{z^{C} - \sum_{u=0}^{C} s_{u}^{(n)} z^{C-u}}
\]
(A.12)

Appendix B. Derivation of \( q_{0:C-1}^{(n)} \) by matching polynomial coefficients

Though \( q_{0}^{(n)}, \ldots, q_{C-1}^{(n)} \) can be obtained by solving \( C \) system equations as mentioned in Section 4.3, we attempt to provide a more direct way to calculate \( q_{0:C-1}^{(n)} \) in this section.

Using the fact that the numerator of \( Q(z) \) is in the polynomial order of \( C \), \( Q(z) \) can be reformulated in terms of \( z_{1}^{*}, \ldots, z_{C-1}^{*} \) as:
\[
Q(z) = \frac{(z - 1) \prod_{i=1}^{C-1} (z - z_{i}^{*}) \sum_{u=0}^{C} s_{u}^{(n)} \sum_{i=0}^{u} q_{i}^{(n)}}{z^{C} - \sum_{u=0}^{C} s_{u}^{(n)} z^{C-u}}
\]  
(B.1)

When \( z \to 1 \), both \( \text{Num}(z) \) and \( \text{Den}(z) \) approach 0. We also have the fact that \( \lim_{z \to 1} Q(z) = 1 \). Therefore, using L’Hopital’s rule we have
\[
\lim_{z \to 1} Q(z) = 1 = \lim_{z \to 1} \frac{\text{Num}'(z)}{\text{Den}'(z)} = \frac{\prod_{i=1}^{C-1} (1 - z_{i}^{*}) \sum_{u=0}^{C} s_{u}^{(n)} \sum_{i=0}^{u} q_{i}^{(n)}}{\sum_{u=0}^{C} s_{u}^{(n)} u - Y'(1)}
\]  
(B.2)

Define \( \bar{Y}^{(n)} := Y'(1) = E[Y^{(n)}] \) as the mean number of arrival passengers within a headway at station \( n \), \( \bar{S}^{(n)} := \sum_{u=0}^{C} s_{u}^{(n)} u \) as the mean number of available spaces in an arriving bus at station \( n \). Substituting Eq. B.3 into B.1, \( Q(z) \) can be rewritten as
\[
Q(z) = \frac{(\bar{S}^{(n)} - \bar{Y}^{(n)}) (z - 1) \prod_{i=1}^{C-1} \frac{z - z_{i}^{*}}{1 - z_{i}^{*}}}{z^{C} - \sum_{u=0}^{C} s_{u}^{(n)} z^{C-u}}
\]  
(B.4)

Comparing Eq. B.4 and 18, let the numerators of two equations be equal, we have
\[
(\bar{S}^{(n)} - \bar{Y}^{(n)}) (z - 1) \prod_{i=1}^{C-1} \frac{z - z_{i}^{*}}{1 - z_{i}^{*}} = \sum_{u=0}^{C} s_{u}^{(n)} \sum_{i=0}^{u} q_{i}^{(n)} (z^{C} - z^{C-u+i})
\]  
(B.5)

As the LHS and RHS of Eq. B.5 are both polynomials about \( z \), the coefficients of each polynomial in \( z \) must
be equal. By matching the coefficients of $z^0$, we have

$$(-1)(S^{(n)} - Y^{(n)}) \prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1} = -q_0^{(n)} s_C^{(n)}$$  \hspace{1cm} (B.6)$$

which leads to

$$q_0^{(n)} = \frac{1}{s_C^{(n)}} (S^{(n)} - Y^{(n)}) \prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1}$$  \hspace{1cm} (B.7)$$

Note that $\prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1}$ is always greater than 0 because 1) when $C$ is odd, as the complex roots appear as conjugates, $\prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1} > 0$. 2) when $C$ is even, besides $z_0^* = 1$, there exists another real root on the negative real axis (denoted as $z_C^*$, where $-1 \leq z_C^* < 0$). So, we have $\frac{z_C^*}{z_C^* - 1} > 0$, which leads to $\prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1} > 0$.

To validate Eq. B.5, consider the fixed capacity situation where $s_C^{(n)} = 1$ and $\bar{S}^{(n)} = C$. Then Eq. B.5 reduces to

$$q_0^{(n)} \Big|_{s_C^{(n)} = 1} = (C - Y^{(n)}) \prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1}$$  \hspace{1cm} (B.8)$$

This is the same as Chaudhry et al. (1987). Now we will derive $q_1^{(n)}$. Observing that the numerator of Eq. B.4 can be rewritten as

$$(S^{(n)} - Y^{(n)})(z - 1) \prod_{i=1}^{C-1} \frac{z - z_i^*}{1 - z_i^*} = \frac{1}{s_C^{(n)}} (S^{(n)} - Y^{(n)}) \prod_{i=1}^{C-1} \frac{z_i^*}{z_i^* - 1} \prod_{i=1}^{C-1} \frac{z_i^* - z}{z_i^* - 1} s_C^{(n)}$$

$$= s_C^{(n)} q_0^{(n)} (z - 1) \prod_{i=1}^{C-1} \left(1 - \frac{z}{z_i^*}\right)$$

$$= -s_C^{(n)} q_0^{(n)} \prod_{i=0}^{C-1} \left(1 - \frac{z}{z_i^*}\right)$$  \hspace{1cm} (B.9)$$

Define $\prod_{i=0}^{C-1} \left(1 - \frac{z}{z_i^*}\right) := \sum_{j=0}^{C} \eta_j z^j$, where $\eta_j$ is the polynomial coefficient of $z^j$. For the RHS of Eq. B.5, the polynomial coefficient of $z^{C-k}$ is $-\sum_{u=k}^{C} s_u^{(n)} q_u^{(n)}$. And from Eq. B.9, the polynomial coefficient of $z^{C-k}$ is $-s_C^{(n)} q_0^{(n)} \eta_{C-k}$. Matching the coefficient of the same order of $z$ leads to

$$s_C^{(n)} q_0^{(n)} \eta_{C-k} = \sum_{u=k}^{C} s_u^{(n)} q_u^{(n)} \quad k = 1, 2, \ldots, C - 1$$  \hspace{1cm} (B.10)$$

To validate Eq. B.10, consider the fixed capacity situation where $s_C^{(n)} = 1$ and $s_k^{(n)} = 0, \forall 0 \leq k < C$. then Eq. B.10 reduces to
\[ q_{C-k}^{(n)} = q_{0}^{(n)} \eta_{C-k} \quad k = 1, 2, \ldots, C - 1 \quad \text{if } s_{C}^{(n)} = 1 \] (B.11)

which is the same as Chaudhry et al. (1987).

Eq. B.10 can be expressed in a matrix form by adding \( s_{C}^{(n)} q_{0}^{(n)} \eta_{0}^{(n)} = s_{C}^{(n)} q_{0}^{(n)} \) (note that \( \eta_{0}^{(n)} = 1 \) by definition):

\[ \tilde{\eta}^{(n)} = q_{0:C-1}^{(n)} \Lambda^{(n)} \] (B.12)

where \( \tilde{\eta}^{(n)} = [s_{C}^{(n)} q_{0}^{(n)} \eta_{0}^{(n)} , s_{C}^{(n)} q_{0}^{(n)} \eta_{1}^{(n)} , \ldots , s_{C}^{(n)} q_{0}^{(n)} \eta_{C-1}^{(n)}] \in \mathbb{R}^{C} \) and

\[
\Lambda^{(n)} = \begin{bmatrix}
    s_{C}^{(n)} & s_{C-1}^{(n)} & s_{C-2}^{(n)} & \ldots & s_{1}^{(n)} \\
    0 & s_{C}^{(n)} & s_{C-1}^{(n)} & \ldots & s_{2}^{(n)} \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    0 & 0 & \ldots & s_{C}^{(n)} & s_{3}^{(n)} \\
    0 & 0 & \ldots & 0 & s_{4}^{(n)} \\
    0 & 0 & \ldots & 0 & \ldots & \ldots & \ldots & \ldots & s_{C}^{(n)}
\end{bmatrix} \in \mathbb{R}^{C \times C} \] (B.13)

As \( s_{C}^{(n)} > 0 \) is a known condition, the triangular matrix \( \Lambda^{(n)} \) is invertible. Thus, we have

\[ q_{0:C-1}^{(n)} = \tilde{\eta}^{(n)} (\Lambda^{(n)})^{-1} \] (B.14)

**Appendix C. Derivation of queue length mean and variance**

Here we try to provide analytical formulations of \( \mathbb{E}[Q^{(n)}] \) and \( \text{Var}[Q^{(n)}] \). The key is to find \( Q'(1) \) and \( Q''(1) \). The derivation follows the similar idea in Powell (1981).

Let \( A(z) = \frac{(S^{(n)} - Y^{(n)})^{-1}}{1(z)} - \sum_{u=0}^{C} s_{u}^{(n)} z^{C-u} \) and \( B_{i}(z) = \frac{z^{-i}}{1-z}, \) then \( Q(z) = A(z) \prod_{i=1}^{C-1} B_{i}(z). \) Based on the fact that \( B_{i}(1) = 1 \) and \( Q(z) = 1, \) we must have \( A(1) = 1. \) Hence,

\[
Q'(1) = A'(1) B_{1}(1) \ldots B_{C-1}(1) + A(1) B_{1}'(1) \ldots B_{C-1}(1) + \ldots + A(1) B_{1}(1) \ldots B_{C-1}'(1)
\]

\[ = A'(1) + \sum_{i=1}^{C-1} B_{i}'(1) \] (C.1)

Since \( B_{i}'(1) = \frac{1}{1-z_i}, \) the problem now becomes finding \( A'(1). \) Again, let \( A(z) = \frac{A_{1}(z)}{A_{2}(z)} \). Then,

\[
A'(z) = \frac{A_{1}'(z) A_{2}(z) - A_{1}(z) A_{2}'(z)}{(A_{2}(z))^2}
\] (C.2)

Notice that when \( z \to 1, \) the numerator and denominator of \( A'(z) \) approach 0 (because \( A_{1}(1) = 0 \) and
\( A_2(1) = 0 \). Therefore, applying L'Hopital's rule yields:

\[
A'(z) = \frac{A''_2(z)A_2(z) - A_1(z)A''_2(z)}{2A_2(z)A'_2(z)} \tag{C.3}
\]

Again we have \( 0/0 \) when \( z \to 1 \) because \( A''_1(z) = 0 \) and \( A_2(1) = 0 \). Applying L'Hopital's rule once more gives:

\[
A'(z) = -\frac{A'_1(z)A''_2(z) - A_1(z)A'''_2(z)}{2A'_2(z)A''_2(z) + 2A_2(z)A'''_2(z)} \tag{C.4}
\]

Substituting \( z = 1 \) leads to

\[
A'(1) = -\frac{A'_1(1)A''_2(1)}{2(A'_2(1))^2} \tag{C.5}
\]

Based on the fact that \( Y(1) = 1 \), \( Y'(1) = \bar{Y}(n) \), \( Y''(1) = \mathbb{E}[(Y^{(n)})^2] - \bar{Y}(n) \), we have

\[
A'_1(1) = \bar{S}^{(n)} - \bar{Y}(n) \tag{C.6}
\]

\[
A'_2(1) = \frac{Cz^{C-1}Y(z) - Y'(z)z^C}{Y(z)^2} - \frac{C}{Y(z)^2} \sum_{u=0}^{C} (C - u)s_{u}^{(n)} z^{C-u} \bigg|_{z=1} = \bar{S}^{(n)} - \bar{Y}(n) \tag{C.7}
\]

\[
A''_2(1) = \frac{C(C-1)z^{C-2} - 2Y'(z)Cz^{C-1}}{Y(z)^2} - \frac{2Y''(z)z^C}{Y(z)^2} - \frac{2Y'(z)^2 z^C}{Y(z)^3} - \sum_{u=0}^{C} (C - u)(C - u - 1)s_{u}^{(n)} z^{C-u-2} \bigg|_{z=1}
\]

\[
= C(C-1) - 2\bar{Y}(n)C - \mathbb{E}[(Y^{(n)})^2] + 2(\bar{Y}(n))^2 + \bar{Y}(n) - C^2 + C + 2C\bar{S}(n) - \bar{S}(n) - \mathbb{E}[(S^{(n)})^2]
\]

\[
= -2\bar{Y}(n)C - \mathbb{E}[(Y^{(n)})^2] + 2(\bar{Y}(n))^2 + \bar{Y}(n) + 2C\bar{S}(n) - \bar{S}(n) - \mathbb{E}[(S^{(n)})^2] \tag{C.8}
\]

Substituting Eq. C.6, C.7, and C.8 into Eq. C.5 results in

\[
A'(1) = \frac{2\bar{Y}(n)C + \mathbb{E}[(Y^{(n)})^2] - 2(\bar{Y}(n))^2 - \bar{Y}(n) - 2C\bar{S}(n) + \bar{S}(n) + \mathbb{E}[(S^{(n)})^2]}{2(\bar{S}(n) - \bar{Y}(n))} \tag{C.9}
\]

Therefore, we have

\[
\mathbb{E}[Q^{(n)}] = \frac{2\bar{Y}(n)C + \mathbb{E}[(Y^{(n)})^2] - 2(\bar{Y}(n))^2 - \bar{Y}(n) - 2C\bar{S}(n) + \bar{S}(n) + \mathbb{E}[(S^{(n)})^2]}{2(\bar{S}(n) - \bar{Y}(n))} + \sum_{i=1}^{C-1} \frac{1}{1 - z_i^n} \tag{C.10}
\]

To validate this formulation, let us consider a fixed capacity situation with \( s_{C}^{(n)} = 1 \). Then \( \bar{S}(n) = C \), \( \mathbb{E}[(S^{(n)})^2] = C^2 \). Then Eq. C.10 reduces to

\[
\mathbb{E}[Q^{(n)}] \bigg|_{s_{C}^{(n)} = 1} = \frac{C - C^2 + 2\bar{Y}(n)C + \mathbb{E}[(Y^{(n)})^2] - 2(\bar{Y}(n))^2 - \bar{Y}(n) + \sum_{i=1}^{C-1} \frac{1}{1 - z_i^n}}{2(C - \bar{Y}(n))} \tag{C.11}
\]
which is equivalent to Powell (1981)’s.

According to Eq. 24, the key to obtain Var[Q^\(n\)] is to calculate Q''(1). Taking the logarithm of 
\[ Q(z) = A(z) \prod_{i=1}^{C-1} B_i(z) \] 
gives
\[ \log Q(z) = \log A(z) + \sum_{i=1}^{C-1} \log B_i(z) \] (C.12)

Taking derivatives of both sides leads to
\[ \frac{Q'(z)}{Q(z)} = \frac{A'(z)}{A(z)} + \sum_{i=1}^{C-1} \frac{B'_i(z)}{B_i(z)} \] (C.13)

Taking derivatives again:
\[ \frac{Q''(z)}{Q(z)} - \frac{Q'(z)^2}{Q(z)^2} = \frac{A''(z)}{A(z)} - \frac{A'(z)^2}{A(z)^2} + \sum_{i=1}^{C-1} \left( \frac{B''_i(z)}{B_i(z)} - \frac{B'_i(z)^2}{B_i(z)^2} \right) \] (C.14)

Solving for Q''(z) and letting z = 1 gives:
\[ Q''(1) = \mathbb{E}[Q^{(n)}]^2 + A''(1) - A'(1)^2 + \sum_{i=1}^{C-1} (B''_i(1) - B'_i(1)^2) \] (C.15)

Notice that B''_i(1) = 0 (\(\forall i = 1, \ldots, C-1\)) and \(\mathbb{E}[Q^{(n)}] = Q'(1)\). Substituting Eq. C.1 and C.15 into Eq. 24 gives
\[ \text{Var}[Q^{(n)}] = A''(1) - A'(1)^2 + A'(1) + \sum_{i=1}^{C-1} (B'_i(1) - B'_i(1)^2) \] (C.16)

Now we only need to solve for A''(1). The process is similar to finding A'(1). Applying L’Hopital’s rule five times to Eq. C.4 and substituting z = 1 leads to
\[ A''(1) = \frac{-2A'_2(1)A''_2(1) + 3A'_2(1)^2}{6A'_2(1)} \] (C.17)

Notice that the derivation process uses A''_1(z) = 0, A_1(1) = 0, A_2(1) = 0, and A'_2(1) = A'_2(1). Details are
omitted due to the tedious mathematical manipulation. To obtain $A''_2(1)$, taking derivative of Eq. (C.8) gives:

$$
A''_2(1) = \left[ \frac{C(C - 1)(C - 2)z^{C-3}}{Y(z)} - \frac{3Y'(z)C(C - 1)z^{C-2}}{Y(z)^2} - \frac{3Y''(z)zCz^{C-1}}{Y(z)^2} + \frac{4Y'(z)^2Cz^{C-1}Y(z)}{Y(z)^4} - \frac{Y'''(z)z^C}{Y(z)^2} + \frac{2Y(z)Y'(z)Y''(z)z^C}{Y(z)^4} + \frac{4Y'(z)^2Y''(z)z^C + 2Cz^{C-1}Y'(z)^2}{Y(z)^3} - \frac{6Y(z)Y'(z)^3z^C}{Y(z)^6} \right]
$$

$$
- \sum_{u=0}^{C} (C - u)(C - u - 1)(C - u - 2)\bar{s}_u(z)^{C-u-3}
$$

$$
= C(C - 1)(C - 2) - 3\bar{Y}^{(n)}C(C - 1) - 3Y''(1)C + 6(\bar{Y}^{(n)})^2C = \int \frac{6\bar{Y}^{(n)}Y''(1)}{z + (3 - 3C)\bar{S}(n) + (3 - 3C)E[(S^{(n)})^2] + E[(S^{(n)})^3]}
$$

(C.18)

Notice that $Y'''(1) = \int[(Y^{(n)})^3] - 3\int[(Y^{(n)})^2] + 2Y^{(n)}$. Hence,

$$
A''_2(1) = 3C^2\bar{S}(n) - 3C^2\bar{Y}^{(n)} - 6C\bar{S}(n) - 3C\int[(S^{(n)})^2] - 3\int[(Y^{(n)})^2] + 6C(\bar{Y}^{(n)})^2 + 6C\bar{Y}^{(n)} + 2\bar{S}(n)
$$

$$
+ 3\int[(S^{(n)})^2] + \int[(S^{(n)})^3] + 6\int[(Y^{(n)})^2]\bar{Y}(n) + 3\int[(Y^{(n)})^2] - \int[(Y^{(n)})^3] - 6(\bar{Y}^{(n)})^3 - 6(\bar{Y}^{(n)})^2 - 2\bar{Y}(n)
$$

(C.19)

Substituting Eq. C.7, C.8, and C.19 into Eq. C.17 results in

$$
A''(1) = \int\left[ 6C^2(\bar{S}(n))^2 - 12C^2(\bar{S}(n))(\bar{Y}(n)) + 6C^2(\bar{Y}(n))^2 - 6C(\bar{S}(n))\int[(S^{(n)})^2] - 6C(\bar{S}(n))\int[(Y^{(n)})^2](\bar{Y}(n))^2 + 12C(\bar{S}(n)) + 6C\int[(S^{(n)})^2](\bar{Y}(n)) + 6C\int[(Y^{(n)})^2](\bar{Y}(n)) - 12C(\bar{Y}(n))^3 - (\bar{S}(n))^2 - 2(\bar{S}(n))\int[(S^{(n)})^3] - 12(\bar{S}(n))\int[(Y^{(n)})^2](\bar{Y}(n)) + 2(\bar{S}(n))(\bar{Y}(n)) + 2(\bar{S}(n))(\bar{Y}(n)) + 12(\bar{S}(n))\int[(Y^{(n)})^2](\bar{Y}(n)) + 3\int[(Y^{(n)})^2] - 2\int[(Y^{(n)})^3](\bar{Y}(n)) - (\bar{Y}(n))^2 \right] / 6(\bar{S}(n) - \bar{Y}(n))
$$

(C.20)

Now with Eq. C.20 and C.9 we have

$$
A''(1) - A'(1)^2 + A'(1) = \left[ (\bar{S}(n))^2 - 4\bar{S}(n)\int[(S^{(n)})^3] - 24\bar{S}(n)\int[(Y^{(n)})^2]\bar{Y}(n) + 4\bar{S}(n)\int[(Y^{(n)})^3]
$$

$$
+ 24\bar{S}(n)(\bar{Y}(n))^3 - 2\bar{S}(n)(\bar{Y}(n)) + 3\int[(S^{(n)})^2][\int[(Y^{(n)})^2] - 12\int[(S^{(n)})^2] + 4\int[(S^{(n)})^3] + 3\int[(Y^{(n)})^2] + 12\int[(Y^{(n)})^2] - 4\int[(Y^{(n)})^3]\bar{Y}(n) - 12(\bar{Y}(n))^4 + (\bar{Y}(n))^2 \right] / 12(\bar{S}(n) - \bar{Y}(n))^2
$$

(C.21)
Slight manipulation of Eq. C.21 leads to

\[ A''(1) - A'(1)^2 + A'(1) = \frac{-4(\bar{S}(n) - \bar{Y}(n))(\bar{S}(n) - \bar{Y}(n)) + 3(\bar{S}(n) + \bar{Y}(n))^2 - [6(\bar{S}(n) - \bar{Y}(n)) - 1](\bar{S}(n) - \bar{Y}(n))^2 - (\bar{S}(n) - \bar{Y}(n))^4}{12(\bar{S}(n) - \bar{Y}(n))^2} \]

Observe that \( B'_i(1) - B'_i(1)^2 = \frac{-z^*_i}{(1 - z^*_i)^2} \). Therefore, substituting Eq. C.21 into C.16 gives the final results:

\[ \text{Var}[Q^{(n)}] = \frac{-4(\bar{S}(n) - \bar{Y}(n))(\bar{S}(n) - \bar{Y}(n)) + 3(\bar{S}(n) + \bar{Y}(n))^2 - [6(\bar{S}(n) - \bar{Y}(n)) - 1](\bar{S}(n) - \bar{Y}(n))^2 - (\bar{S}(n) - \bar{Y}(n))^4}{12(\bar{S}(n) - \bar{Y}(n))^2} - \sum_{i=1}^{C-1} \frac{z^*_i}{(1 - z^*_i)^2} \]