
LOCAL LIMIT THEOREM FOR JOINT SUBGRAPH COUNTS
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Abstract. Extending a previous result of the first two authors, we prove a local limit theorem
for the joint distribution of subgraph counts in the Erdős-Rényi random graph G(n, p). This limit
can be described as a nonlinear transformation of a multivariate normal distribution, where the
components of the multivariate normal correspond to the graph factors of Janson. As an application,
we show a number of results concerning the existence and enumeration of proportional graphs and
related concepts, answering various questions of Janson and collaborators in the affirmative.

1. Introduction

For a fixed graph H and probability p ∈ (0, 1), the count XH of subgraphs isomorphic to H
in the Erdős-Rényi random graph G(n, p) has been one of the most frequently studied random
variables in the theory of random graphs. While a central limit theorem for XH , establishing that
it, properly normalized, converges to a normal distribution in the limit n → ∞, was established by
Nowicki in 1985 [13] (see also [14, 17]), a series of recent works has focused on the local aspects
of the distribution of XH , with the aim of controlling the point probabilities P[XH = x] (see [3]
and references therein). Chief among these results are a series of local limit theorems [4, 2, 1, 18],
culminating in the following local limit theorem of the first two authors for all connected subgraph
counts:

Theorem 1.1 ([18, Theorem 1.1]). Let H be a connected graph with at least two vertices and let
p ∈ (λ, 1 − λ). Then, for every ε > 0 and x ∈ Z, we have∣∣∣∣σP[XH = x] − N

(
x− E[XH ]

σ

)∣∣∣∣ ≲H,λ,ε n
−1/2+ε,

where σ2 = Var[XH ] and N (z) = (2π)−1/2e−z2/2 is the standard normal probability distribution
function.

The main objective of this paper is to develop a local limit theorem for joint distributions of
connected subgraph counts, controlling probabilities of the form P[XH = xH ∀H ∈ H] for certain
sets of connected graphs H. Such a result would be applicable far beyond connected subgraph
counts, as every graph statistic counting structures of bounded size,1 including subgraph counts of
disconnected graphs and induced subgraph counts, can be written as a function of n and a finite
number of connected subgraph counts (see Section 2 of this paper for more details).
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1Formally, such a graph statistic must be vertex-symmetric and satisfy the condition that, for every n, it can be
written as a polynomial in the indicator functions of the edges of the graph with degree bounded independently of n.
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From a purely distributional standpoint, the behavior of (XH)H∈H was settled (albeit somewhat
unsatisfyingly) by Nowicki [13], who observed that for large n, almost all the variation in XH

is controlled by the edge count of the graph, thus implying that in the n → ∞ limit, any finite
collection of subgraph counts converges in distribution to a collection of perfectly correlated normal
random variables. In order to study graph statistics on G(n, p) for which the above description is
insufficiently precise, Janson [5, 7] developed the notion of graph factors γH , analogues of subgraph
counts obtained through an orthogonalization process. Specifically, letting xe be the indicator
variable of an edge e and χe = (xe −p)/

√
p(1 − p) be a normalized version of xe satisfying E[χe] = 0

and E[χ2
e] = 1, Janson defined

γH =
∑

H′∼=H

∏
e∈E(H′)

χe,

where the sum is over all subgraphs H ′ of Kn isomorphic to H. It is straightforward to show that
if H and H ′ have no isolated vertices, then E[γHγH′ ] is 0 if H ≇ H ′ and otherwise equal to the
number of subgraphs of Kn isomorphic to H ∼= H ′. Moreover, we will show in Section 2 of this
paper that if we restrict ourselves to connected H, then the γH are algebraically independent, and
that the XH can be canonically be written as polynomials in the γH , and vice versa.

Janson proved that for any finite collection H of (nonisomorphic) connected graphs with at
least two vertices,2 the distribution of (γH)H∈H, after appropriate scaling, converges to a standard
multivariate normal distribution, with no correlations between different graph factors. Transforming
back to subgraph counts yields a model of the joint distribution of subgraph counts consisting of a
polynomial transform of a multivariate normal distribution.

The main result of this paper states that this model is asymptotically correct even at the level of
point probabilities.

Theorem 1.2. Let p ∈ (λ, 1 − λ) and let H be a downwards closed set of nonisomorphic connected
graphs with at least two vertices (in the sense of Definition 2.7). Then, for every ε > 0 and
permissible (yH)H∈H (in the sense of Definition 2.11) we have∣∣∣∣∣P[γH = yH ∀H ∈ H]

∏
H∈H

(
(p(1 − p))e(H)/2σH

)
−
∏

H∈H
N (yH/σH)

∣∣∣∣∣ ≲H,λ,ε n
−1/2+ε,

where σ2
H = Var[γH ] and N (z) = (2π)−1/2e−z2/2 is the standard normal probability distribution

function.

Two terms in Theorem 1.2, which will be defined formally in Section 2, merit discussion. First of
all, the “downwards closed” condition is needed to ensure that there is a bijective mapping between
(γH)H∈H and (XH)H∈H, and encompasses choices for H such as the set of connected graphs H
with 2 ≤ v(H) ≤ a and e(H) ≤ b, for arbitrary positive integers a ≥ 2 and b ≥ 1. Second, a
tuple (yH)H∈H is permissible if and only if it corresponds to values for (XH)H∈H that are integers;
obviously, if (yH)H∈H is not permissible, we have P[γH = yH ∀H ∈ H] = 0. The set of permissible
(yH)H∈H forms a “skew lattice”3 with density (p(1 − p))

∑
H∈H e(H)/2, explaining the appearance of

that term in Theorem 1.2.
Combined with appropriate tail bounds on the γH , Theorem 1.2 paves the way for a complete

description of the local distribution of any graph statistic that can be written in terms of a
finite number of connected subgraph counts, including disconnected subgraph counts and induced

2If H is a single vertex, γH is always n and thus is uninteresting in this context.
3For the purposes of this introduction, a skew lattice is, after possibly permuting coordinates, the image of Zd

under a “upper triangular” map of the form (x1, . . . , xd) 7→ (a1x1 +ψ1, a2x2 +ψ2(x1), . . . , adxd +ψd(x1, . . . , xd−1)) for
nonzero a1, . . . , ad, constant ψ1, and arbitrary functions ψ2, . . . , ψd. The density of such a skew lattice is 1/|a1a2 · · · ad|.
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subgraph counts which may not necessarily have an associated local central limit theorem (see [18,
Theorem 1.3]). Moreover, Theorem 1.2 locally controls the joint distribution of any collection of
such graph statistics; in particular, since edge count is a subgraph count, it allows for local limit
theorems to be proven in the G(n,m) model as well.

Another application of Theorem 1.2 is to show the existence of graphs with exactly specified
subgraph counts, as it implies that given any integer tuple (xH)H∈H depending on n, the probability
that XH = xH for all H is positive for sufficiently large n, provided that corresponding values
of (γH/σH)H∈H are bounded. In Section 6, we apply this to the theory of proportional graphs,
developed to describe the different asymptotic behaviors of the induced subgraph count YH of a
graph H in the G(n, p) and G(n,m) models. Answering a question of Janson [7], we show that
for almost all4 rational p ∈ (0, 1) (the characterization of which we explicitly state), there exist
infinitely many H such that the variable YH in the G(n, ⌊p

(
n
2
)
⌋) model satisfies Var[YH ] ≍ n2v(H)−6

and converges to a nonnormal distribution. Interestingly, the integrality constraints translate to
nontrivial number theory; for instance, if we set p = 1

2 , every such H must have more than 10390

vertices!

Proof overview.

Fourier analysis, Stein’s method, and decoupling. The proof of Theorem 1.2 is Fourier-analytic
in nature and follows the same basic outline as [18] (which in turn generalized techniques from
[1]). After applying Fourier inversion, we aim to show a multivariate characteristic function φF

X(t)
(whose precise definition we will postpone) involving the XH is close to φF

Z (t), the characteristic
function of a transformed multivariate normal. To accomplish this, we use two classes of techniques
depending on the size of t. At small frequencies, we use a multivariate generalization of Stein’s
method of exchangeable pairs due to Meckes [12] to show that the γH are well-approximated by
independent normal random variables. At larger t, where φF

Z (t) becomes negligibly small, we use a
decoupling trick of Berkowitz [1] to show that φF

X(t) is similarly small. Numerous different setups
are needed to handle various cases concerning the sizes of the components of t, but as in [18], there
is a fundamental distinction between t of intermediate-size and t that are extremely large.

Integral factor systems. A major step within the proof is to identify the appropriate lattice on
which to apply Fourier inversion. If one uses (XH)H∈H, the aforementioned correlations between
the different XH make it so that the characteristic function is no longer concentrated sufficiently
near the origin, rendering our proof method useless. On the other hand, the space of permissible
(γH)H∈H, where these correlations have been removed, is not a lattice at all! To resolve this issue,
we introduce what we call an integral factor system F = (FH)H∈H, which behaves as a hybrid of
(XH) and (γH). Like (γH), most of the correlations between the XH have been removed, making
the characteristic function well-behaved. Moreover, the set of (FH) corresponding to integral (XH)
is precisely ZH, which allows Fourier inversion to be used. For further discussion motivating integral
factor systems, see Section 2.2. We believe the underlying techniques will prove useful in many
situations where one seeks to establish a multivariate local limit theorem.

Polynomial bases for graph statistics. To facilitate the conversion between the XH , FH , and γH , we
introduce a number of closely related algebraic objects that keep track of the relations between these
statistics, which can be viewed as either a discrete analogue of the flag algebras of Razborov [16], or
a graph-theoretic analogue of the ring of symmetric functions. Just as there are many standard
bases for symmetric functions (such as mλ, pλ, eλ, and sλ), we find several different bases (such as
XH and γH) of these objects, which are all used at different points in the proof.

4though not cofinitely many
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Outline. In Section 2, we discuss the algebraic relations between the XH and γH and construct
integral factor systems. In Section 3 we set up the main Fourier inversion, while we control the
characteristic function in Section 4 for small t and in Section 5 for large t. In Section 6 we discuss
applications to proportional graphs and related concepts.

Notation and conventions. All graphs considered in this paper are finite and simple. Given
a graph G, we let V (G) and E(G) denote the vertices and edges of G, respectively, and let v(G),
e(G), and autG denote the number of vertices, edges, and automorphisms of G. We let ⊔ denote
the disjoint union of graphs, kG denote the disjoint union of k copies of G, and Ḡ denote the
complement of G. We let Kn, Km,n, and Pn denote the complete, complete bipartite, and path
graph on n vertices, m+ n vertices, and n edges, respectively. We consider the empty graph K0 to
be disconnected and denote it using the symbol ∅. We also let • be a shorthand for K1. Finally,
given a graph H and partition P of its vertices such that no vertices in the same part are connected
by an edge, we define H/P to be a graph on P, with two partitions connected if there is at least
one edge of H between their individual vertex sets.

We take f ≲ g to mean f = O(g), with subscripts on either the ≲ or the O denoting dependence
in the explicit constants. We let f ≍ g mean f = Θ(g), with subscripts treated similarly. We
define [n] = {1, 2, . . . , n}, which we at times identify with the vertices of Kn and G(n, p). When
considering some 0 < p < 1, we will always have p ∈ (λ, 1 − λ). Whenever considering a set of
graphs H, the letter ℓ will always denote the maximum number of vertices of a graph in H. Note
that an asymptotic with constant depending on ℓ is equivalent to an asymptotic with constant
depending on H, as for each value of ℓ there are only finitely many possibilities for H.

2. Subgraph Count Arithmetic

2.1. Polynomial relations between subgraph count statistics. In this subsection, we will
treat XH and γH as functions {graphs} → R. We will also define the following other statistics:

Definition 2.1. For a graph H let X̃H = autH ·XH be the number of injective homomorphisms from
H into a given graph. If H1, . . . ,Hm are the connected components of H, then let X∗

H =
∏

i∈[m]XHi

and X̃∗
H =

∏
i∈[m] X̃Hi . Define γ̃H , γ∗

H , and γ̃∗
H similarly.

Remark 2.2. It is not in general true that X̃∗
H = autH ·X∗

H , since aut(H1 ⊔H2) is not necessarily
equal to autH1 · autH2.

Definition 2.3. Given two graphs H1 and H2, write H1 ⪯ H2 if H1 can be obtained from H2 via a
combination of edge deletion, vertex deletion, and merging disconnected vertices. Write H1 ≺ H2 if
H1 ⪯ H2 but H1 ̸= H2.

This is clearly a partial order on graphs.

Proposition 2.4. Let µH and νH denote any two of

XH , X∗
H , (p(1 − p))e(H)/2γH , or (p(1 − p))e(H)/2γ∗

H .

Then, for any H, one can write νH as a linear combination
∑

H′⪯H aH′µH′, where aH ≍H 1,
aH′ ≲H 1 for all H ′ ⪯ H, and aH = 1 if H is connected. (Note that these bounds are independent
of p.)

Proof. It is not difficult to see that the condition in Proposition 2.4 between µH and νH is an
equivalence relation. Therefore it suffices to check the condition three times for suitable µH and νH .
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First we consider µH = XH and νH = X∗
H . If H is connected, we have X∗

H = XH , so we are
done. Otherwise, letting H1, . . . ,Hm denote the connected components of H, we claim that

X̃∗
H =

∑
P
X̃H/P ,

where P runs over all set partitions of V (H) where all elements of V (Hi) are in different parts for all
i. Indeed, the left-hand side, evaluated on a given G, counts the number of graph homomorphisms
H → G that are injective on each Hi. For each such homomorphism, there is a unique such
set partition describing which vertices of H map to the same vertex of G, and the number of
homomorphisms corresponding to a given set partition P can be easily shown to be exactly X̃H/P .
Note that H/P ⪯ H for all P, and equality holds if and only if all the components of P are
singletons. Converting from the X̃H and X̃∗

H to XH and X∗
H , we get the desired linear relation

where all coefficients are independent of p (and hence certainly OH(1)) and the coefficient of H is
positive.

Now we consider µH = (p(1 − p))e(H)/2γH and νH = XH . Since xe =
√
p(1 − p)χe + p, we

conclude that
X̃H =

∑
H′⊆H

pe(H)−e(H′)(p(1 − p))e(H′)/2γ̃H′

and hence

(2.1) XH =
∑

H′⊆H

autH ′

autH pe(H)−e(H′)(p(1 − p))e(H′)/2γH′ .

Finally, we consider µH = X∗
H and νH = (p(1 − p))e(H)/2γ∗

H . Here, note that by combining the
previous two cases we may construct identities of the form (p(1 − p))e(H)/2γH =

∑
H′⪯H aH′X∗

H .
Multiplying these identities for various connected H yields the desired. (Here we have used the fact
that if H ′

1 ⪯ H1 and H ′
2 ⪯ H2, then H ′

1 ⊔H ′
2 ⪯ H1 ⊔H2.) □

We now construct the following object to encapsulate all these relations:

Definition 2.5. Let R be the R-vector space generated by the XH .

Corollary 2.6. The sets {XH}, {X∗
H}, {γH}, and {γ∗

H} are all bases of R. Moreover, as rings,

R = R[XH : H connected] = R[γH : H connected].

Proof. The functions XH are linearly independent, since XH is 1 on the graph H but 0 on any
graph H ′ ≺ H. Thus {XH} is a basis of R. The fact that {X∗

H}, {γH}, and {γ∗
H} are bases as well

follows from Proposition 2.4. The fact that R = R[XH : H connected] (resp. R[γH : H connected])
is an alternate way of saying that the X∗

H (resp. γ∗
H) form a basis of R. □

In particular, the fact that R = R[XH : H connected] implies that R is an R-algebra.
At this point, we may now define the terms used in Theorem 1.2.

Definition 2.7. A finite set of non-• connected graphs H is downwards closed if for all H ∈ H and
H ′ ⪯ H with H ′ connected and not •, we have H ′ ∈ H. In this case, it is true that if H ′ ⪯ H ∈ H,
all components of H ′ are in H ∪ {•}; thus Proposition 2.4 implies that

R[XH : H ∈ H ∪ {•}] = R[γH : H ∈ H ∪ {•}].

Call this algebra RH.

Remark 2.8. There does not appear to be a nice basis of RH in terms of the unstarred XH or γH .
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Now, in R, we have X• = γ•, and both evaluate to the number of vertices of a given graph. Thus,
if we are working with graphs with a fixed number of vertices n, it makes sense to consider the
following object.

Definition 2.9. For an integer n, let Rn = R/(γ• − n) and for downwards closed H let RH,n =
RH/(γ• − n). Note that the intersection of the ideal (γ• − n) ⊆ R with RH is the ideal generated
(γ• − n) in RH, so we may treat RH,n as a subalgebra of Rn.

Remark 2.10. Since R was defined as a subalgebra of the algebra of functions {graphs} → R, a
relation between statistics in R can be verified by checking it for all graphs. However, this is not
the case for Rn; there are elements that evaluate to zero on all n-vertex graphs (such as XH for H
with more than n vertices) but are not actually zero.

We may now define the notion of permissibility as being values of (γH)H∈H “corresponding” to
integral subgraph counts, in the following manner.

Definition 2.11. An evaluation is an algebra homomorphism Φ: RH,n → R. Call an evaluation
Φ integral if Φ(XH) ∈ Z for all H ∈ H. For a given integer n and downwards closed H, a tuple
(yH)H∈H is permissible if there exists an integral evaluation Φ on RH,n such that Φ(γH) = yH for
all H ∈ H.

Finally, as we will frequently work with graphs with no isolated vertices, we abbreviate “graph
with no isolated vertices” to “NIV graph”.

2.2. Motivational remarks on integral factor systems. In order to prove Theorem 1.2, we
will use Fourier inversion, deriving it from the result that a characteristic function based on the
XH is close to a characteristic function based on a multivariate normal. However, the appropriate
lattice to use is far from obvious. To illuminate the types of issues that can arise, we begin with a
motivational note.

As a toy example, let (X1, X2) be integer-valued random variables (depending on n) and suppose
we wish to show that (X1, X2) is locally close in distribution to (nZ1, n

2Z2 + f(Z1)), where Z1
and Z2 are independent standard normal random variables and f is an arbitrary, but reasonably
well-behaved, function (also depending on n). Since the map (z1, z2) 7→ (nz1, n

2z2 + f(z1)) has
Jacobian determinant n3 for differentiable f , we formally wish to show that

P[(X1, X2) = (x1, x2)] =
N (x1

n )N (x2−f(x1/n)
n2 ) + o(1)
n3 .

A naïve attempt at Fourier inversion would see us define

φX(t1, t2) = E[ei(t1X1+t2X2)] and φZ(t1, t2) = E[ei(t1·nZ1+t2(n2Z2+f(Z1)))],
so that

P[(X1, X2) = (x1, x2)] = 1
(2π)2

∫
[−π,π]2

e−i(t1x1+t2x2)φX(t) dt

and
N (x1

n )N (x2−f(x1/n)
n2 )

n3 = 1
(2π)2

∫
R2
e−i(t1x1+t2x2)φZ(t) dt.

Thus, we will be done if we can show that φX(t) and φZ(t) are sufficiently close.
To investigate the problems that can occur, we will describe φZ(t) for various choices of f . First

of all, in the case where f(z) = 0, we simply have φZ(t) = e−((nt1)2+(n2t2)2)/2, which is concentrated
in an region of area ≍ n−3 near the origin; this situation is shown in Figure 1(a). If one could show
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≍ n−1

≍n−2

(a)

≍n−3

(b)

≍ n−1

≍n−3≍n−2

(c)

Figure 1. Conceptual drawings of φZ(t) on [−π, π]2 for (a) f(z) = 0, (b) f(z) =
αn3z, and (c) f(z) = αn3z2, for some constant α ≍ 1. Black areas indicate where
φZ(t) is of constant order, gray areas indicate where φZ(t) is polynomially small,
and white areas indicate where φZ(t) is superpolynomially small.

|φX(t) − φZ(t)| = o(1) near the origin and φX(t) = n−ω(1) elsewhere in [−π, π]2, the local limit
theorem would then be proved.

A complication occurs, however, if we have f(z) = αn3z, for some constant α ≍ 1. In this case,

φZ(t) = e−((nt1+αn3t2)2+(n2t2)2)/2,

a sheared version of the previous case; this situation is shown in Figure 1(b). While the characteristic
function is still well-concentrated in a region of area n−3, the region in question is roughly a slanted
rectangle of size Θ(1) × Θ(n−3), which notably escapes the square [−π, π]2. In this case, our goal
would be to show that φX(t) is concentrated on the image of this box under the “mod 2π” reduction
map R2 → [−π, π)2, and we would have to carefully construct a correspondence between values of t
and t′ with t ≡ t′ (mod 2π) where we can prove φX(t) = φZ(t′) + o(1).

While this is already somewhat of a headache, a more serious problem arises if we introduce
significant nonlinearity into f ; for example, by letting f(z) = αn3z2 for some α ≍ 1. In this case,

φZ(t) = e−(n2t2)2/2 · E[ei(nt1·Z1+αn3t2·Z2
1 )] = e−(n2t2)2/2 e

−n2t2
1/(2−4iαn3t2)

√
1 − 2iαn3t2

,

which has magnitude

exp
(

−1
2

(
n4t22 + n2t21

1 + 4α2n6t22

))/(
1 + 4α2n6t22

)1/4
.

This function is of constant order on a Θ(n−1) × Θ(n−3) rectangle centered at the origin, but unlike
the previous cases, it does not immediately rapidly decay, and there is now a new intermediate
regime in a box of size Θ(1) × Θ(n−2) where the characteristic function is of size ≍ n−1/2. This
situation is shown in Figure 1(c). For our purposes, this is incredibly problematic, as to prove
the local limit theorem one would now need bounds of the form |φX(t) − φZ(t)| = o(n−1) in the
intermediate regime due to the magnitude of its area, which are implausibly strong.

To motivate the solution to these problems, we make the observation that, fundamentally, all our
issues arose because f(z) became much larger than n2; indeed, if instead we had f(z) = αn2z or
f(z) = αn2z2, one can show that although φZ(t) would undergo some distortion, the basic picture
would remain the same as the f(z) = 0 case, with large values in a Θ(n−1) × Θ(n−2) rectangle
near the origin and rapid decay away from this rectangle. To force this to happen, we transform
(X1, X2) to a different set of integer-valued random variables (F1, F2), given by F1 = X1 and
F2 = X2 − g(X1), where g sends integers to integers. It is clear that the local limit theorem we wish
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to prove is equivalent to proving that (F1, F2) is locally close in distribution to (nZ1, n
2Z2 + f∗(Z1)),

where f∗(z) = f(z) − g(nz). In our examples, we may choose g(x) = ⌊n2α⌋x and g(x) = ⌊nα⌋x2,
respectively, so that f∗(z) = n{n2α}z and f∗(z) = n2{nα}z2, which are sufficiently small for our
purposes.

We remark that the fact that such nice choices of g were available cannot be taken for granted;
if we instead had to prove that (X1, X2) was close to (n2Z1, n

3Z2 + αn4Z2
1), then we would need

g(n2z) = α(n2z)2 +O(n3), and no integer polynomial g satisfies this condition for noninteger α. Any
choice of g in this case would likely be difficult to analyze, and it is doubtful that our methods would
easily transfer. Thankfully, in the case of subgraph counts it is always the case that a polynomial
transform will suffice.

2.3. Integral factor systems. We now define an integral factor system.

Definition 2.12. Given downwards closed H, an integer n, and some η > 0, a collection of statistics
F = (FH)H∈H, where FH ∈ RH,n for all H ∈ H, is an (H, n, η)-integral factor system (abbreviated
(H, n, η)-IFS or IFS if the parameters are unimportant) if for all H ∈ H, in Rn we can write

FH =
∑

NIV H′⪯H

aH′X∗
H′ =

∑
NIV H′⪯H

bH′γ∗
H′ =

∑
NIV H′⪯H

cH′γH′ ,

where
(1) all aH′ are integers and aH = 1;
(2) |bH′ | ≤ ηn(v(H)−v(H′))/2 for all H ′ and bH = (p(1 − p))e(H)/2;
(3) |cH′ | ≤ ηn(v(H)−v(H′))/2 for all H ′ and cH = (p(1 − p))e(H)/2.

Lemma 2.13. For every H and n, an (H, n, η)-IFS exists with η ≲λ,ℓ 1.

The proof of this lemma proceeds in two steps. We first prove it ignoring condition (3) of
Definition 2.12. Then we prove that in fact, any FH satisfying condition (2) must also satisfy (3),
up to multiplying η by a constant depending on λ and ℓ.

Proof of Lemma 2.13 ignoring condition (3). We claim that in this case we can actually get |bH′ | ≤ 1
always. To start, observe that if H consists of the disjoint union of an NIV graph H ′ and m isolated
vertices, then γ∗

H = nmγ∗
H′ in Rn. Therefore, by applying Proposition 2.4 with µH = γ∗

H and
νH = XH and multiplying such relations, we find that for any NIV graph H, in Rn we can write X∗

H

as a linear combination of γ∗
H′ for NIV H ′ ⪯ H such that the coefficient of γ∗

H is (p(1 −p))e(H)/2 < 1.
We now describe a process to construct FH . Start with the identity

X∗
H =

∑
NIV H′⪯H

sH′γ∗
H′ .

While there exists some H ′ with |sH′ | > 1, choose one that is maximal under ⪯, and add a suitable
integer multiple of an identity of the form

X∗
H′ =

∑
NIV H′′⪯H′

s′
H′′γ∗

H′′

to make |sH′ | ≤ 1, which is possible since s′
H′ is positive but less than 1. Note that this process

must terminate, since the only coefficients that can be pushed outside of [−1, 1] are the sH′′ with
H ′′ ≺ H ′. Also, we never have H ′ = H, since we had |sH′ | ≤ 1 at the start; thus the leading terms
on both sides remain XH and (p(1 − p))e(H)/2γH , respectively. In the end, we find that an integer
linear combination of X∗

H′ is equal to a linear combination of γ∗
H′ , where all the coefficents on the

right-hand side have magnitude bounded by 1. We set FH to be this quantity. □

To finish the proof, we first need a small lemma.
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Lemma 2.14. Let H be an NIV graph, and suppose γ∗
H =

∑
H′⪯H aH′γH′ in R. Then, if aH′ ̸= 0,

then H ′ has at most v(H) − v(H ′) isolated vertices.

Proof. Let H ′′ be an NIV graph, and consider EG(n,p)[γH′γH′′ ] for arbitrary H ′ with at most ℓ
vertices. This is zero unless H ′ is the disjoint union of H ′′ and some number m of isolated vertices,
in which case it is precisely

v(H ′′)!
autH ′′

(
n

v(H ′′)

)(
n− v(H ′′)

m

)
≍ nv(H′′)+m.

Thus, it follows that if EG(n,p)[γ∗
HγH′′ ] ≲ nv(H′′)+m, then we must have aH′ = 0 for any H ′ that is

the disjoint union of H ′′ and more than m isolated vertices. We now claim that EG(n,p)[γ∗
HγH′′ ] ≲

n(v(H′′)+v(H))/2, which will finish since any H ′ equal to the disjoint union of H ′′ and m isolated
vertices with aH′ ̸= 0 must satisfy

m ≤ v(H) − v(H ′′)
2 ⇐⇒ m ≤ v(H) − v(H ′′) −m = v(H) − v(H ′).

Expanding out γ∗
H , it suffices to show that for NIV graphs H1, . . . ,Hm, we have

EG(n,p)[γH1 · · · γHm ] ≲ n(v(H1)+···v(Hm))/2.

To see this, note that if we expand out γH1 · · · γHm in terms of the χe, we get a sum of many terms,
indexed by copies of H1, . . . ,Hm in an n-vertex complete graph. Each such term is bounded in terms
of p, and has zero expectation if some edge is covered only once. Since no Hi has an isolated vertex,
no edge being covered once implies that no vertex is covered once, meaning that every term with
nonzero expectation uses at most 1

2(v(H1) + · · · + v(Hm)) vertices. Furthermore, there are OHi(1)
possible overlap patterns given a choice of these vertices. Thus there are OHi(n(v(H1)+···v(Hm))/2)
terms with nonzero expectation, concluding the proof. □

Given Lemma 2.14, the finish is relatively straightforward:

Proof that condition (2) implies (3) in Definition 2.12. By Proposition 2.4, we may write each γ∗
H′

as a sum
∑

H′′⪯H′ sH′′γH′′ where sH′′ ≲λ,ℓ 1. We may ignore terms with sH′′ = 0. If H ′′ is the
disjoint union of an NIV graph H∗ and m isolated vertices, then we have

γH′′ =
(
n− v(H∗)

m

)
γH∗ ,

which, by Lemma 2.14, is in fact Oℓ(n
1
2 (v(H′)−v(H∗)))γH∗ . Combining terms using condition (2)

yields the desired expression of FH =
∑

NIV H′⪯H cH′γH′ with cH′ ≲λ,ℓ n
1
2 (v(H)−v(H′))η. Moreover,

since the coefficient of γH in γ∗
H is 1, we have cH = (p(1 − p))e(H)/2. □

3. Setting up the Main Proof

In this section, we use Fourier inversion to reduce Theorem 1.2 to two inequalities on a characteristic
function: one (Lemma 3.1) at low frequencies and one (Lemma 3.2) at high frequencies, which are
proven in the two subsequent sections.
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3.1. Fourier inversion. Using Lemma 2.13, we take an (H, n, η)-IFS F = (FH)H∈H with η ≲λ,ℓ 1.
Observe that we may consider each FH as both a random variable on G(n, p) and a function of the
(γH)H∈H. Thus, for t = (tH)H∈H, we may define

φF
X(t) = EG(n,p)

[
ei

∑
H tHFH

]
and φF

Z (t) = E
[
ei

∑
H tHFH(σH′ ZH′ : H′∈H)

]
,

where the ZH′ in the second expectation are independent standard normal random variables.
Consider an integral evaluation Φ. Since FH over G(n, p) is always integer-valued, by Fourier

inversion we have

PG(n,p)[FH = Φ(FH) ∀H ∈ H] = 1
(2π)|H|

∫
[−π,π]H

e−i
∑

H tHΦ(FH)φX(t) d|H|t.

Meanwhile, the probability density of (FH(σH′ZH′ : H ′ ∈ H))H∈H at (Φ(FH))H∈H is both

1
(2π)|H|

∫
RH

e−i
∑

H tHΦ(FH)φZ(t) d|H|t,

by Fourier inversion, and ∏
H∈H

N (Φ(γH)/σH)
(p(1 − p))e(H)/2σH

,

since the Jacobian determinant of the transform (γH)H∈H 7→ (FH)H∈H is
∏

H∈H(p(1 − p))e(H)/2.
As a result∣∣∣∣∣P[γH = Φ(γH) ∀H]

∏
H∈H

(
(p(1 − p))e(H)/2σH

)
−
∏

H∈H
N (yH/σH)

∣∣∣∣∣
=
∏

H∈H

(
(p(1 − p))e(H)/2σH

) 1
(2π)|H|

∣∣∣∣∫
RH

e−i
∑

H tHΦ(FH)(φF
X(t)1t∈[−π,π]H − φF

Z (t)) d|H|t

∣∣∣∣
≲ℓ

∏
H∈H

nv(H)/2
∫
RH

|φF
X(t)1t∈[−π,π]H − φF

Z (t))| d|H|t.

To show that this expression is Oλ,ℓ,ε(n−1/2+ε) and hence deduce Theorem 1.2, it suffices to show
the following three lemmas:

Lemma 3.1. Let H be a downwards closed set of graphs, n be a positive integer, and F be an
(H, n, η)-IFS. If we let ε > 0 and Iε =

∏
H∈H[−n−v(H)/2+ε, n−v(H)/2+ε], then for t ∈ Iε we have

|φF
X(t) − φF

Z (t)| ≲λ,ℓ,ε,η n
−1/2+4ε.

Lemma 3.2. With H, n,F , ε, Iε as above, we have that for t ∈ [−π, π]H \ Iε,

|φF
X(t)| = n−ωλ,ℓ,ε,η(1).

Lemma 3.3. With H, n,F , ε, Iε as above, we have∫
RH\Iε

|φF
Z (t)| dkt = n−ωλ,ℓ,ε,η(1).
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3.2. Local smoothness of transformed normals. Lemma 3.3 has nothing to do with graph
theory, so we dispense with it here. In this section, we normalize the Fourier transform using the
convention f̂(t) =

∫
Rd e

it·xf(x) ddx.

Definition 3.4. Let d be a positive integer and let a > 0 be a real number. A (d, a)-quasishear is a
map Ψ: Rd → Rd given by

Ψ(x1, . . . , xd) = (x1 + ψ1, x2 + ψ2(x1), x3 + ψ3(x1, x2), · · · , xd + ψd(x1, . . . , xd−1)),
where |ψ1| ≤ a and ψi, for 2 ≤ i ≤ d, are polynomials of degree at most a and all coefficients
bounded by a.

Proposition 3.5. The inverse of a (d, a)-quasishear is a (d,Od,a(1))-quasishear.

Proof. Given a (d, a)-quasishear,
(x1, . . . , xd) 7→ (x1 + ψ1, x2 + ψ2(x1), x3 + ψ3(x1, x2), · · · , xd + ψd(x1, . . . , xd−1))

its inverse can be defined as (x1, . . . , xd) 7→ (y1, . . . , yd), where the yi are defined recursively by
letting y1 = x1 − ψ1 and yi = xi − ψi(y1, . . . , yi−1) for 2 ≤ i ≤ d. Observe that each yi can be
written as a finite expression in terms of the xi and ψi, so the degrees and coefficients must remain
bounded. □

Lemma 3.6. Let N : Rd → R, given by N (x) = (2π)−d/2e−∥x∥2
2/2, be the standard multivariate

normal probability density. Then for any (d, a)-quasishear Ψ,

|N̂ ◦ Ψ(t)| = ∥t∥−ωd,a(1)
∞ ,

where the asymptotic is taken in the limit ∥t∥∞ → ∞.

Proof. Let r be a positive integer. Then for every index j ∈ [d], we have

|tj |r|N̂ ◦ Ψ(t)| = |(∂r
j (N ◦ Ψ))̂(t)| ≤ ∥∂r

j (N ◦ Ψ)∥1.

We now claim that ∂r
j (N ◦ Ψ)(x) = (N ◦ Ψ)(x)P (x) for some polynomial P (x) of degree and

coefficients that are bounded in terms of d, a, and r. This can be proven by induction on r. The
r = 0 case is trivial, and we note that

∂j((N ◦ Ψ)(x)P (x)) = (N ◦ Ψ)(x)(−(Ψ(x) · ∂jΨ(x))P (x) + ∂jP (x)),
where we have used the fact that ∇N (x) = −xN (x). As a result, we have

∥∂r
j (N ◦ Ψ)∥1 =

∫
Rd

|P (x)|N (Ψ(x)) ddx =
∫
Rd

|P (Ψ−1(x))|N (x) ddx.

Proposition 3.5 implies that P (Ψ−1(x)) is also a polynomial with bounded degree and coefficients,
so this entire integral is bounded. Since j was arbitrary, we conclude that |N̂ ◦ Ψ(x)| ≲d,a,r ∥t∥−r

∞ .
Since r was arbitrary, we are done. □

Proof of Lemma 3.3. Let Ψ be the polynomial map sending(
γH

σH

)
H∈H

7→
(

FH

(p(1 − p))e(H)/2σH

)
H∈H

.

By condition (2) of Definition 2.12 and the fact that σH ≍ℓ n
v(H)/2, we find that Ψ is an (|H|, Oλ,ℓ(η))-

quasishear.
Now, essentially by definition, φF

Z (t) = N̂ ◦ Ψ−1(t′), where t′ = (t′H)H∈H is given by

t′H = (p(1 − p))e(H)/2σHtH .
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Thus, by Lemma 3.6, we conclude that there is a function g, depending on λ, ℓ, and η, that decays
superpolynomially and such that

φF
Z (t) ≤ g

(
max
H∈H

|tH |nv(H)/2
)
.

But then, changing to the integration variable τ = maxH∈H |tH |nv(H)/2, we have∫
RH\Iε

|φF
Z (t)| dkt ≲ℓ

∏
H∈H

n−v(H)/2 ·
∫ ∞

nε

τ |H|−1g(τ) dτ.

But this is n−ωλ,ℓ,ε,η(1), so we are done. □

3.3. Estimates on Boolean functions. The proofs of Lemmas 3.1 and 3.2 will need a few
results from the analysis of Boolean functions, which we state here. First, we will frequently use
hypercontractivity, in the following two forms:

Lemma 3.7 (Moment hypercontractivity [15, Thm. 10.21]). Let p ∈ (λ, 1 − λ) and let f be a
polynomial of degree at most D evaluated on independent p-biased random bits. Then for q > 2,

E[|f |q]1/q ≤ (
√
q − 1 · λ1/q−1/2)D · E[|f |2]1/2.

Lemma 3.8 (Concentration hypercontractivity [15, Thm. 10.24]). If λ, D, and nonzero f are as
above, then for any t ≥ (2e/λ)D/2, then

P[|f | ≥ tE[f2]1/2] ≤ λD exp
(

−D

2eλt
2/D

)
.

The only context in which we will use the latter result is through the following corollary.

Corollary 3.9. If λ, D, and nonzero f are as above, then
P[|f | ≥ nεE[f2]1/2] = n−ωD,λ,ε(1).

Finally, we have the following simple estimate on linear functions.

Proposition 3.10. Let p ∈ (λ, 1 − λ) and let x = (xi)i∈I be a vector of independent p-biased
random bits. If a ∈ RI satisfies |ai| ≤ 1.2π for all i ∈ I, then

|E[eia·x]| ≤ e−Ωλ(∥a∥2
2).

Proof. As the xi are independent, it suffices to show this result for |I| = 1, i.e. |(1 − p) + peia| ≤
e−Ωλ(a2). This is true since

|(1 − p) + peia|2 = (1 − p)2 + p2 + 2p(1 − p) cos a

= 1 − 2p(1 − p)(1 − cos a) ≤ 1 − λ(1 − λ)a2

5 ≤ e−λ(1−λ)a2/5,

where we have used the fact that p(1 − p) ≥ λ(1 − λ) and 1 − cos a ≥ a2/10 for |a| ≤ 1.2π. □

Combining the previous results, we obtain the following result, which appears as [1, Theorem 3]
and also occurs in [18, Section 3.4.6], albeit both times with significantly different language. We
include a proof for completeness.

Lemma 3.11. Let p, λ, I, xi be as in Proposition 3.10. For i ∈ I let χi = (xi − p)/
√
p(1 − p) and

for S ⊆ I let χS =
∏

i∈S χi. For all i ∈ I, let δi be a real number. Let S be a collection of subsets
of I of size at least 2 and for all S ∈ S let δS be a real number. Suppose n is a positive integer and
ε > 0 such that
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(1) |I| ≤ n1/ε;
(2) |S| ≤ 1/ε for all S ∈ S;
(3) |δi| ≤ 1.2π

√
p(1 − p) for all i ∈ I;

(4)
∑

i∈I δ
2
i ≥ nε;

(5)
∑

S∈S δ
2
S ≤ n−ε.

Then ∣∣∣E[ei(∑i∈I δiχi+
∑

S∈S δSχS)
]∣∣∣ = n−ωλ,ε(1).

Proof. Let L =
∑

i∈I δiχi and U =
∑

S∈S δSχS . Let r be a positive integer. By Taylor approximation,
we have ∣∣∣∣∣∣eiU −

r−1∑
j=0

(iU)j

j!

∣∣∣∣∣∣ ≤ 2|U |r

r! ,

so
(3.1)∣∣∣E[ei(L+U)]

∣∣∣ =

∣∣∣∣∣∣E
r−1∑

j=0

eiL(iU)j

j!

+ E

eiL

eiU −
r−1∑
j=0

(iU)j

j!

∣∣∣∣∣∣ ≤
∑

M∈M

∣∣E[aMMeiL
]∣∣+ E

[
2|U |r

r!

]
,

where M is the set of monomials (in the χi) occurring in
∑r−1

j=0
(iU)j

j! and

∑
M∈M

aMM =
r−1∑
j=0

(iU)j

j! .

Observe that by condition (2), each M ∈ M involves at most r/ε variables. For a given M , if we
let I ′ ⊆ I index the variables not in M , by conditions (3) and (4) we find that

∑
i∈I′ δ2

i = Ωε,r(nε).
Applying Proposition 3.10 (and condition (3)), we find that∣∣∣E[e∑i∈I′ δiχi

]∣∣∣ = n−ωλ,ε,r(1),

so as a result, since M is bounded in terms of λ, ε, r, we have∣∣E[aMMeiL
]∣∣ ≤ |aM |n−ωλ,ε,r(1).

To crudely bound
∑

M∈M|aM |, we note that by condition (5) we have |δS | ≤ 1 for all S ∈ S. Also, by
conditions (1) and (2) we find that |S| ≤ n1/ε2 . Therefore, if we imagine expanding out

∑r−1
j=0

(iU)j

j! ,
we have at most

∑r−1
j=0 n

j/ε2 ≤ rnr/ε2 terms to collect, so
∑

M∈M|aM | ≤ rnr/ε2 . As a result,

(3.2)
∑

M∈M

∣∣E[aMMeiL
]∣∣ ≤ rnr/ε2

n−ωλ,ε,r(1) = n−ωλ,ε,r(1).

Finally, we observe that by Lemma 3.7, we have

(3.3) E

[
2|U |r

r!

]
≲λ,ε,r E[U2]r/2 ≤ n−rε/2.

Combining (3.1), (3.2), and (3.3), we find that for all r,∣∣∣E[ei(L+U)
]∣∣∣ = n−ωλ,ε,r(1) +Oλ,ε,r(n−rε/2).

Since r was arbitrary, we are done. □
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4. Distributional Result

Lemma 3.1 is proven through a multivariate version of Stein’s method of exchangeable pairs,
which we now state.

For real matrices define the Hilbert-Schmidt norm ∥A∥HS =
√

tr(ATA) and the operator norm
∥A∥op = max|v|=1∥Av∥. Also, for f ∈ Ck(Rd) define

Mk(f) = sup
x,u1,...,uk∈Rd

|ui|=1

|∂u1 · · · ∂uk
f(x)|.

Moreover, call two random variables Y and Y ′ exchangeable if (Y, Y ′) and (Y ′, Y ) have the same
distribution.

Theorem 4.1 ([12]). Let (Y, Y ′) be an exchangeable pair of random vectors in Rd. Suppose that
there is an invertible matrix Λ such that E[Y ′ − Y | Y ] = −ΛY and a random matrix E such that
E[E | Y ] = E[(Y ′ − Y )(Y ′ − Y )T − 2Λ | Y ]. Then for g ∈ C3(Rd),∣∣E[g(Y )] − E[g(Z)]

∣∣ ≤ ∥Λ−1∥op

(√
d

4 M2(g)E
[
∥E∥HS

]
+ 1

9M3(g)E
[
|Y ′ − Y |3

])
,

where Z is a standard multivariate normal on Rd.

The following statement is our main distributional result.

Theorem 4.2. Let p ∈ (λ, 1 − λ) and H = {H1, . . . ,Hk} be set of nonisomorphic non-• connected
graphs. Letting σ2

H = Var[γH ] and Z1, . . . , Zk be a collection of independent standard normals, then
for any ψ ∈ C3(Rk) we have∣∣E[ψ(γH1/σH1 , . . . , γHk

/σHk
)
]

− E
[
ψ(Z1, . . . , Zk)

]∣∣ ≲H,λ
M2(ψ) +M3(ψ)

n1/2 .

Proof. Aiming to apply Theorem 4.1, our setup is as follows: let X = (xe)e∈([n]
2 ) be the indicator

variables of the edges of G(n, p). Sample I from
([n]

2
)

uniformly at random, and let X ′ = (x′
e)

e∈([n]
2 )

be X but with xI resampled. Then, let

Y =
(
γH1(X)
σH1

, . . . ,
γHk

(X)
σHk

)
and Y ′ =

(
γH1(X ′)
σH1

, . . . ,
γHk

(X ′)
σHk

)
.

Since X and X ′ are exchangeable, so are Y and Y ′. Also, conditioning on X, every contribution
to γHi(X)/σHi has a e(Hi)/

(
n
2
)

chance of having one of its edges resampled, which leads to a zero
contribution in E[γHi(X ′)/σHi | X, I]. Thus, E[X ′ −X | X] = −ΛX where Λ = diag(e(Hi)/

(
n
2
)
)i∈[k].

Finally, we define
E = E[(Y ′ − Y )(Y ′ − Y )T − 2Λ | X].

It thus remains to bound E
[
|Y ′ − Y |3

]
,E
[
∥E∥HS

]
≲H,λ n

−5/2.
First, we observe

E
[
|Y ′ − Y |3

]
≤ E

[
|Y ′ − Y |4

]3/4 ≤

k∑
i∈[k]

E[(γHi(X ′) − γHi(X))4]
σ4

Hi

3/4

.

By symmetry, we may fix an I in the above expectation. Then, γHi(X ′) − γHi(X) consists of
OH(nv(Hi)−2) terms and thus has variance OH(nv(Hi)−2). By Lemma 3.7, it follows that E[(γHi(X ′)−
γHi(X))4] ≲H,λ n

2v(Hi)−4, and the bound follows since σHi ≍H nv(Hi)/2.
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We now deal with E. Defining χe, χ
′
I similarly to the introduction and abbreviating

∏
e∈S χe as

χS , we have
E[(Y ′

i − Yi)(Y ′
j − Yj) | X, I]

= 1
σHiσHj

∑
H′

1
∼=Hi, H′

2
∼=Hj

I∈E(H′
1),E(H′

2)

E
[
(χE(H′

1)\Iχ
′
I − χE(H′

1))(χE(H′
2)\Iχ

′
I − χE(H′

2))
∣∣∣ X, I]

= 1
σHiσHj

∑
H′

1
∼=Hi, H′

2
∼=Hj

I∈E(H′
1),E(H′

2)

(χE(H′
1)\IχE(H′

2)\I + χE(H′
1)χE(H′

2)),

which implies that

Eij = 1
σHiσHj

(
n
2
) ∑

H′
1
∼=Hi, H′

2
∼=Hj

e∈E(H′
1),E(H′

2)

(χE(H′
1)\eχE(H′

2)\e + χE(H′
1)χE(H′

2)) − 2e(Hi)(
n
2
) δij ,

where δij is the Kronecker delta. At this point, it is easy to see that E[Eij ] = 0.5 For future
convenience, let E′

ij be the sum in the above expression.
We may now bound

E[∥E∥HS] ≤ E[∥E∥2
HS]1/2 =

(∑
i,j

E[E2
ij ]
)1/2

=

∑
i,j

Var[E′
ij ]

σ2
Hi
σ2

Hj

(
n
2
)2

1/2

,

which means that we need to show that Var[E′
ij ] ≲H,λ n

v(Hi)+v(Hj)−1. To do this, we expand out

Var[E′
ij ] =

∑
H′

1,H′
3
∼=Hi

H′
2,H′

4
∼=Hj

∑
e1∈E(H′

1),E(H′
2)

e2∈E(H′
3),E(H′

4)

Cov[χE(H′
1)\e1χE(H′

2)\e1 + χE(H′
1)χE(H′

2),

χE(H′
3)\e2χE(H′

4)\e2 + χE(H′
3)χE(H′

4)]

and claim that all but OH(nv(Hi)+v(Hj)−1) terms are zero, which finishes as each covariance is
OH,λ(1).

If an edge appears exactly once in E(H ′
1), E(H ′

2), E(H ′
3), E(H ′

4), the respective covariance vanishes.
Thus, since Hi, Hj have no isolated vertices, each vertex must appear in V (H ′

1), V (H ′
2), V (H ′

3), V (H ′
4)

at least twice. If a vertex appears more than twice, then the number of total vertices is at most
v(Hi) + v(Hj) − 1, which corresponds to OH(nv(Hi)+v(Hj)−1) terms. Thus we may assume that every
vertex is covered exactly twice, and every edge at least twice.
V (H ′

1) must intersect V (H ′
2), as E(H ′

1) ∩ E(H ′
2) ̸= ∅. If V (H ′

1) also intersects V (H ′
3) or V (H ′

4),
then since each vertex is covered exactly twice we may partition V (H ′

1) into multiple parts based
on which other V (H ′

i) it is in. Then by the connectedness of Hi there must exist an edge in E(H ′
1)

joining two of V (H ′
2), V (H ′

3), V (H ′
4), which cannot be covered by any other edge set and thus leads

to a zero covariance. Applying similar logic to V (H ′
2) implies that V (H ′

1) = V (H ′
2), which in

turn implies that V (H ′
3) = V (H ′

4). However, in this case, the two variables in the covariance are
independent, so we are done. □

Proof of Lemma 3.1. Let ψ(zH : H ∈ H) = ei
∑

H tHFH(σH′ zH′ : H′∈H) and let κ : [0,∞) → [0, 1]
be a smooth decreasing cutoff function that is 1 on [0, 1] and 0 on [2,∞). Furthermore, let
ψ′(z) = ψ(z)κ(∥z∥2/n

ε′), where ε′ > 0 is to be determined later.

5This also follows straightforwardly from the definition of E, exchangeability, and the fact that E[Y Y T ] is the
identity.
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Let Y = (γH/σH)H∈H and Z be an H-indexed vector of independent standard normals. Then
the quantities φF

X(t) and φH
Z (t) are precisely E[ψ(Y )] and E[ψ(Z)]. By Corollary 3.9 and direct

computation, respectively, we have ∥Y ∥2, ∥Z∥2 ≤ nε′ with probability 1 − n−ωλ,ℓ,ε′ (1), so since
|ψ′(z) − ψ(z)| ≤ 1 always we have

|φF
X(t) − φF

Z (t)| = |E[ψ(Y ) − ψ(Z)]| ≤ |E[ψ′(Y ) − ψ′(Z)]| + n−ωλ,ℓ,ε′ (1).

After applying Theorem 4.2 to ψ′, it suffices to show that M2(ψ′),M3(ψ′) ≲ℓ,ε,η n
4ε. To see

this, observe that condition (2) of Definition 2.12 implies that FH(σHzH : H ∈ H)/nv(H)/2 is a
polynomial in z of bounded degree and coefficients bounded by Oℓ(η). Thus, ψ(z) = eif(z) for some
polynomial f of bounded degree and coefficients bounded by Oℓ(ηmaxH∈H |tH |nv(H)/2) ≤ Oℓ(ηnε).
Since taking k partial derivatives of eif causes at most k factors of f and its derivatives to appear
in front of the exponential, we conclude that |∂u1 · · · ∂uk

eif | ≲ℓ,k (1 + ηnε)k(1 + ∥z∥2)Oℓ,k(1) for unit
vectors u1, . . . , uk.

Since ψ′ is identically zero for ∥z∥2 ≥ 2nε′ its derivatives are certainly zero. Since κ and its
derivatives are bounded at other z, we conclude that Mk(ψ′) ≲ℓ,k (1 + ηnε)knOℓ,k(ε′). By choosing
ε′ to be sufficiently small, we therefore can get M2(ψ′),M3(ψ′) ≲ℓ,ε,η n

4ε, as desired. □

5. Decoupling Methods

In this section, we will prove Lemma 3.2, which will complete the proof of Theorem 1.2. Concep-
tually, this is quite simple: in Section 5.1 we state a decoupling inequality, which we use to transform
φF

X(t) into an expression that can be bounded using Lemma 3.11. However, the precise details in
this procedure are quite technical, and the bulk of the work consists of showing that regardless of
the value of t, there is always exists a decoupling setup that will be effective. To accomplish this, in
Section 5.2 we develop a list of conditions (Lemma 5.2) required for decoupling to work in the case
of random graphs. In Sections 5.3 and 5.4 we identify two families of decoupling setups that satisfy
the conditions in Lemma 5.2, which are subsequently applied in Section 5.5.

5.1. The decoupling inequality. Let k be a nonnegative integer (which we will call the decoupling
parameter). Following [1], for a function f : Ω0 ×

∏k
i=1 Ωk → R, where Ω0,Ω1, . . . ,Ωk are arbitrary

sets, define α(f) : Ω0 ×
∏k

i=1 Ω2
k → R given by

α(f)(x, y0
1, y

1
1, . . . , y

0
k, y

1
k) =

∑
(i1,...,ik)∈{0,1}k

(−1)i1+···+ikf(x, yi1
1 , . . . , y

ik
k ).

We then have the following result, which we prove for completeness.

Lemma 5.1 ([1]). Suppose X,Y1, Y2, . . . , Yk are random variables on Ω0,Ω1,Ω2, . . . ,Ωk, respectively.
If for i ∈ [k] we let Y ′

i be an independent copy of Yi, then∣∣EX,Y [eif(X,Y )]
∣∣2k

≤ EY

[∣∣EX [eiα(f)(X,Y)]
∣∣],

where we abbreviate Y = (Y1, . . . , Yk) and Y = (Y1, Y
′

1 , . . . , Yk, Y
′

k).

Proof. We proceed with induction on k, with the k = 0 case being trivial. Now assume the result is
true for k − 1 and let Ỹ = (Y1, . . . , Yk−1) and Ỹ = (Y1, Y

′
1 , . . . , Yk−1, Y

′
k−1). By Cauchy-Schwarz we

have∣∣EX,Y [eif(X,Y )]
∣∣2k

≤
∣∣∣EX,Ỹ

[∣∣EYk
[eif(X,Ỹ ,Yk)]

∣∣2]∣∣∣2k−1

=
∣∣∣EX,Ỹ

[
EYk,Y ′

k
[ei(f(X,Ỹ ,Yk)−f(X,Ỹ ,Y ′

k))]
]∣∣∣2k−1

.

Define the function
f̃((x, yk, y

′
k), y1, . . . , yk−1) = f(x, y1, . . . , yk−1, yk) − f(x, y1, . . . , yk−1, y

′
k),
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and observe that α(f̃)((X,Yk, Y
′

k), Ỹ) = α(f)(X,Y). Applying the inductive hypothesis to f̃ , the
quantity is therefore bounded by

EỸ

[∣∣EX,Yk,Y ′
k
[eiα(f)(X,Y)]

∣∣] ≤ EY

[∣∣EX [eiα(f)(X,Y)]
∣∣],

as desired. □

5.2. Decoupling on random graphs. Let H be a set of (isomorphism classes of) NIV graphs on
at most ℓ vertices. For H ∈ H, let ∆H be real constants and define the statistic f =

∑
H∈H ∆HγH .

Take a nonnegative integer k and a partition of
([n]

2
)

into sets A,B1, . . . , Bk, C. Sample all the
edges with probability p, letting xe and χe denote the indicator variable of an edge e and its
normalization, respectively. Furthermore, resample all edges in

⋃
iBi, defining x′

e and χ′
e similarly.

Let X = (xe)e∈A, Yi = (xe)e∈Bi , Y ′
i = (x′

e)e∈Bi , and W = (xe)e∈C . As f is naturally a function of
(X,W ) and Y1, . . . , Yk, we may apply Lemma 5.1 to get

(5.1) |EG(n,p)[eif ]|2k ≤ EY

[∣∣∣EX,W eiα(f)(X,W,Y)
∣∣∣] ≤ EY,W

[∣∣∣EXe
iα(f)(X,W,Y)

∣∣∣].
For a set S ⊆ A, let δS be the function of W,Y such that α(f)(X,W,Y) =

∑
S δSχS . (Abbreviate

δe = δ{e}.) For a set of edges T disjoint from A, define

ζT =
∏

e∈T ∩C

χe ·
∏
i∈[k]

 ∏
e∈T ∩Bi

χe −
∏

e∈T ∩Bi

χ′
e

.
Call a set of edges, and by extension a subgraph, rainbow if it intersects Bi for all i. For a graph H
and a subset S ⊆ A, let NH,S be the number of rainbow copies H ′ of H such that E(H ′) ∩A = S.

We make the following easy observations:
(1) Each ζT is a polynomial in the xe of degree at most |T |.
(2) If T is not rainbow, ζT = 0.
(3) For rainbow T and T ′, we have E[ζT ζT ′ ] = 2k · 1T =T ′ .
(4) If T1, T2, T3, T4 are such that there exists an edge contained within exactly one Ti, then

E[ζT1ζT2ζT3ζT4 ] = 0.
(5) We have

δS =
∑

H∈H
∆H

∑
H′∼=H

E(H′)∩A=S

ζE(H′)\A.

(6) As a consequence of (2), (3), and (5), we have E[δ2
S ] = 2k

∑
H∈H ∆2

HNH,S . (Note that this
deduction requires all H ∈ H to have no isolated vertices, since otherwise two different
graphs could have the same edge sets.)

We may now express our conditions for successful decoupling in terms of the following lemma:

Lemma 5.2. Suppose there is a nonempty subset H′ ⊆ H and some ε > 0 such that
(1) We have one of the following:

(1a) ∆2
HNH,e ≤ n−ε for all H ∈ H′ and e ∈ A;

(1b) For e ∈ A we always have∣∣∣∣∣∣∣∣
∑

H∈H′

∆H

∑
H′∼=H

E(H′)∩A={e}

ζE(H′)\A

∣∣∣∣∣∣∣∣ ≤ 1.1π
√
p(1 − p).

(2)
∑

H∈H′
∑

e∈A ∆2
HNH,e ≥ nε;
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(3)
∑

e∈A ∆2
HNH,e ≤ n−ε for all H ∈ H \ H′;

(4)
∑

|S|≥2 ∆2
HNH,S ≤ n−ε for all H ∈ H;

(5) We have

∑
(H1,H2,H3,H4)∈Q

∆H1∆H2∆H3∆H4 ≤ n−ε

( ∑
H∈H′

∑
e∈A

∆2
HNH,e

)2

,

where Q is the set of quadruples (H1, H2, H3, H4) of subgraphs such that
(5a) H1, H2, H3, H4 are isomorphic to elements of H′ and are rainbow (∆Hi denotes ∆H

where H ∈ H′ is isomorphic to Hi);
(5b) E(H1) ∩A = E(H2) ∩A = {e} for some e ∈ A;
(5c) E(H3) ∩A = E(H4) ∩A = {e′} for some e′ ∈ A;
(5d) (E(H1) ∪ E(H2)) ∩ (E(H3) ∪ E(H4)) is nonempty;
(5e) No edge lies in exactly one of the E(Hi).

Then EG(n,p)[eif ] = n−ωλ,ℓ,ε(1).

Proof. Note that we must have k <
(

ℓ
2
)
, since otherwise we would always have NH,e = 0 and

condition (2) would be impossible to satisfy. Thus, by (5.1), it suffices to show that

EY,W

[∣∣∣EXe
iα(f)(X,W,Y)

∣∣∣] = n−ωλ,ℓ,ε(1).

Since eiα(f)(X,W,Y) is bounded, we will show that, with the δe and δS defined as above, the conditions
of Lemma 3.11 (with I = A) hold with probability 1 − n−ωλ,ℓ,ε(1) (call this high probability for the
remainder of the proof) for some suitable ε′(λ, ℓ, ε) (it is clear that the δ∅ term can be ignored).
This will finish the proof. To prevent ambiguity, we will let ε′ refer to the ε in Lemma 3.11 and
denote the conditions of Lemma 3.11 with square brackets.

Conditions [1] and [2] are obvious provided that ε′ ≤ ℓ−2. Moreover, since there are only
polynomially many S, by Corollary 3.9 we know that with high probability δ2

S ≤ nε/2E[δ2
S ] for all S.

In this case, by condition (4) we have∑
|S|≥2

δ2
S ≤ 2knε/2

∑
H∈H

∑
|S|≥2

∆2
HNH,S = Oℓ(n−ε/2).

Thus condition [5] is satisfied provided that ε′ < ε/2.
To deal with conditions [3] and [4], we decompose δe = δ′

e + re, where

δ′
e =

∑
H∈H′

∆H

∑
H′∼=H

E(H′)∩A={e}

ζE(H′)\A and re =
∑

H∈H\H′

∆H

∑
H′∼=H

E(H′)∩A={e}

ζE(H′)\A.

By condition (3) and Corollary 3.9, we have |re| ≤ n−ε/4 for all e with high probability. If
condition (1a) holds, then we also have |δ′

e| ≤ n−ε/4 for all e with high probability, which yields
condition [3]. Condition (1b) simply states that |δ′

e| ≤ 1.1π
√
p(1 − p) always, so combining this

with our bound on re also yields condition [3].
It remains to show condition [4], which is the most involved part of the proof. First of all, by the

triangle inequality on RA we have

∑
e∈A

δ2
e ≥

√∑
e∈A

(δ′
e)2 −

√∑
e∈A

r2
e

2

.
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By Corollary 3.9, we have r2
e ≤ nε/2E[r2

e ] for all e with high probability, and in this case by
condition (3) it is true that

√∑
e∈A E[r2

e ] ≲ℓ n
−ε/4. Thus it suffices to show that

∑
e∈A(δ′

e)2 ≥ nε′

for some ε′ > 0 with high probability.
To show this, we apply Corollary 3.9 on

∑
e∈A((δ′

e)2 − E[(δ′
e)2]); in light of condition (2), for this

to work, it suffices to show that

(5.2) Var
[∑

e∈A

(δ′
e)2

]
≤ n−ε/2

(∑
e∈A

E[(δ′
e)2]
)2

for large n.
At this point, we expand

Var
[∑

e∈A

(δ′
e)2

]
=

∑
H1,H2,H3,H4

∆H1∆H2∆H3∆H4 Cov[ζE(H1)\AζE(H2)\A, ζE(H3)\AζE(H4)\A]

where we sum over H1, H2, H3, H4 satisfying conditions (5a) to (5c). If such a quadruple is not in
Q, it either violates (5e), in which case

E[ζE(H1)\AζE(H2)\AζE(H3)\AζE(H4)\A] = E[ζE(H1)\AζE(H2)\A]E[ζE(H3)\AζE(H4)\A] = 0,
or it violates (5d), in which case ζE(H1)\AζE(H2)\A and ζE(H3)\AζE(H4)\A are independent and the
entire term is 0. Since the ζT are bounded in terms of λ and ℓ, we conclude that

E

(∑
e∈A

((δ′
e)2 − E[(δ′

e)2])
)2
 ≲λ,ℓ

∑
(H1,H2,H3,H4)∈Q

∆H1∆H2∆H3∆H4 .

So condition (5) is exactly what we need to conclude (5.2) for large n. This concludes the proof. □

5.3. Decoupling setup I: midscale uniformity.

Lemma 5.3. Let 0 ≤ α, β ≤ 1 − ε be real parameters and let k be a nonnegative integer. Then
|E[eif ]| = n−ωλ,ℓ,ε(1), provided that

(1) For all H with k + 2 vertices, nk+2∆2
H ≤ n2+kβ−ε;

(2) There is some connected H with k + 2 vertices such that n2α+kβ+ε ≤ nk+2∆2
H ;

(3) For every H with greater than k + 2 vertices we have nv(H)∆2
H ≤ n2α+kβ−ε.

Proof. We let k be the decoupling parameter. Construct k + 1 disjoint vertex sets V0, V1, . . . , Vk

such that |V0| = ⌊ 1
k+1n

1−α⌋ and Vi = ⌊ 1
k+1n

1−β⌋ for i ∈ [k]. Let A be edges within V0, Bi be edges
with one endpoint in Vi and one in Vj for some 0 ≤ j ≤ i, and C be all other edges. It suffices to
show that the conditions of Lemma 5.2 hold for large n and with ε replaced with ε/2. Similar to
before, we denote the conditions of Lemma 5.2 with square brackets to prevent ambiguity.

Observe that any rainbow graph must have at least one vertex in Vi for all i ∈ [k]. Thus

(5.3) NH,S ≲ℓ n
v(H)−v(S)−kβ,

where v(S) denotes the number of vertices adjacent to at least one edge in S. Furthermore, we
claim that this is tight if H is connected with k + 2 vertices and S is an edge e. To see this, pick
any edge e′ in H and label the vertices in H not adjacent to e′ with the numbers 1, . . . , k such that
every vertex is adjacent to a vertex of e′ or a vertex with a smaller label. Then, sending e′ to e and
the vertex labeled i to an arbitrary vertex in Vi yields a rainbow copy of H; moreover, this can be
done in Ωℓ,ε(nk(1−β)) ways.

It is now simple to check conditions [1] to [4]. We let H′ consist of graphs in H with k+ 2 vertices.
Then by condition (1) and (5.3), we find that for all H ∈ H′ and e ∈ A we have ∆2

HNH,e ≲ℓ,ε n
−ε,
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implying condition [1a]. By condition (2), there is some H ∈ H′ with ∆2
HNH,e ≳ℓ,ε n

−2(1−α)+ε for
all e ∈ A; summing over the Θℓ,ε(n2(1−α)) elements of A yields condition [2].

For all H ∈ H\H′, it is either the case that H has fewer than k+2 vertices, in which case NH,S = 0
for all S ⊆ A, or that condition (3) applies, which implies that ∆2

HNH,S ≲ℓ,ε n
2α−v(S)−ε. For each

isomorphism class of the graph associated with S, there are Θℓ,ε(n(1−α)v(S)) corresponding subsets
of A, so summing over the Oℓ(1) such isomorphism classes yields that

∑
|S|≥1 ∆2

HNH,S ≲ℓ,ε n
−ε,

proving both conditions [3] and [4] for H ∈ H \ H′. (Here we have used v(S) ≥ 2.) Condition [4]
also holds for H ∈ H′ as well since for such H we have NH,S = 0 whenever v(S) ≥ 3, which is the
case for all S with |S| ≥ 2.

Finally, to show condition [5], we claim that |Q| ≲ℓ,ε n
4(1−α)+2k(1−β)−ε, which will suffice as we

will then have ∑
(H1,H2,H3,H4)∈Q

∆H1∆H2∆H3∆H4 ≲ℓ,ε n
4(1−α)+2k(1−β)−ε max

H∈H′
∆4

H ,

while the tightness of our bound on NH,e for H ∈ H′ gives(∑
e∈A

∑
H∈H′

∆2
HNH,e

)2

≳ℓ,ε n
4(1−α)+2k(1−β) max

H∈H′
∆4

H .

To see this, consider some (H1, H2, H3, H4) ∈ Q and let V =
⋃

i∈[4] V (Hi). We know that each Hi

must have two vertices in V0, so |V ∩ V0| ≤ 4. Also, each Hi must have exactly one vertex in each
Vj (for j ∈ [k]), and moreover, if some vertex v ∈ Vj is a vertex of exactly one Hi, then the edges in
E(Hi) ∩Bj cannot be in Hi′ for any i′ ̸= i. Therefore |V ∩ Vj | ≤ 2.

Furthermore, suppose for the sake of contradiction that equality holds in all of these bounds,
i.e. that |V ∩ V0| = 4 and |V ∩ Vj | = 2 for all j ∈ [k]. By condition [5d], the set V ∗ = (V (H1) ∪
V (H2)) ∩ (V (H3) ∪ V (H4)) is nonempty, and let j be minimal such that V ∗ ∩ Vj is nonempty.
We cannot have j = 0, as it would contradict conditions [5b] and [5c] and our assumption that
|V ∩V0| = 4. Thus, we may assume, after possibly swapping H3 and H4, that V (H1)∩Vj = V (H3)∩Vj

consists of one vertex that is not the element of V (H2) ∩ Vj . However, since H1 is rainbow, it
contains an edge in Bj , and the only way for that edge to be covered by another Hi is if it is in
H3. But this implies that H1 and H3 share a vertex in Vj′ for some smaller j′, contradicting the
minimality of j. We conclude that we cannot have |V ∩ V0| = 4 and |V ∩ Vj | = 2 for all j ∈ [k].

Consequently, the number of choices for V is bounded above by

|V0|3
∏
i∈[k]

|Vi|2 +
∑
i∈[k]

|V0|4|Vi|
∏

j∈[k]\{i}

|Vj |2
 ≲ℓ n

4(1−α)+2k(1−β)(nα−1 + nβ−1) ≲ n4(1−α)+2k(1−β)−ε.

Since V is of bounded size, there are Oℓ(1) many elements of Q with a given V , so we have proved
the desired bound. □

5.4. Decoupling setup II: hyperlocal uniformity.

Lemma 5.4. Let H ∈ H be connected and let ε ≤ α ≤ 1 be real. We get |E[eif ]| = n−ωλ,ℓ,ε(1) as
long as

(1) n−α+ε ≤ ∆2
H ≤ 1.1π2(p(1 − p))e(H);

(2) For any graph H ′ ≻ H, we have nv(H′)∆2
H′ < nv(H)−α−ε.

Proof. We let k = e(H) − 1 and arbitrarily label the edges of H as e0, . . . , ek. Consider ⌊nα/v(H)⌋
vertex-disjoint copies of H (call these standard copies) and let A be the set of all copies of e0, while
for all i ∈ [k] let Bi be the set of all copies of ei. Place all other edges in C. We will let H′ = {H}.
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Call a rainbow graph super-rainbow if it has nontrivial intersection with A. Observe that every
super-rainbow graph H ′ must satisfy H ′ ⪰ H (by “gluing together” the standard copies). Moreover,
we claim that a super-rainbow graph H ′ containing edges from a standard copies of H has at least
v(H) + a− 1 vertices. This can be proven by induction; the base case a = 1 is clear, and if a ≥ 2
we may first assume without loss of generality that E(H ′) ∩ C = ∅. Then, by the connectedness
of H, there are two standard copies of H and two corresponding vertices in those copies that
are both in V (H ′). After moving all edges in one of these copies to the other, which necessarily
decreases the vertex count by at least 1, we may apply the inductive hypothesis. One immediate
consequence of this claim are that the standard copies are the only super-rainbow copies of H.
A less-immediate consequence is that for any H ′ ∈ H, the number of super-rainbow copies of H ′

is Oℓ(nv(H′)−v(H)+α). To see this, suppose such a copy has edges in a standard copies, which are
incident to b ≥ v(H) + a− 1 vertices. Then, each copy can be produced by choosing edges in the
standard copies, which can be done in Oℓ(nαa) ways, identifying those chosen edges with a subgraph
of H ′, which can be done in Oℓ(1) ways, and choosing the rest of the vertices of H ′, which can
be done in Oℓ(nv(H′)−b) ways, for Oℓ(nv(H′)−b+a+(α−1)a) ≤ Oℓ(nv(H′)−v(H)+α) ways in total. The
bound follows from summing over the Oℓ(1) possible values of a and b.

We are now ready to check the conditions of Lemma 5.2 with ε replaced with ε/2, which we again
denote using square brackets. Observe that if H ′ is a standard copy of H, then ζE(H′)\A is a product
of k terms that are bounded by 1/

√
p(1 − p); thus since NH,e = 1 for all e ∈ A by condition (1) we

find that we always have∣∣∣∣∣∣∣∣∆H

∑
H′∼=H

E(H′)∩A={e}

ζE(H′)\A

∣∣∣∣∣∣∣∣ ≤
√

1.1π (p(1 − p))e(H)/2

(p(1 − p))k/2 =
√

1.1π
√
p(1 − p),

showing condition [1b]. Moreover, condition (1) also yields that ∆2
H ≥ n−α+ε, which is enough to

show condition [2]. Condition [4] also holds for H as NH,S = 0 for |S| ≥ 2.
If H ′ ̸= H, then either H ′ ̸≻ H, in which case NH,S = 0 for all |S| ≥ 1 and conditions [3]

and [4] are trivial, or condition (2) applies. In this case, by our above discussion we have that∑
|S|≥1NH,S ≲ℓ n

v(H′)−v(H)+α, so ∑
|S|≥1

∆2
HNH,S ≲ℓ n

−ε.

This implies conditions [3] and [4].
Finally, to show condition [5], we claim that Q simply consists of quadruples of four equal standard

copies of H. Indeed, conditions [5a] to [5c] imply that any (H1, H2, H3, H4) ∈ Q must consist of four
super-rainbow copies of H and thus must be standard copies, and conditions [5b] and [5c] imply
that H1 = H2 and H3 = H4. Condition [5d] ensures that H1 = H2 = H3 = H4. Therefore,∑

(H1,H2,H3,H4)∈Q

∆H1∆H2∆H3∆H4 ≤ nα∆4
H ,

while (∑
e∈A

∑
H∈H′

∆2
HNH,e

)2

≳ℓ,ε n
2α∆4

H ,

which is enough to show condition [5]. □
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5.5. Proof of Lemma 3.2. Let Hr be the set of r-vertex graphs in H and let H′ be the set of
(possibly disconnected) NIV graphs H ′ such that H ′ ⪯ H for some H ∈ H. By condition (3) of
Definition 2.12, we can write FH =

∑
H′∈H′ cH,H′γH′ where cH,H = (p(1 − p))e(H)/2 and |cH,H′ | ≤

ηn(v(H)−v(H′))/2; in particular, we have
∑

H∈H tHFH =
∑

H′∈H′ ∆H′γH′ , where we define ∆H′ =∑
H∈H cH,H′tH . Recall that cH,H′ ̸= 0 implies H ⪰ H ′.
For 2 ≤ r ≤ ℓ, let Lr = maxH∈Hr n

r/2|tH |. By hypothesis, there is some r with Lr ≥ nε; therefore,
we may pick some m such that Lm ≥ nε/ℓ max(1,maxr>m Lr). We now split into cases.

Suppose L2
m ≤ nm−ε. From the bounds on cH,H′ , the contribution to nv(H′)/2∆H′ from∑

H∈Hr
tHFH is Oℓ,η(Lr). It follows that for H ∈ H′ with more than m vertices we have

nv(H)∆2
H ≲ℓ,η n

−2ε/ℓL2
m. Moreover, for m-vertex H ∈ H′, we have nm∆2

H ≲ℓ,η L
2
m and nm/2|∆H −

∆′
H | ≲ℓ,η n

−ε/ℓLm, where we define ∆′
H =

∑
H′∈Hm

cH′,HtH′ .
Now, let β be such that L2

m = nmβ+ε/ℓ; note that

0 ≤ β ≤ 1 − ε+ ε/ℓ

m
≤ 1 − ε

ℓ
.

We then apply Lemma 5.3 with α and β equal to this choice of β, k = m− 2, and with ε replaced
with ε/(2ℓ). Condition (3) follows from our previous discussion, whereas to show condition (1) we
need to verify for some positive Ωℓ,ε(1) that

mβ + ε/ℓ+ Ωℓ,ε(1) ≤ 2 + (m− 2)β − ε

2ℓ ⇐⇒ 2β + Ωℓ,ε(1) ≤ 2 − 3ε
2ℓ ,

which is true. Finally, to show condition (2) we need to prove that there exists some H ∈ Hm with
nm/2|∆H | ≥ nmβ/2+ε/(4ℓ) = n−ε/(4ℓ)Lm. Suppose not; then by our bound on |∆H − ∆′

H | we must
then have nm/2|∆′

H | ≲ℓ,η n
−ε/(4ℓ)Lm. Let M = (cH′,H)H,H′∈Hm be a matrix with rows and columns

indexed by Hm; by construction, (∆′
H)H∈Hm = M · (tH)H∈Hm . Observe that under the ⪯ order, M

is upper triangular, has entries bounded by η, and has diagonal entries that are Θλ,ℓ(1). As a result,
M−1 has entries that are Oλ,ℓ,η(1), which implies that nm/2|tH | ≲λ,ℓ,η n

−ε/(4ℓ)Lm for all H ∈ Hm,
contradicting the definition of Lm.

If nm−ε < L2
m ≤ π2nm, further let Hm,s be the set of graphs in H with m vertices and s edges

and define Rs = maxH∈Hm,s n
m/2|tH |. Since Lm ≥ nε/ℓ max(1,maxr>m Lr), we may pick some u

such that Ru ≥ nε/ℓ3 max(Lm/n
ε/ℓ,maxs>uRu). By similar logic to the first case we find that for

all H ∈ H′ with greater than m vertices or with m vertices and greater than u edges, we have
nv(H)∆2

H ≲ℓ,η n
−2ε/ℓ3

R2
u. Moreover, since H ≺ H ′ implies v(H) < v(H ′) or e(H) < e(H ′), there

exists some H ∈ Hm,u with nv(H)∆2
H = (1 + Oℓ,η(n−ε/ℓ3))(p(1 − p))uR2

u. Choose α such that
R2

u = nm−α+ε/ℓ3 , and note that
ε

ℓ3
− log π2

logn ≤ α ≤ ε+ 2ε
ℓ

− ε

ℓ3
≤ 2ε.

The conditions of Lemma 5.4 can straightforwardly be shown to hold for this choice of H and α and
with ε/(2ℓ3) replacing ε, as long as ε ≤ 1

2 and n is sufficiently large, both of which we may assume.
This completes the proof.

6. Application to Proportional Graphs

Qualitatively speaking, Theorem 1.2 says that given a list of desired connected subgraph counts
for an n-vertex graph that are close to their expectations in G(n, p), the only obstruction to the
existence of a graph with those subgraph counts for large n is integrality. In this section, we apply
this idea to enumerate and show the existence of p-proportional graphs and related concepts. We
begin with the following definition of Janson.
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Definition 6.1 ([7, p. 64]). Given a nonempty set of graphs H and some 0 < p < 1, a graph G is
(p,H)̂-proportional if v(G) ≥ max{v(H) : H ∈ H} and γH(G) = 0 for all H ∈ H.

Letting Ck be the set of (isomorphism classes of) connected k-vertex graphs, we additionally call
G p-proportional if G is (p, C2 ∪ C3)̂-proportional, p-superproportional if G is (p, C2 ∪ C3 ∪ C4)̂-
proportional, and p-hyperproportional if G is (p, C3∪C4∪C5∪{2K2})̂-proportional. These definitions
are motivated by the fact that they appear as possible degenerate cases in the distribution of the
number of induced copies of G in the G(n, p) and G(n,m) models (for more details see [7, Sec. 10]).

Remark 6.2. The terms “p-proportional” and “p-superproportional” are have appeared previously
in the literature [8, 7], while the term “p-hyperproportional” is new. We caution the reader that
although p-superproportionality is a stronger condition than p-proportionality, it is impossible
for a graph to be (p, {K2, P2, 2K2})̂-proportional (see [6] or the discussion below), implying that
p-hyperproportionality and p-proportionality are in fact disjoint conditions.

Since every p-proportional graph G must have e(G) = p
(

v(G)
2
)
, no p-proportional graph can exist

with p irrational. Conversely, for any rational p ∈ (0, 1) it was shown by Kärrman [11] and Janson
and Spencer [9] that there exist infinitely many p-proportional graphs. Janson and Spencer [9]
additionally showed that n-vertex p-proportional graphs exist for all sufficiently large n satisfying an
integrality condition (the same one that we discuss below). Turning to p-superproportional graphs,
in 1994 Kärrman [10] published an example of a 64-vertex 1

2 -superproportional graph found by
computer search, and no other examples have appeared in the literature.

Using Theorem 1.2, we are able to resolve a conjecture of Janson and Kratochvíl [8] that a local
central limit theorem exists for proportional graphs. Specifically, given any downwards collection of
NIV connected graphs H, the probability that G ∼ G(n, p) is (p,H)̂-proportional is

(6.1)
∏

H∈H(autH)1/2

(2π)|H|/2n
∑

H∈H v(H)/2(p(1 − p))
∑

H∈H e(H)/2 · (1 +Op,ε(n−1/2+ε)),

provided that the all-zero tuple is permissible. To that end, we make the following definition.

Definition 6.3. A positive integer n ≥ 3 is p-proportional-compatible (p-PC for short) if the
evaluation on RC2∪C3,n sending γH 7→ 0 for all H ∈ C2 ∪ C3 is integral. A positive integer n ≥ 4
is p-superproportional-compatible (p-SPC ) if the evaluation on RC2∪C3∪C4,n sending γH 7→ 0 for all
H ∈ C2 ∪ C3 ∪ C4 is integral.

With p-hyperproportional graphs, the situation is slightly more complicated. Note that since we
always have

χ2
e + 2p− 1√

p(1 − p)
χe − 1 = 0,

we conclude that

(6.2) γ2
K2 = 2γ2K2 + 2γP2 − 2p− 1√

p(1 − p)
γK2 +

(
n

2

)
.

Therefore, G is p-hyperproportional if and only if G is (p, C3 ∪ C4 ∪ C5)̂-proportional and

γ2
K2 + 2p− 1√

p(1 − p)
γK2 −

(
n

2

)
= 0 ⇐⇒ γK2 =

1
2 − p√
p(1 − p)

±

√(
n

2

)
+

(1
2 − p)2

p(1 − p) .

Thus there are two types of p-hyperproportional graphs: those where the above equality holds
with a + sign and those where it holds with a − sign. Call such graphs (p,+)-hyperproportional
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and (p,−)-hyperproportional, respectively. Furthermore, define (p,+)- and (p,−)-hyperproportional-
compatible ((p,±)-HPC ) positive integers n ≥ 5 in a way analogous to Definition 6.3. Now, since in
either case we have |γK2 | ≲p n ≍ σK2 , Theorem 1.2 immediately implies the following.
Corollary 6.4. For sufficiently large (p,+)-HPC (resp. (p,−)-HPC) n depending on p, there exists
a (p,+)- (resp. (p,−)-) hyperproportional graph with n vertices.

Moreover, it is straightforward to enumerate such graphs in a manner analogous to (6.1).
We conclude this section with results concerning the properties of p-PC, p-SPC, and (p,±)-HPC

numbers, with their proofs, consisting of elementary number-theoretic computations, deferred to
Appendix A. We begin with full characterizations of p-PC and p-SPC numbers, for which there
exist infinitely many for every rational p.
Proposition 6.5. Suppose p = a/b where a and b are relatively prime positive integers. Then a
positive integer n ≥ 3 is p-PC if and only if

(1) If 2 | b, ν2(n) ≥ 3ν2(b) or ν2(n− 1) ≥ 3ν2(b) + 1;
(2) If 3 | b, max{ν3(n), ν3(n− 1)} ≥ 3ν3(b) + 1;
(3) For every prime q > 3, max{νq(n), νq(n− 1)} ≥ 3νq(b).

Proposition 6.6. Suppose p = a/b where a and b are relatively prime positive integers. Then a
positive integer n ≥ 4 is p-SPC if and only if

(1) If ν2(b) = 1, ν2(n) ≥ 6 or ν2(n− 1) ≥ 7;
(2) If ν2(b) = 2, ν2(n) ≥ 13 or ν2(n− 1) ≥ 11;
(3) If ν2(b) ≥ 3, ν2(n) ≥ 6ν2(b) + 1 or ν2(n− 1) ≥ 6ν2(b);
(4) If 3 | b, ν3(n) ≥ 6ν3(b) or ν3(n− 1) ≥ 6ν3(b) + 1;
(5) For every prime q > 3, max{νq(n), νq(n− 1)} ≥ 6νq(b).

While it would be theoretically possible to write out a similar characterization of (p,±)-HPC
numbers, there are so many cases that we believe that it is not worth stating. Instead of a full
characterization, we observe the following special cases.
Proposition 6.7. If n is (p,±)-HPC, then p must be rational. Moreover, given a rational p ∈ (0, 1),
there are infinitely many (p,+)-HPC numbers if and only if there are infinitely many (p,−)-HPC
numbers, which occurs precisely when p ∈ {1

3 ,
2
3} or p(1 − p) is not 2c2 for some rational c.

As one might guess from the square roots involved in the definition of (p,±)-HPC numbers, (p,±)-
HPC numbers correspond to solutions to generalized Pell equations subject to certain congruence
relations, meaning that they are significantly rarer than p-PC or p-SPC numbers. As an example,
we can characterize (1

2 ,±)-HPC numbers as follows.

Proposition 6.8. A positive integer n is (1
2 ,+)-HPC if and only if it is (1

2 ,−)-HPC. Moreover this
happens if and only if

n =
(

(1 +
√

2)a + (1 +
√

2)−a

2

)2

for some positive integer a ≥ 2 with a ≡ 0,±1,±511 (mod 1024). In particular, the smallest
(1

2 ,±)-HPC number is
n = 393269643023291698757257685885597325993848383834865007942605471587

76646090803634139011571761644665911164995315856589457844040190274
86900324895339884998922974107837617595976120658101454799784430552
76491318398420535797250926457828227049436167142838296079634563380
03268437259421557766468489165196802438714427492861326293694236836
16897572759524717640627107177163613602416684747964902340756531202
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≈ 3.93 × 10390.

On the other hand, exactly when p ∈ {1
3 ,

2
3}, the Pell equation becomes degenerate and the

number of solutions increases drastically. In particular, we have the following.

Proposition 6.9. A positive integer n ≥ 5 is (1
3 ,+)-HPC if and only if it is (2

3 ,−)-HPC, which
occurs if and only if 39 | n or 310 | n− 2. A positive integer n ≥ 5 is (1

3 ,−)-HPC if and only if it is
(2

3 ,+)-HPC, which occurs if and only if 310 | n− 1 or 310 | n− 2.

Although we do not have a rigorous proof, it appears likely that the only HPC integers less
than, say, 10100 are those mentioned above. While working with dense 39 = 19683-vertex graphs is
possible with computers, actually finding a 19683-vertex 1

3 -hyperproportional graph appears to be
out of reach barring some algorithmic improvement.

Appendix A. On p-PC, p-HPC, and (p,±)-HPC Numbers

We begin by stating two relations in Rn. First of all, we recall (2.1):

(A.1) XH =
∑

H′⊆H

pe(H)−e(H′)(p(1 − p))e(H′)/2 autH ′

autH γH′ .

Moreover, if H is NIV and m ≥ 0, we have

(A.2) γH⊔m• =
(
n− v(H)

m

)
γH .

A.1. Proof of Proposition 6.5. Every graph with at most 3 vertices either has no edges or is the
disjoint union of an element of C2 ∪ C3 and some isolated vertices. Therefore, if Φ sends γH 7→ 0 for
all H ∈ C2 ∪ C3, we find that for all H ∈ C2 ∪ C3, all but one term in (A.1) is zero. Thus

Φ(XH) = pe(H) v(H)!
autH

(
n

v(H)

)
.

Since v(H)!
aut H

(
n

v(H)
)

is an integer, we conclude that n is p-PC if and only if b |
(

n
2
)
, b2 | 3

(
n
3
)
, and

b3 |
(

n
3
)
. Note that the third condition obviously implies the second. Thus n is p-PC if and only if

νq(n) + νq(n− 1) ≥ νq(b) + νq(2) and νq(n) + νq(n− 1) + νq(n− 2) ≥ 3νq(b) + νq(6)
for every prime q that divides b.

If q = 2, the first condition implies that n ≡ 0, 1 (mod 4). If n ≡ 0 (mod 4), the conditions are
satisfied if and only if we additionally have ν2(n) ≥ 3ν2(b). If n ≡ 1 (mod 4), the conditions are
equivalent to ν2(n− 1) ≥ 3ν2(b) + 1. This yields condition (1).

If q ≥ 3, and n is not 0 or 1 mod q, the first condition yields a contradiction. Otherwise, if
n ≡ r ∈ {0, 1} modulo q, then the conditions are equivalent to νq(n− r) ≥ 3νq(b) + νq(3), yielding
conditions (2) and (3).

A.2. Proof of Proposition 6.6. Let Φ be the evaluation of RC2∪C3∪C4,n sending γH 7→ 0 for all
H ∈ C2 ∪ C3 ∪ C4. By (A.2), we find that for all H with at most 4 vertices, we have Φ(γH) = 0,
unless H is edgeless or H = 2K2. In the latter case, by (6.2) we find that

Φ(γ2K2) = −1
2

(
n

2

)
.

Therefore, by (A.1), we find that for all H ∈ C2 ∪ C3 ∪ C4,

Φ(XH) = pe(H) v(H)!
autH

(
n

v(H)

)
− pe(H)−1(1 − p)4X2K2(H)

autH

(
n

2

)
.
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Therefore, n is p-SPC if and only if the following nine quantities are integers:

Φ(XK2) = p

(
n

2

)
Φ(XP2) = 3p2

(
n

3

)
Φ(XK3) = p3

(
n

3

)
Φ(XK1,3) = 4p3

(
n

4

)
Φ(XP3) = 12p3

(
n

4

)
− 2p2(1 − p)

(
n

2

)
Φ(XP2⊔•) = 12p4

(
n

4

)
− 2p3(1 − p)

(
n

2

)
Φ(XC4) = 3p4

(
n

4

)
− p3(1 − p)

(
n

2

)
Φ(XK2⊔2•) = 6p5

(
n

4

)
− 2p4(1 − p)

(
n

2

)
Φ(XK4) = p6

(
n

4

)
− 1

2p
5(1 − p)

(
n

2

)
Suppose n is p-SPC and consider the quantity N = 2p5(n

4
)

− p5(1 − p)
(

n
2
)
. If n is p-SPC, N has

to be an integer as well, since the only way for it not to be an integer is that if it has factors of b in
its denominator, and if that is the case then pN = 2Φ(XK4) cannot be an integer. Therefore,

Φ(XK2⊔2•) − 3N = p4(1 − p)
(
n

2

)
has to be an integer as well, implying that b5 |

(
n
2
)
.

Conversely, if b5 |
(

n
2
)
, it follows that

b5 | 3
(
n

3

)
= (n− 2)

(
n

2

)
and b5 | 6

(
n

4

)
=
(
n

2

)(
n− 2

2

)
.

It follows that that b4 |
(

n
3
)
,
(

n
4
)
, implying for all H ∈ C2 ∪ C3 ∪ C4 with e(H) ≤ 4, Φ(XH) is an

integer. Moreover,

Φ(XK2⊔2•) = 6p5
(
n

4

)
− 2p4(1 − p)

(
n

2

)
= p5

(
n

2

)(
n− 2

2

)
− 2p4(1 − p)

(
n

2

)
is an integer as well. As a result, we find that n is p-SPC if and only if b5 |

(
n
2
)

and

Φ(XK4) ∈ Z ⇐⇒ 2b6 | a5
(

2a
(
n

4

)
− (b− a)

(
n

2

))
.

We now take q-adic evaluations, where q ranges across the prime divisors of 2b.
First, if q ≥ 3, then νq(b5) ≤ νq(

(
n
2
)
) is equivalent to max{νq(n), νq(n− 1)} ≥ 5νq(b). Moreover,

since b6 | b
(

n
2
)
, the q-adic portion of the second condition is equivalent to

6νq(b) ≤ νq

(
a5
(

2a
(
n

4

)
+ a

(
n

2

)))
= νq

(
2
(
n

4

)
+
(
n

2

))
.

Now, we may compute

2
(
n

4

)
+
(
n

2

)
=
(
n

2

)(
(n− 2)(n− 3) + 6

6

)
.

If n ≡ 0, 1 (mod q5νq(b)), we also have (n− 2)(n− 3) + 6 ≡ 12, 8 (mod q5νq(b)) (respectively). Thus
νq((n− 2)(n− 3) + 6) is 0 unless q = 3 and n ≡ 0 (mod q5νq(b)), in which case it is 1, meaning that

νq

(
2
(
n

4

)
+
(
n

2

))
= νq

((
n

2

))
+
{

−1 if q = 3 and n ≡ 1 (mod q5νq(b))
0 else

Thus our final condition is max{νq(n), νq(n − 1)} ≥ 6νq(b) if q ≥ 5, and νq(n) ≥ 6νq(b) or
νq(n− 1) ≥ 6νq(b) + 1 if q = 3, matching conditions (4) and (5).
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We now turn to the case q = 2. First of all, if b is odd, then the conditions are equivalent to

a5
(

2a
(
n

4

)
− (b− a)

(
n

2

))
being even. The first term is obviously even, while the second is as well since a(b− a) must be even.
Henceforth assume that b is even. Since a is odd, we find that assuming 5ν2(b) ≤ ν2(

(
n
2
)
),

ν2(2b6) ≤ ν2

(
b(a/3 + 1)

(
n

2

))
,

meaning that we can replace the second condition with

6ν2(b) + 1 ≤ ν2

(
a5
(

2a
(
n

4

)
− (−ab/3 − a)

(
n

2

)))
= ν2

(
2
(
n

4

)
+ (b/3 + 1)

(
n

2

))
.

Now, since

2
(
n

4

)
+ (b/3 + 1)

(
n

2

)
=
(
n

2

)(
(n− 2)(n− 3) + 6 + 2b

6

)
,

we have rewritten our conditions as

5ν2(b) ≤ ν2

((
n

2

))
and 6ν2(b) + 2 ≤ ν2

((
n

2

))
+ ν2((n− 2)(n− 3) + 6 + 2b).

Now assume that n is even. Then 5ν2(b) + 1 ≤ ν2(n), meaning that modulo 25ν2(b)+1, we have
(n−2)(n−3) +6 +2b ≡ 2b+ 12, so (n−2)(n−3)+ 6 +2b has 2-adic evaluation at least 3 if ν2(b) = 1
and exactly 2 otherwise. Thus the conditions are satisfied exactly when ν2(n) ≥ 6 if ν2(b) = 1 and
ν2(n) ≥ 6ν2(b) + 1 otherwise, matching conditions (1) to (3).

If n is odd, then 5ν2(b)+1 ≤ ν2(n−1), so modulo 25ν2(b)+1, we have (n−2)(n−3)+6+2b ≡ 2b+8,
meaning that the 2-adic evaluation of (n− 2)(n− 3) + 6 + 2b is 2 if ν2(b) = 1, at least 4 if ν2(b) = 2,
and 3 otherwise. Therefore the conditions are satisfied if and only if ν2(n− 1) ≥ 7 for ν2(b) = 1,
ν2(n− 1) ≥ 11 for ν2(b) = 2, and ν2(n− 1) ≥ 6ν2(b) otherwise. This also matches conditions (1)
to (3).

A.3. Generalities surrounding (p, ±)-HPC numbers. In this section we develop a number of
general results that will be useful in the proofs of Propositions 6.7 to 6.9, including proving part of
Proposition 6.7.

Consider the evaluation Φ± sending γH 7→ 0 for all H ∈ C3 ∪ C4 ∪ C5 and sending

γK2 7→
1
2 − p√
p(1 − p)

±

√(
n

2

)
+

(1
2 − p)2

p(1 − p) .

First we compute Φ±(γH) for all NIV H. The NIV graphs with at most 5 vertices consist of
the empty graph, K2, members of C3 ∪ C4 ∪ C5, 2K2, K2 ⊔ P2, and K2 ⊔ K3. By construction,
Φ±(γ2K2) = 0. Also, in a similar manner to (6.2) we obtain that in Rn,

γK2γP2 = γK2⊔P2 + 2γP3 + 3γK1,3 − 2 2p− 1√
p(1 − p)

γP2 + 2(n− 2)γK2

γK2γK3 = γK2⊔K3 + γP2⊔• − 3 2p− 1√
p(1 − p)

γK3 + γP2 .

It follows that
Φ±(γK2⊔P2) = −2(n− 2)Φ±(γK2) and Φ±(γK2⊔K3) = 0.

Therefore, from (A.1) and (A.2), we obtain that for all H ∈ C2 ∪ C3 ∪ C4 ∪ C5, we have
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(A.3) Φ±(XH) = pe(H) v(H)!
autH

(
n

v(H)

)
+ pe(H)−1√p(1 − p)2(v(H) − 2)!e(H)

autH

(
n− 2

v(H) − 2

)
Φ±(γK2)

− pe(H)−3(p(1 − p))3/2 4XK2⊔P2(H)
autH 2(n− 2)Φ±(γK2),

where the last term only occurs for 5-vertex graphs.
We first need a lemma about these coefficients.

Lemma A.1. If H ′ and H are graphs with v(H) ≥ v(H ′), then
autH ′ ·XH′(H) · (v(H) − v(H ′))!

autH ∈ Z.

In particular, for H ∈ C2 ∪ C3 ∪ C4 ∪ C5,
v(H)!
autH ,

2(v(H) − 2)!e(H)
autH ,

4XK2⊔P2(H)
autH ∈ Z

(the above statement applied for H ′ = ∅,K2,K2 ⊔ P2).

Proof. Consider the action of AutH on injective graph homomorphisms H ′ → H. The stabilizer of
each homomorphism must permute the vertices not in the image of the homomorphism, meaning that
it must have size dividing (v(H) − v(H ′))!. This implies that the size of each orbit must have size a
multiple of autH/(v(H) − v(H ′))!. But there are exactly autH ′ ·XH′(H) such homomorphisms, so
the result follows. □

We now start proving Proposition 6.7.

Claim A.2. If there exists an integer n ≥ 5 that is (p,+)- or (p,−)-HPC, then p is rational.

Proof. First, consider some connected H with at most 4 vertices. Then, we find that
autH

v(H)!
(

n
v(H)

)Φ±(XH) = pe(H) + pe(H)−1√p(1 − p) 2e(H)
n(n− 1)Φ±(γK2)

= pe(H)
(

1 + e(H)
√

1 − p

p

2Φ±(γK2)
n(n− 1)

)
is a rational number; since it depends only on e(H) call it ξe(H). Now we compute that

ξ2
1 − ξ2 = 4p(1 − p)

n2(n− 1)2 Φ±(γK2)2 and ξ1ξ2 − ξ3 = 8p2(1 − p)
n2(n− 1)2 Φ±(γK2)2

are both rational, so their quotient, which is equal to 2p, must be rational as well. □

Remark A.3. This argument in fact proves that if there exists a (p, C3)̂-proportional graph, then
p is rational.

For the remainder of the proof we will consider rational p; suppose that p = a/b with gcd(a, b) = 1.
Define

h± =
√
a(b− a)Φ±(γK2) = b− 2a±

√
D

2 ,

where we additionally define

D = 2a(b− a)n(n− 1) + (b− 2a)2 = 2a(b− a)(2n− 1)2 + 2(3a− b)(3a− 2b)
4 .

Now (A.3) becomes
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(A.4) Φ±(XH) = ae(H)−2

be(H)

(
v(H)!
autHa2

(
n

v(H)

)
+ 2(v(H) − 2)!e(H)

autH a

(
n− 2

v(H) − 2

)
h±

− 24XK2⊔P2(H)
autH (b− a)(n− 2)h±

)
.

Lemma A.4. A necessary condition for n to be (p,±)-HPC is that 1
b (h± + a

(
n
2
)
) is an integer and

b8 | 2h±(n− 2). A sufficient condition for n to be (p,±)-HPC is that 1
b (h± + a

(
n
2
)
) is an integer

and b12 | n− 2.

Proof. First assume that n is (p,±)-HPC. Since

Φ±(XK2) = a

b

(
n

2

)
+
√
a(b− a)
b

Φ±(γK2) =
a
(

n
2
)

+ h±

b
,

the first condition is evident. Now, we consider the graphs K5, K2 ⊔ 3•, and −(P2 + 2•). After
computing

autK5 = 120 aut(K2 ⊔ 3•) = 12 aut(P2 ⊔ 2•) = 4
e(K5) = 10 e(K2 ⊔ 3•) = 9 e(P2 ⊔ 2•) = 8

XK2⊔P2(K5) = 30 XK2⊔P2(K2 ⊔ 3•) = 21 XK2⊔P2(P2 ⊔ 2•) = 13

by (A.3) we have

Φ±(XK5) = a8

b10

(
a2
(
n

5

)
+ a

(
n− 2

3

)
h± − 2(b− a)(n− 2)h±

)
(A.5)

Φ±(XK2⊔3•) = a7

b9

(
10a3

(
n

5

)
+ 9a

(
n− 2

3

)
h± − 14(b− a)(n− 2)h±

)
(A.6)

Φ±(XP2⊔2•) = a6

b8

(
30a3

(
n

5

)
+ 24a

(
n− 2

3

)
h± − 26(b− a)(n− 2)h±

)
.

Now we observe that

−30b2Φ±(XK5) + 6abΦ±(XK2⊔3•) − a2Φ±(XP2⊔2•) = a8

b8 (2(b− a)(n− 2)h±),

so b8 | 2(n− 2)h±.
Conversely, assume that 1

b (h± + a
(

n
2
)
) is an integer and b12 | n − 2. Clearly Φ±(XK2) and h±

are integers. Moreover, for H ∈ C3 ∪ C4 ∪ C5, it is straightforward to show that b10 divides
(

n
v(H)

)
,(

n−2
v(H)−2

)
, and n− 2. We are now done by combining (A.4) and Lemma A.1. □

A.4. Proof of remainder of Proposition 6.7. In light of Claim A.2, it suffices to consider
rational p.

If p /∈ {1
3 ,

2
3} and 2a(b − a) is a square, then there are only finitely many n for which 4D is a

perfect square, since 2(3a− b)(3a− 2b) ̸= 0, the number 2a(b− a)(2n− 1)2 is a square, and there
are only finitely many pairs of perfect squares with a given nonzero difference. Thus there are
only finitely many n such that h± is an integer, so by Lemma A.4 there are only finitely many
(p,±)-HPC n.

Now suppose p is rational but not of the above form. We first need a lemma.

Lemma A.5. For every positive integer m, there exist infinitely many positive integers n ≡ 2
(mod m) such that D is a square.
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Proof. If p ∈ {1
3 ,

2
3}, we may compute that D = (2n− 1)2, so the conclusion is obvious. For other

p, we will use the theory of Pell equations. In particular, we know that since 2a(b − a) is not a
perfect square, there exist positive integers r and s such that r2 − 2a(b− a)s2 = 1. We claim that
we may additionally choose r and s to be equivalent to 1 and 0 mod 2m. To see this, observe that
r + s

√
2a(b− a) is a unit inside the ring R = (Z/2mZ)[

√
2a(b− a)]. Since R is finite, some power

of r + s
√

2a(b− a) must be equal to 1 in R, yielding the desired solution. Now, since

(2b)2 − 2a(b− a) · 32 = 2(3a− b)(3a− 2b)
(a reflection of the fact that K2 would be hyperproportional were it not too small), by multiplying
2b+ 3

√
2a(b− a) by arbitrarily large powers of r + s

√
2a(b− a) we find arbitrarily large positive

integers t and u, congruent to 2b and 3 mod 2m, such that
t2 − 2a(b− a) · u2 = 2(3a− b)(3a− 2b).

We now claim that n = u+1
2 works. Indeed, by construction u ≡ 2 (mod m) and D = t2/4. Since t

is even, we are done. □

We now claim that if n ≡ 2 (mod 2b12) and D is a square, n is both (p,+)- and (p,−)-HPC.
First of all, we note that D ≡ 4a(b− a) + (b− 2a)2 ≡ b2 (mod 2b2), so

√
D is b times an odd integer.

Therefore h± is an integer that is −a mod b. Moreover, n(n− 1) ≡ 2 (mod 2b), so
(

n
2
)

≡ 1 (mod b).
Therfore 1

b (h± +
(

n
2
)
) is an integer, meaning that we are done by Lemma A.4.

A.5. Proof of Proposition 6.8. The proof is in two parts: we first reduce to a divisibility condition
on n, and then solve the Pell equation given these divisiblity conditions. We will also note that
h± =

√(
n
2
)
.

Claim A.6. An integer n ≥ 5 is (1
2 ,+)-HPC if and only if it is (1

2 ,−)-HPC, which occurs exactly
when

• h± is an integer, and
• 213 | n, 221 | n− 1, or 211 | n− 2.

Proof. Throughout this proof, we will frequently use Lemma A.1 implicitly. Also note that if h± is
an integer, then ν2(h±) = 1

2(max{ν2(n), ν2(n− 1)} − 1).
Assume h± is an integer. If 213 | n, then we always have 210 |

(
n

v(H)
)
, so the first term in (A.4) is

an integer. Also 26 | h±, so the second and third terms are integers for all graphs with at most 4
vertices. For 5 vertex graphs, we note that

(
n−2

3
)

≡ −4 (mod 212), so
(

n−2
3
)
h± and 2(n− 2)h± are

both divisible by 28. It remains to check that for connected 5-vertex graphs H with at least 9 edges,

2e(H)−8 | −12e(H)
autH + 4XK2⊔P2(H)

autH .

If H is K5 minus an edge, then we need to show 2 | −9 + 7, which is true. If H = K5, then we need
to show 4 | −1 + 1, which is also true.

If 221 | n− 1, then 210 | h± and 210 |
(

n
v(H)

)
, so n is indeed (1

2 ,±)-HPC.
If 211 | n− 2, then we first note that since h± is odd, Φ±(XK2) = 1

2(
(

n
2
)

+ h±) is an integer. Now,
for v(H) ≥ 3, we have 210 |

(
n−2

v(H)−2
)
, so we may ignore the second and third terms. Moreover, it is

straightforward to compute that 211 |
(

n
3
)
, 29 |

(
n
4
)
, and 210 |

(
n
5
)
, so the first term is integral as well.

This finishes the proof of one direction.
In the other direction, we note that by Lemma A.4 we get that h± is an integer and 27 | h±(n−2).

We now split into cases depending on n mod 4.
If n ≡ 0 (mod 4), then we get that 26 | h±, so 213 | n, as desired.
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If n ≡ 1 (mod 4), then 27 | h± and thus 215 | n− 1. This implies that 210 |
(

n
5
)
, so by considering

Φ±(XK5) we get that

210 | h±

((
n− 2

3

)
− 2(n− 2)

)
.

But
(

n−2
3
)

− 2(n− 2) is odd, so 210 | h± and 221 | n− 1.
If n ≡ 2 (mod 4), then h± is odd, immediately implying that 27 | n− 2. This is enough to imply

that

ν2

((
n

5

))
= ν2(n− 2) − 1, ν2

((
n− 2

3

)
h±

)
= ν2(n− 2), ν2(2(n− 2)h±) = ν2(n− 2) + 1.

Therefore ν2(Φ±(XK5)) = ν2(n− 2) − 11, implying that 211 | n− 2.
Finally, if n ≡ 3 (mod 4), then (n− 2)h± is odd, contradiction. This concludes the proof. □

Now, since we can rewrite h± = ±
√(

n
2
)

as (2n− 1)2 − 2(2h±)2 = 1, the values of n ≥ 1 with h±

integer correspond to solutions to the Pell equation r2 − 2s2 = 1 with r odd and positive and s even
and nonnegative (which is all nonnegative solutions by mod 4 reasons). The fundamental solution is
(r, s) = (3, 2), so in general the nonnegative solutions are given by (ra, sa) where

ra + sa

√
2 = (3 + 2

√
2)a = (1 +

√
2)2a ⇐⇒ ra = (1 +

√
2)2a + (1 +

√
2)−2a

2
for a ≥ 0. This in turn means that

n = ra + 1
2 =

(
(1 +

√
2)a + (1 +

√
2)−a

2

)2

.

It remains to show that for n ≥ 5 (equivalent to a ≥ 2) of this form, we have 213 | n, 221 | n− 1, or
211 | n− 2 if and only if a ≡ 0,±1,±511 (mod 1024). In other words, we need to show the following.

Claim A.7. Let a ≥ 2 and let ra + sa

√
2 = (3 + 2

√
2)a. The following are equivalent:

(1) 214 | ra + 1, 222 | ra − 1, or 212 | ra − 3,
(2) a ≡ 0,±1,±511 (mod 1024).

Proof. We work inside the field Q2(
√

2), which has a valuation ∥−∥2 and ring of integers Z2[
√

2].
Let ρ = 3 + 2

√
2.

We add a condition (3): that ρa ≡ ρ (mod 210), ρa ≡ ρ−1 (mod 210), or ρa ≡ 1 (mod 211).
We first show that (1) and (3) are equivalent. We first claim that we cannot have ra ≡ 5, 7

(mod 8). Indeed, since ρ2 = 17 + 12
√

2, it follows that the powers of ρ alternate 3 + 2
√

2 and 1
modulo 4

√
2. So 214 | ra + 1 is in fact impossible. Now, if 222 | ra − 1, then r2

a ≡ 1 (mod 223),
implying that s2

a ≡ 0 (mod 222) and thus 211 | sa. Therefore ρa ≡ 1 (mod 211). Moreover, if ra ≡ 3
(mod 212), then r2

a ≡ 9 (mod 213), implying that s2
a ≡ 4 (mod 212), which then implies that sa ≡ ±2

(mod 210). Thus ρa ≡ ρ±1 (mod 210). This proves that (1) implies (3).
The opposite is similar. If ρa ≡ 1 (mod 211), then 211 | sa, proving that 223 | r2

a − 1 and thus
222 | ra ±1. But it is impossible to have ra ≡ 7 (mod 8), so 222 | ra −1. If ρa ≡ ρ±1 (mod 210), then
s2

a ≡ 4 (mod 212), so r2
a ≡ 9 (mod 213) and thus ra ≡ ±3 (mod 212). But since ra ̸≡ 5 (mod 8), we

must have ra ≡ 3 (mod 212).
To show that (2) and (3) are equivalent, we note that ρa ≡ ρb (mod 2e) if and only if ρa−b ≡ 1

(mod 2e). So it suffices to show that ρ has order 29 mod 210 and order 210 mod 211. To see this, observe
that if ρ has order 2 mod 4, so its order must be even. Moreover, since ∥ρ2 −1∥2 = 2−5/2 < 2−1/(2−1),
it follows that for even a

∥ρa − 1∥2 = ∥log(ρa)∥2 = ∥a/2∥2∥log(ρ2)∥2 = ∥a/2∥2∥ρ2 − 1∥2 = 2−3/2∥a∥2.
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The result follows. □

We remark that the above claim can also be proven by computer, since ra is periodic with respect
to any modulus.

A.6. Proof of Proposition 6.9. We first observe three facts. First, by (A.5) and (A.6), we have

10bΦ±(XK5) − aΦ±(XK2⊔3•) = a8

b9

(
a

(
n− 2

3

)
h± − 6(b− a)(n− 2)h±

)
,

so by Lemma A.4, a necessary condition for n to be (p,±)-HPC is 39 | h±
(

n−2
3
)
.

Moreover, one can compute the following:

n ≡ 0 (mod 39) =⇒
(
n

5

)
≡ n

5 ,
(
n− 2

3

)
n ≡ −4n (mod 310)(A.7)

n ≡ 1 (mod 39) =⇒
(
n

5

)
≡ −n− 1

20 ,

(
n− 2

3

)
(n− 1) ≡ −(n− 1) (mod 310)(A.8)

n ≡ 2 (mod 310) =⇒
(
n

5

)
≡ n− 2

30 ,

(
n− 2

3

)
≡ n− 2

3 (mod 310)(A.9)

Finally, note that when b = 3, D = (2n − 1)2, meaning that for n ≥ 1, we have h+ = n and
h− = 1 − n when p = 1

3 and h+ = n− 1 and h− = −n if p = 2
3 .

We now split into cases.

A.6.1. Case 1: n ≡ 0 (mod 3). We aim to show that n is (1
3 ,+)- and (2

3 ,−)-HPC if and only if
39 | n, and that n is never (1

3 ,−)- and (2
3 ,+)-HPC. The latter fact follows immediately from the

fact that 38 | h±(n− 2). Now assume that we are working with the other two choices of p and sign,
so that h± = ±n.

For the only if direction, note that the condition 39 | h±
(

n−2
3
)

implies that 39 | n. For the if
direction, note that we automatically have that 38 divides

(
n

v(H)
)
, 39 divides

(
n
5
)
, and 39 divides h±,

so it suffices to check H = K5. Since 39 divides n and h±, this reduces to checking that modulo 310

0 ≡ a2
(
n

5

)
± a

(
n− 2

3

)
n∓ 4an ≡

(
n

5

)
+
(
n− 2

3

)
n− 4n.

This follows from (A.7).

A.6.2. Case 2: n ≡ 1 (mod 3). As in the previous case, from the fact that 38 | h±(n− 2) we find
that n is never (1

3 ,+)- or (2
3 ,−)-HPC. Now assume that we are in the other two cases, so that

h± = ±(n− 1).
For the only if direction, note that the condition 39 | h±

(
n−2

3
)

implies that 39 | n− 1. Now, the
integrality of Φ±(XK5) implies that, modulo 310,

0 ≡ a2
(
n

5

)
± a

(
n− 2

3

)
(n− 1) ∓ 2a(n− 1) ≡

(
n

5

)
−
(
n− 2

3

)
(n− 1) + 2(n− 1)

(A.8)
≡ (n− 1)

(
− 1

20 + 1 + 2
)
,

which implies that 310 | n− 1 as − 1
20 + 1 + 2 ̸≡ 0 (mod 3). The only if direction follows from the

fact that we have 39 |
(

n
v(H)

)
, 310 |

(
n
5
)
, and 310 | h±.
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A.6.3. Case 3: n ≡ 2 (mod 3). We aim to show that n is (p,±)-hyperproportional if and only if
310 | n− 2, for both choices of p and both signs.

For the only if direction, note that since 3 ∤ h±, we must have 39 |
(

n−2
3
)
, so 310 | n− 2. For the if

direction, observe that Φ±(XK2) = 1
3(a
(

n
2
)

+ h±) is an integer since
(

n
2
)

≡ 1 (mod 3) and h± ≡ −a
(mod 3). Moreover, for v(H) ≥ 3, we have that 39 divides

(
n

v(H)
)

and
(

n−2
v(H)−2

)
, so it suffices to check

H = K5. To do this, we need to show that

310 | a2
(
n

5

)
+ a

(
n− 2

3

)
h±,

which since h± ≡ −a (mod 3) is equivalent to
(

n
5
)

≡
(

n−2
3
)

(mod 310). This follows from (A.9).
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