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Abstract. Multigrid methods are techniques used to accelerate the convergence of standard
iterative methods such as the Jacobi and Gauss-Seidel methods. Developed over the last 25 years,
multigrid methods are well-developed for elliptic problems and offer the possibility of solving a
problem with computation and memory proportional to the number of unknowns O(n). These
methods are also found to be useful in generating effective preconditioners.
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1. Introduction. Linear systems of equations are ubiquitous in computational
science and often arise from finite discretizations of partials differential equations
(PDEs). Consequentially, the ability to efficiently solve these systems is of great
importance, and research in this direction has become a fundamental part of linear
algebra in modern times. Techniques used to solve linear systems can be classified as
direct and iterative methods. Most direct methods can be interpreted as variations
of the famous Gauss Elimination algorithm, which generates exact solutions at the
cost of O(n3) for a dense n × n matrix. However, the matrices that arise from the
discretization of physical systems often possess special structures that can be utilized
to devise more efficient algorithms. For example, the Thomas algorithm is a direct
method that can be used to solve tridiagonal linear systems at O(n) cost. [6] reviews
the various direct method algorithms used for sparse linear systems.

In practice, iterative methods are often preferred over direct methods for large
systems of equations. The classic iterative methods, Jacobi and Gauss-Seidel, use
iterations of the form xn+1 = xn +Q(b− Axn) to produce approximate solutions to
large linear systems Ax = b. The successive over-relaxation (SOR) and weighted
Jacobi methods were later introduced to improve the standard GS and Jacobi
methods, respectively. More sophisticated iterative methods include the Krylov
subspace methods [14] such as the generalized minimum residual (GMRES), Arnoldi,
Lanczos, Conjugate Gradient (CG), and BiCGSTAB methods, which often provide
improved convergence and stability properties.

Over the last few decades, multigrid methods have been developed to accelerate
the convergence of iterative methods (such as Gauss-Seidel and under-relaxed Jacobi
methods). This method was first proposed in [7], and its convergence properties were
presented in [8]. Typically, iterative methods (including GS and under-relaxed Jacobi)
function as smoothers in that they can get rid of the high-frequency components of
the error in fewer iterations than the low-frequency components. Furthermore, when
the errors are transferred to a coarse grid, the previously low-frequency components
become high-frequency components in the coarse grid and can therefore be eliminated
cheaply. Multigrid methods exploit these two properties by using a hierarchy of
discretizations and grid-transfer operations to efficiently solve systems of equations
with great accuracy at modest costs. By extension, these methods also rely on the
ideas that smooth functions can be well represented on coarse grids and that coarse
grid solutions are cheaper to compute. A good introduction to multigrid methods can
be found in [2].

Another approach to improving the efficiency of iterative solutions is using
preconditioners. It is well known that the efficiency of iterative methods is often closely

1



linked to the condition number of the linear system in consideration. Preconditioners
improve the condition number of the problem and, therefore, improve iterative
methods’ performance. Practically, this amounts to multiplying both sides of the
linear system Ax = b by a splitting Q−1 and solving the resulting better-conditioned

system Q−1 Ax = Q−1 b. The multigrid method offers another use here as it turns
out they generate efficient preconditioners for external iterative solvers [4].

Multigrid methods are a relatively new class of iterative methods and are still
subject to active research. These methods are currently well-developed for elliptic
problems and offer the possibility of solving a problem with computation and memory
proportional to the number of unknowns O(n).

This work reviews multigrid methods and discusses results from an elementary
1D implementation of a multigrid method in an HDG finite element solver framework.
Section 2 introduces the multigrid algorithm and the tools required to implement the
algorithm. Following this, an exposition of the implementation of the 1D multigrid
method, along with a brief overview of the finite element method used, is provided
in Section 3. An analysis of the multigrid results is presented in Section 4 with
comparisons against other iterative methods along with comparisons between different
multigrid variants. Section 5 summarizes the findings of this work and points to active
directions of research on this topic.

2. Multigrid Algorithm. Here we start by describing a simple two-grid
algorithm that presents the fundamental multigrid ideas. Each cycle of the two-grid
method can be decomposed into three stages : 1) pre-smoothing iterations 2) coarse
grid correction and 3) post-smoothing iterations. The two smoothing iterations are
carried out by a iterative method that eliminates the high-frequency error components
in just a few iterations. Eigenvalue analysis can sometimes be used to reveal whether
or not an iterative method functions as smoother [2]. The second stage involves
generating a correction to our approximate using a coarse-grid solution for the same
problem. The error equation for a linear system of the form Ax = b can be derived
in terms of the error e and the residual r as

Ax−Axest = b−Axest =⇒ A (x− xest) = Ae = r(2.1)

Starting from an initial guess xn, pre-smoothing iterations are carried out to obtain
xn+1/3. The residual obtained on the fine grid (of mesh size h) can be transferred to
a coarse grid (say, of size 2h) using a procedure called restriction as

(2.2) r2h = Ih
2h

rh and A
2h

e2h = r2h

Note that we consider the case where the coarse grid has twice the mesh size as the
fine grid here, and this common practice as there is generally no advantage in using
different grid spacing ratios.

We expect it to be quite smooth since our initial approximation has already
been subject to pre-smoothing iterations. Based on this, we can expect the residual
to be reasonably well-represented after restriction to a coarse grid. The simplest
restriction procedure would be injection, wherein we just pick the alternate grid point
values from the fine grid vector to form the coarse grid vector as, r2h,i = rh,2i for
i = 1, . . . , (n − 1)/2. The error equation derived above is then used to compute the
residual on the coarse grid, at a relatively cheap computational cost, as e2h = A−1

2h
r2h.

The computed error can be transferred back to the fine grid using a procedure called
prolongation and used to improve our approximation as
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(2.3) eh = I2h
h

e2h and x
n+2/3
h = x

n+1/3
h + eh

Finally, the approximation is further updated by post-smoothing iterations to
obtain xn+1. The two-grid algorithm is summarized below

Algorithm 2.1 One cycle of a two-grid algorithm

1: Choose an initial guess x0
h

2: Relax ν1 iterations of A
h
x0
h = bh → x

1/3
h ▷ Pre-smoothing iterations

3: Compute the residual as rh = bh −A
h
x
1/3
h ▷ Coarse grid correction

4: Restrict residual to coarse grid as r2h = Ih
2h

rh
5: Compute coarse grid error as A

2h
e2h = r2h → e2h

6: Prolongate error to fine grid as eh = I2h
h

e2h

7: Correct x
2/3
h = x

1/3
h + eh

8: Relax ν2 iterations of A
h
x
2/3
h = bh → x1

h ▷ Post-smoothing iterations

3. Implementation. In order to validate the multigrid method, we apply it to
the linear system that arises from discretizing the 1D Poisson equation shown below,

(3.1) −∇ · (κ∇u) = f

For simplicity, we will assume homogeneous boundary conditions and that κ = 1
for each test case. Various numerical methods can be used to discretize the PDE,
including finite difference methods and finite volume methods, but in this work, we
employ a hybridizable discontinuous Galerkin (HDG) finite element method.

3.1. Finite element methods. Finite element methods are robust numerical
methods that are widely used in computational science. These methods allow for
hp-adaptivity over unstructured meshes that can handle complex geometries, making
them useful for a variety of problems. In these methods, the domain is discretized
into a finite set of elements, and the solution on each element is approximated using
a locally defined basis function. The classic FEM schemes are the Galerkin schemes,
of which the continuous Galerkin (CG) and discontinuous Galerkin (DG) methods
are two types. A detailed introduction to these methods can be found in [15]. The
HDG methods for convection-diffusion problems were introduced in [22], and they
offer computational savings over the DG method by reducing the size of the global
linear that needs to be solved. The discretization and flux choices in HDG methods
are set up such that the solution across the domain can be computed by solving a
global system for the unknowns along the skeleton of the grid (Λ) (referred to as the
numerical traces),

(3.2) K
g
Λ = F g

Following this, these numerical traces are used to reconstruct the local solution on
each element.

3.2. Test cases. We will be using a few test cases to validate the multigrid
method and make comparisons with other competing algorithms. The method of
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Fig. 1: The numerical trace is represented in terms of piece-wise linear basis functions
(image taken from [16])

manufactured solutions has been used to generate these problems [23]. The first
problem (referred to as P1 henceforth) is defined as,

−uxx = 20x3 − 30x2 +
108

8
x− 25

16
, 0 < x < 1, u(0) = u(1) = 0(3.3)

u(x) = x(x− 1/4)(x− 1/2)(x− 3/4)(x− 1)(3.4)

Note that since the solution is a fifth-order polynomial, we expect the HDG method
to generate an exact solution when p ≥ 5.

For the second problem, we construct a solution that lies outside the polynomial
space such that the numerical method cannot generate an exact solution. The second
problem (referred to as P2 henceforth) is defined as,

−uxx = 25π2(sin(5πx) + 9 sin(15πx)) 0 < x < 1, u(0) = u(1) = 0(3.5)
u(x) = sin(5πx) + sin(15πx)(3.6)

3.3. Restriction and prolongation. Defining the restriction and prolongation
operators used to transfer vectors between grids is an integral part of multigrid
methods. In the 1D HDG formulation used here, hat functions are used as basis
functions for the numerical traces as λ(x) =

∑N
i=1 λiϕi(x). An illustration of these

hat functions is shown in Fig 1
Therefore, here we use a simple linear interpolation as our 1D prolongation

operator wherein the values at the intermediate nodes are approximated as averages
of the neighbouring node values. This operation can be represented in matrix form
as,

(3.7) Ih
2h
u2h =


1
1/2 1/2

1
1/2 1/2

1


 u2h,1

u2h,2

u2h,3

 =


uh,1

uh,2

uh,3

uh,4

uh,5

 = uh

When the restriction and interpolation can be represented as
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Fig. 2: Validation of the multigrid method for P1

(3.8) Ih
2h

= c (I2h
h
)T , c ∈ R

they are said to satisfy a variational property that is useful for theoretical convergence
proofs. We follow suit with this to define our restriction operation to be a weighted
linear operator defined as

(3.9) I2h
h
uh =

1

4

 2 1
1 2 1

2 1




uh,1

uh,2

uh,3

uh,4

uh,5

 =

 u2h,1

u2h,2

u2h,3

 = u2h

4. Results and Comparisons. In this section, we first validate the two-grid
method described earlier and then proceede to make comparisons against other
iterative methods. Finally, we briefly introduce other variants of the commonly used
multigrid methods.

4.1. Validation. We validate the two-grid correction method (algorithm 2.1) by
solving P1 with ν1 = 1 and ν2 = 1. Figure 2 shows that the computed solution and
derivative (q(x) = u′(x)) match closely with the analytical solutions. The domain
was discretized by two 5th order p = 5 elements and after 2 multigrid iterations, the
L2 error of the computed solution was down to machine precision ϵmach.

4.2. Comparison with classic iterative methods. The Gauss-Seidel (GS)
method, introduced in the late 1800s, is a classic iterative method used to solve linear
systems Ax = b. The procedure involves decomposing the matrix as A = D−L−U ,
where D is diagonal, L is strictly lower trianglular and U is strictly upper triangular.
Using this decomposition, we can define the GS iteration as

(4.1) xn+1 = (D − L)−1U xn + (D − L)−1b
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Fig. 3: Validation of the multigrid method for P2 using 32 elements

These GS iterations will converge to the solution when A is either diagonally dominant
or symmetric positive definite (SPD). The matrices that arise from the test cases
used in this study are always diagonally dominant, making this method applicable.
Although the GS method should not be considered an algorithm that competes
with multigrid methods, comparisons against this method serves to illustrate the
effectiveness of multigrid methods.

We solve P2 using the GS method and the two-grid method (with ν1 = ν2 = 1)
using two different orders of discretizations (p = 2, 3). A comparison of the number
of iterations required to converge to a specified tolerance is shown in Fig 3, and it
can be clearly seen that the multigrid method requires far fewer iterations than GS.
We note that each multigrid cycle involves two GS smoothing iterations, two matrix-
vector multiplications for grid-transfers and a direct solve for the coarse grid problem.
However, when the number of unknowns n is very large, the solution to the coarse
grid problem is negligible compared to the fine grid problem. Further, even when the
multigrid iteration count is scaled by (ν1 + ν2), the iteration count is much smaller
than the GS iteration count.
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Fig. 4: Comparison between conjugate gradient method and two-grid method

4.3. Comparison with the conjugate gradient method. It can be shown
that the linear system that arises from an HDG discretization of the 1D Poisson
equation is symmetric positive-definite []. Therefore, a suitable alternative to the
multigrid algorithm for this problem would be the conjugate gradient (CG) method
(a Krylov subspace method). In this subsection, we compare the CG algorithm against
the two-grid method. The CG algorithm can be summarised as

Algorithm 4.1 Conjugate gradient algorithm
1: r0 = b−Ax0

2: ρ
0
= r0

3: k = 0
4: while rk+1 ≥ tolerance do
5: αk = rTk rk/ρ

T
k
Aρ

k
▷ step size

6: xk+1 = xk + αkρk
7: rk+1 = rk − αkAρ

k
▷ new residual

8: βk = rTk+1rk+1/r
T
k rk

9: ρ
k+1

= rk+1 + βkρk ▷ new search direction
10: k = k + 1

Although the CG algorithm has many computations per cycle, the computation
of the matrix-vector product Aρ

k
is most expensive and therefore dominates over the

remaining computations. In contrast, the two-grid algorithm has (ν1 + ν2) matrix-
vector products for the smoothing iterations followed by two more products for the grid
transfer operations. We compare the two methods by solving P2 using 32 elements
and find that CG converges in just two iterations while the two-grid method takes
many more iterations. It seems clear that the CG is the better choice for the 1D
elliptic problem we have considered here. However, it is useful to note that CG only
works for SPD matrices, whereas multigrid methods are more generally applicable.

4.4. V-cycle algorithm. The most expensive step in the two-grid scheme
presented in Algorithm 2.1 is the direct solve needed to compute the coarse grid
error. Noticing that Axh = f

h
and Ae2h = r2h have the same structure, we can
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improve on the two-grid method by solving the error equations using an even coarser
grid. This forms the fundamental idea behind the v-cycle algorithm described below.

Algorithm 4.2 One cycle of a V-cycle algorithm

1: Choose an initial guess x0
h ▷ V Gh(x

n
h, bh) → xn+1

h

2: Relax ν1 iterations of A
h
x0
h = bh → x

1/3
h ▷ Pre-smoothing iterations

3: Compute the residual as rh = bh −A
h
x
1/3
h

4: Restrict residual to coarse grid as r2h = Ih
2h

rh
5: if h corresponds to coarsest grid then
6: x

2/3
h = x

1/3
h

7: Skip to step 13
8: else
9: Compute coarse grid error as V Gh(0, r2h) → e2h ▷ Coarse grid correction

10: Prolongate error to fine grid as eh = I2h
h

e2h

11: Correct x
2/3
h = x

1/3
h + eh

12: end if
13: Relax ν2 iterations of A

h
x
2/3
h = bh → x1

h ▷ Post-smoothing iterations =0

As we deal with coarser and coarser grids, the cost of operating on the
corresponding vectors and matrices sharply decreases. Therefore, we can expect an
improved performance of the V-cycle in comparison to the two-grid method. This
method was implemented, and it was found to perform marginally better than the
two-grid method for our test cases.

5. Conclusion. Multigrid methods are definitely amongst the most exciting
algorithms for linear systems that have come up in the last few decades. Currently,
these methods are well-developed for elliptic problems and are especially popular
for 2D and 3D problems. Efficient application of such methods for other systems of
equations, unstructured grids and different discretizations [5, 9, 11, 13, 17] are subjects
of active research. The iterative nature of these multigrid methods also suggests that
they can be suitable candidates for nonlinear problems, and this avenue has been
explored. An interesting question is whether these methods are applicable when no
grid is associated with the linear system. Algebraic multigrid (AMG) methods address
this very situation, and an introduction to the fundamental ideas can be found in [3].
On the whole, multigrid methods are receiving substantial amounts of well-deserved
attention, giving rise to possibilities of exciting developments in the near future.
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