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Motivation 

select next 
sensing action 

Sense/Sample Observe / Infer 

How do we learn about the World? 

The learning process is in essence sequential and 
adaptive/active… 



More Motivation – Visual Perception 

Use previously collected data to guide the sampling 
process 

Ilya Repin. Unexpected Return (1884) 

(Eye tracking from Yarbus, 1967) 



Seven records of eye 
movements by the same 
subject. Each record lasted 3 
minutes. 1) Free examination. 
Before subsequent recordings, 
the subject was asked to: 2) 
estimate the material 
circumstances of the family; 3) 
give the ages of the people; 4) 
surmise what the family had 
been doing before the arrival 
of the "unexpected visitor;" 5) 
remember the clothes worn by 
the people; 6) remember the 
position of the people and 
objects in the room; 7) 
estimate how long the 
"unexpected visitor" had been 
away from the family (from 
Yarbus 1967). 



“Is the person 
wearing a hat ?” 

“Does the person 
have blue eyes ?” 

How do we learn? - “Twenty Questions”


“Active Learning” works very well in simple conditions 
How about if the answers 
are not entirely reliable? 



Learning to Learn 

Sensing/ 
querying 

Observations 

Inference 

World 

Sampling 
strategy 

How can we take advantage of the feedback? 
How much can be gained? 

Sequential Sensing and Learning: learning using data 
collection procedures that use information gleaned from 
previous observations to guide the sensing process. 

Devise practical ways of using this feedback? 



Decided to make new astronomical 
measurements when “the discrepancy between 
prediction and observation [was] large enough 
to give a high probability that there is 
something new to be found.”  Jaynes ‘86 

Laplaceʼs Active Learning 

Discovery 

Observations 

Sampling 
strategy 

Bayesian approach: select new samples/experiments that are predicted to 
be maximally informative in discriminating models; “sample where the 
uncertainty is greatest”, Fedorov ’72, Mackay ‘92 



Challenges 

With feedback comes great responsibility!!! 

Sampling/ 
querying 

Observations 

World 

Sampling 
strategy 

If an active learning algorithm is “too aggressive” it might 
start focusing on the wrong questions... 

Curiosity can kill the cat!!! 

Strong dependencies 
among observations!!! 



cholesterol 

BM
I 

Challenges - Classification 



cholesterol 

BM
I 

Does Active Learning Always Help? 



wireless sensor networks remote sensing 

Internet Monitoring Social Networks 

Why Do Active Learning? 



wireless sensor networks remote sensing 

Internet Monitoring 

Where, When and How 
to collect information? 

Social Networks 

Why Do Active Learning? 



Why do AL? - Human Learning 



Sensing  Computing  

Why do AL? - Human Learning 



Huge burden to the human in the loop 

Background 
Knowledge 

Experiment 
Outcome 

Experiment 
Selection 

Scientist 

Analysis 

“Towards 2020 Science” – 40 eminent scientists’ visions of the future of science 

Hypothesis 

Humans are unable to grasp the high-dimensional 
complexity of processes of interest 

There is a need for “autonomous experimentation” 

Why do AL? - Automating Science 



Wired Magazine, April 2009:  

For the first time, a robotic system has made a novel 
scientific discovery with virtually no human intellectual 
input. 

Scientists designed "Adam" to carry out the entire 
scientific process on its own: formulating hypotheses, 
designing and running experiments, analyzing data, 
and deciding which experiments to run next. "It’s a 
major advance," says David Waltz of the Center for 
Computational Learning Systems at Columbia 
University. "Science is being done here in a way that 
incorporates artificial intelligence. It’s automating a 
part of the scientific process that hasn’t been 
automated in the past." 

Adam is the first automated system to complete the 
cycle from hypothesis, to experiment, to reformulated 
hypothesis without human intervention. 

www.aber.ac.uk/compsci/Research/bio/robotsci/  



Outline 

Binary Classification and the fundamental 
limits of active learning 

Algorithmic considerations, and active learning 
in practice 



Probabilistic Framework for Classification


        features label 

Goal: 

In words: given a feature vector    we want to predict the 
label     as well as possible… 

(generally unknown)


probability of error




 Bayes Classifier

What is the “best” classification rule? 

Since we are considering binary labels any reasonable 
classification rule has the form 



requires knowledge of


is the ½ level set of 

 Bayes Classifier

The Bayes classifier says 1 if, given a feature   , it 
is more likely that the corresponding label is 1 

Classification is just a level-set estimation problem 



In most problems         is unknown. We have to rely on data 

Goal: 

We want to find a classifier “close” to     ! 

Learning from Examples




Excess Risk 

How smooth is    near


How easy is to approximate


“noise” characterization




Passive Learning


Cholesterol  Level 

Bo
dy

 M
as

s 
In

de
x 

Given n randomly selected examples how well can we do? 



many unlabeled examples  
(e.g., people, documents) 

labeling examples is expensive 

some examples are more 
informative than others 

Active Learning


Given n selectively chosen training examples, 
how well can we do? 

select 

Large pool of

unlabeled examples


cholesterol 
BM

I 



Three Active Learning Paradigms 



Passive vs. Active Sampling 

Passive Sampling: 

Active Sampling: 



The One Dimensional Threshold Problem


(unknown)


This can be made more general 
(bounded density)


Goal: Minimizing the excess risk boils down to constructing 
a good estimate      of 



unbounded noise 

noiseless bounded noise 

No strong cue about 
the location of the 
boundary 

How much does active learning help in each case? 

Various Scenarios




Passive Learning 

Sample locations must be chosen before any 
observations are made 

Too many wasted samples. Learning is limited by 
sampling resolution 



Active Learning 

Sample locations are chosen as a function of 
previous observations 

The error decays much faster than in the 
passive scenario. No wasted samples… 



Active Learning 

Sample locations are chosen as a function of 
previous observations 

The error decays much faster than in the 
passive scenario. No wasted samples… 



Active Learning – Bounded Noise


Horstein, ‘63 

Collect an erroneous label with probability 



Active Learning – Bounded Noise


Horstein, ‘63 

Collect an erroneous label with probability 



sequentially take samples  
at posterior median 

Active Learning – Bounded Noise


Horstein, ‘63 

Collect an erroneous label with probability 



sequentially take samples  
at posterior median 

Active Learning – Bounded Noise


Horstein, ‘63 

Collect an erroneous label with probability 



Burnashev-Zigangirov (BZ) Algorithm ʻ73


search over a  
discrete grid 

median 



Burnashev-Zigangirov (BZ) Algorithm ʻ73


search over a  
discrete grid 

balancing the 
two terms 

approximation error
 estimation error




Burnashev-Zigangirov (BZ) Algorithm ʻ73




Active vs. Passive – Bounded Noise


Compare with the lower bounds for passive learning 

Even with measurement uncertainty the 
active learning gains are HUGE!!! 

Theorem: 

Under the active sampling scenario 



Active vs. Passive – Bounded Noise


Passive learning: 

Significantly fewer samples are needed to 
achieve the same accuracy… 

In terms of sample complexity: 

Active learning: 



Characterizing the Noise Level

“Noise” characterization near boundary: 



Unbounded Noise


very similar to the bounded noise case replacing     by 



approximation error
 estimation error


balancing the 
two terms 

A practical modification of the BZ algorithm can be devised 
achieving the above bound without the alignment assumption. 

Unbounded Noise




Active vs. Passive – Unbounded noise


Compare with the lower bounds for passive learning 

Active learning has much faster error decay, especially 
when κ is small  

Example: passive 
active 

Theorem: 

Under the active sampling scenario 



Compare with the lower bounds for passive learning 

Example: passive 
active 

Theorem: 

Under the active sampling scenario 

Active learning has much faster error decay, especially 
when κ is small  

Active vs. Passive – Unbounded noise




Compare with the lower bounds for passive learning 

Example: passive 
active 

Theorem: 

Under the active sampling scenario 

Active learning has much faster error decay, especially 
when κ is small  

Can we do even better with active sampling ? 

Active vs. Passive – Unbounded noise




Lower Bound – Active Learning


Theorem: 

Under the active sampling scenario 

The modified BZ algorithm nearly achieves this bound 

sampling  
strategy 



Reduce the original problem to a multiple  hypotheses test 

Lower Bound Proof Technique


Key fact:  A sufficiently challenging subclass Ψ can be 
chosen independently of the classification rule and 
sampling strategy 

big (infinite) 
class


finite subclass




Lower Bound Proof Technique


Two conflicting goals: elements of     must be such that: 

 Hard to distinguish from data: 

If an estimator infers the wrong distribution then we 
incur a significant error 



Proof Sketch


best possible sampling location 

“cost” of being wrong: 



Lower Bound Proof – Passive Sampling


Only a fraction    of the samples are informative 



From 1D to Multiple Dimensions


One-dimensional threshold Multidimensional “threshold” 



Multidimensional Settings

Consider the class of “boundary fragment” sets 

(Korostelev & Tsybakov ’93, Donoho ’97, ’99) 



Noise Condition – Transition Smoothness




Active Learning for Boundary Fragments




Estimating Boundary Fragments


approximation error
 estimation error


( best model in our class) 



Estimating Boundary Fragments




Upper and Lower Bounds


Theorem: 

Note: The constructive estimation strategy is near optimal 

Compare with passive sampling (similar to Tsybakov ’04) 



Implication: General Classes

Active learning lower bounds for general classes 

passive 

active 

These results can be generalized for 
estimation of level sets and functions 

Complexity of decision boundary 
(metric entropy of Bayes class) 

Smoothness of transition 



Why are these Results Important?


The threshold and boundary fragment classes provide 
benchmark problems for the design and assessment of 
practical general-purpose algorithms 

Active Learning helps when problem complexity is 
spatially concentrated (e.g., locating a boundary 
or threshold) 

Indicate when active learning can be beneficial, and 
quantify the gain. 

Practical problems: 
    multiple change-points, arbitrary boundary sets, etc... 



Outline 

Binary Classification and the fundamental 
limits of active learning 

Algorithmic considerations and Active 
Learning in practice… 



Hypothesis and Query/Feature Spaces 



Version Space 

Cohn, Atlas and Ladner ‘92 

Region of Disagreement 

CAL algorithm may also be operated in an online fashion 

A Simple Algorithm for Separable Case 



Flavors of Active Learning Analysis 

Unfortunately theoretically sound methods that have been 
developed are for the most part either computational 
intractable, or empirically not so good… 



What if there is Noise or Mismatch? 



Active Learning in Practice 
The most successful active learning methods are based on 
empirical ideas, and are not guaranteed to always work. 
Generally their performance is reported only in the settings 
where these succeed. 

Tur, Tur and Shapire, “Combining active and semi-supervised learning for spoken 
language understanding” 2005 



Active Learning in Practice 

A mostly practical general purpose 
algorithm for the classification 
setting with provable 
performance. 

Beygelzimer, Dasgupta & Langford, “Importance Weighted Active Learning”, ICML 2009 



Active Learning in Regression 

Goal: Accurately “learn” a function/set, as fast as 
possible, by strategically focusing in regions of interest 

Function Estimation 



Goal:  

Observation Model:  

Regression of

Piecewise Constant Functions 



Passive Learning in the PC Class 

•  Prune the partition, adapting to the 
data 

•  Recursively divide the domain into 
hypercubes 

•  Fit a model in each partition set 

•  Distribute sample points uniformly 
over [0,1]d 

Idea: Use Recursive Dyadic 
Partitions to find the boundary 

A multiscale approach (the “wavelet” idea): 



Stage 1: “Oversample” at coarse 
resolution 

•  n/2 samples uniformly distributed 

•  Limit the resolution: many more 
 samples than cells 

•  biased, but very low variance result 
 (high approximation error, but low  

 estimation error) 

            “boundary zone” is   
           reliably detected  

Some delicate issues relating alignment 
of partition and boundaries 

Active Learning in the PC Class 



Stage 2: Critically sample in 
boundary zone 

•  n/2 samples uniformly distributed 
  within boundary zone 
•  construct fine partition 
  around boundary 
•  prune partition according to 
  standard multiscale methods 

            high resolution  
    estimate of boundary 

How to choose the right balance 
between detection of the boundary 
and refinement ??? 

Active Learning in the PC Class 



Theorem (Castro, Willett & Nowak ’05): 

passive 
active 

Performance Bounds 

Best possible error rates: 



Function Estimation 
16384 non-adaptive samples 



Function Estimation 
16384 non-adaptive samples 



Function Estimation 
16384 non-adaptive samples 

8192 non-adaptive samples 



Function Estimation 
16384 non-adaptive samples 

8192 non-adaptive samples 



Function Estimation 
16384 non-adaptive samples 

8192 non-adaptive samples 
+ 8192 adaptive samples 



Function Estimation 
16384 non-adaptive samples 

8192 non-adaptive samples 
+ 8192 adaptive samples 



Real-World Application – Ballistic Laser Imaging


Data kindly provided by Sina Farsiu (Duke) 

65536 Passive Samples 4096 Passive samples 

Active Sample Locations 4096 active samples 



Investigate human active learning in task  
analogous to 1-d threshold problem 

alien eggs 

more probably 
snakes 

more probably 
birds 

θ


Castro, Kalish, Nowak, Qian, Rogers & Zhu (NIPS 2008)  

Results: Human learning rates agree with theory, 
1/n in passive mode and exp(-cn) in active mode. 

Subjects observe random egg hatchings (passive learning) 
or they can select eggs to hatch (active learning).  
They are asked to determine the egg shape where snakes 
become more probable than birds. 

HAL: Are you a good active learner?




HAL: The Data 
33 subjects split up among various conditions 

Error vs. number of samples 



HAL: Man vs. Man, Man vs. Machine 

Conclusions:  

1.  Human learning benefits significantly 
from selective sampling/querying. 

2. Machines may assist human learning by 
providing informative samples or 
suggesting experiments 
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Active Learning is an Active Area of Research 
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Active Learning is an Active Area of Research 
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