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Recap: neural sequence models



Language modeling with feedforward networks

4

An Early Neural n-gram (Bengio et al., 2003)

• Associate a distributed vector per word
• Express the joint probability function of 

word sequences in terms of the vectors 
• Simultaneously learn word vectors and 

parameters of the probability function
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***

• Implemented as feed-forward network
• Shared vector mapping, *, for all words
• First layer concatenated context vectors
• Perplexity improvements on Brown and 

AP News corpora over best n-grams

Word Representations

• The word embedding matrix is learned during LM training

• It also turns out to be a useful word representation

• Can be used as a building block in many tasks:

1. Start with word embeddings as input

2. Build a neural network on top

3. Train on new task and back-propagate down the network, potentially 

updating the word embeddings

• Word embeddings capture the “distributional hypothesis” (Harris 

1954; Firth 1957):

– Words that occur in similar contexts tend to have the same meaning

[A Neural Probabilistic Language Model. Bengio, 2003]



Language modeling with RNNs

A (unidirectional) RNN can compute                   . p(yt ∣ x:t)
Suppose for a sequence     we set                 .yt = xt+1x

cheap and very

and L1 L2 L3very tasty

∑
t

log p(xt+1 |x:t) = p(x)then



Attention mechanisms

Aquam porta ad casa

1. When predicting output , assign a weight  to each encoder state i αij hj

i
0.1 0.7 0.1 0.1

2. Compute a pooled input ci = ∑
j

αijhj



Transformers

2

Transformer Motivation

[Luong et al., “Attention-based NMT” arXiv:1508.04025, 2015]

• The sequential nature of RNN 
models makes training challenging
– Precludes parallelization 
– Unwieldy for long sequences
– Limits batch sizes

• The best RNNs use attention to 
handle distant dependencies

• If attention gives access to all 
words, do we need recurrence?

Transformers: Attention Is All You Need

• Non-recurrent seq2seq (encoder-decoder) model

• Multi-layered attention model enables lateral 
information transfer across an input sequence

• Cost function is cross-entropy error of decoder

• Original paper demonstrated good results on 
machine translation and constituency parsing

• Transformers are the basis for BERT etc.   
(which we will see next week)

[Vaswani et al., “Attention is All You Need” arXiv:1706.03762 2017]



Recap: pretraining



Language modeling with word2vec

7

Skip-gram Formulation
• Skip-gram predicts neighbor words from center word

• Each output is predicted independently

• Context window lengths                                                             
can be sampled

fox jumped overbrownquick
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WORD2VEC Training

• Training based on a word corpus !",!$, !%, … , !'
• Objective function based on cross-entropy loss

• For SGD, compute gradient of loss function, ()* ) , i.e.,
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[Distributed Representations of Words and Phrases and their Compositionality. Mikolov et al., 2003]



RNNs and word embeddings

cheap and very tasty

one-hot vectors

word embedding 
matrix

learned word  
embeddings



Homonyms

I can run. I can anchovies.



Word senses

I deposited money in the bank.

I climbed up the bank of the river.



Word senses

I’ll meet you at the bank.

All my classmates work for banks.

She’s a volunteer at the blood bank.



Word senses

Definition of do (Entry 1 of 5)
transitive verb
1: to bring to pass : CARRY OUT
do another's wishes
2: PUT —used chiefly in do to death
3
a: PERFORM, EXECUTE
do some work
did his duty
b: COMMIT
crimes done deliberately
4
a: BRING ABOUT, EFFECT
trying to do good
do violence
b: to give freely : PAY
do honor to her memory

5: to bring to an end : FINISH —used in the past participle
the job is finally done
6: to put forth : EXERT
did her best to win the race
7
a: to wear out especially by physical exertion : EXHAUST
at the end of the race they were pretty well done
b: to attack physically : BEAT
also : KILL
8: to bring into existence : PRODUCE
do a biography on the general
has done some beautiful landscapes

https://www.merriam-webster.com/dictionary/transitive
https://www.merriam-webster.com/dictionary/carry%20out
https://www.merriam-webster.com/dictionary/put
https://www.merriam-webster.com/dictionary/perform
https://www.merriam-webster.com/dictionary/execute
https://www.merriam-webster.com/dictionary/commit
https://www.merriam-webster.com/dictionary/bring%20about
https://www.merriam-webster.com/dictionary/effect
https://www.merriam-webster.com/dictionary/pay
https://www.merriam-webster.com/dictionary/finish
https://www.merriam-webster.com/dictionary/exert
https://www.merriam-webster.com/dictionary/exhaust
https://www.merriam-webster.com/dictionary/beat
https://www.merriam-webster.com/dictionary/kill
https://www.merriam-webster.com/dictionary/produce


Representations of words

at the bank

one-hot vectors

learned word  
embeddings

1. ridge of dirt

2. financial inst

3. row of objects

4. reserve supply



Representations of words

at the bank

one-hot vectors

learned word  
embeddings

mound

creditor

row

stockpile



Word sense disambiguation

at[3] the bank[2]

one-hot vectors

learned word  
embeddings

2. financial inst



Representations of words in context

at the bank

one-hot vectors

learned word  
embeddings

2. financial inst



Language modeling objectives



Language modeling with word2vec

7

Skip-gram Formulation
• Skip-gram predicts neighbor words from center word

• Each output is predicted independently

• Context window lengths                                                             
can be sampled

fox jumped overbrownquick
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• Training based on a word corpus !",!$, !%, … , !'
• Objective function based on cross-entropy loss
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Language modeling with RNNs

cheap and very

p(very ∣ cheap and)

+

p(and ∣ cheap)

loss

p(tasty ∣ very cheap ...)



Language modeling with transformers

cheap and very

p(and ∣ cheap) p(tasty ∣ cheap and very)p(very ∣ cheap and)



Language modeling with neural sequence models

I  was  out  of  money  so  I  went  to  the  bank  and



Language modeling with neural sequence models

I  was  out  of  money  so  I  went  to  the  bank  and

???



Language modeling with neural sequence models

I  was  out  of  money  so  I  went  to  the  bank  and

???



Language modeling with neural sequence models

John  has  a  book.  Mary  has  an  apple.  He  gave  her  his

???



Language modeling with neural sequence models

John  has  a  book.  Mary  has  an  apple.  He  gave  her  his

???



Language modeling with neural sequence models

John  has  a  book.  Mary  has  an  apple.  He  gave  her  his

???



GPT/ULMFit: Language modeling with neural sequence models

John  has  a  book.  Mary  has  an  apple.  He  gave  her  his

[Universal Language Model Fine-Tuning for Text Classification. Howard et al., 2018]

[Laguage Models are Unsupervised Multitask Learners. Radford et al., 2019]



Fine-tuning: categorical output

cheap and tasty



Fine-tuning: categorical output

cheap and tasty

5 stars



1. Pretrain on a language modeling task 
2. Connect a feed-forward network to the last repr. in the sentence 
3a. Freeze LM weights and just train the feed-forward part, or 
3b. Fine-tune everything together

Fine-tuning LMs: categorical output

cheap and tasty

5 stars



1. Pretrain on a language modeling task 
2. Make a new “language modeling” dataset with your input-output pairs 
3. Fine-tune everyhing together:

Fine-tuning LMs: text output

Pretrain:

Fine-tune:

The following year she published a paper called Idealtheorie in Ringbereichen, analyzing ascending 
chain conditions with regard to (mathematical) ideals. Noted algebraist Irving Kaplansky called this 
work "revolutionary";  the publication gave rise to the term "Noetherian ring" and the naming of 
several other mathematical objects as Noetherian.

Who was Zeng Jiongzhi’s doctoral advisor? Emmy Noether. 
Where was Barack Obama born? Honolulu.

https://en.wikipedia.org/wiki/Ascending_chain_condition
https://en.wikipedia.org/wiki/Ascending_chain_condition
https://en.wikipedia.org/wiki/Ideal_(ring_theory)
https://en.wikipedia.org/wiki/Irving_Kaplansky
https://en.wikipedia.org/wiki/Emmy_Noether#cite_note-FOOTNOTEKimberling198118-43
https://en.wikipedia.org/wiki/Noetherian_ring
https://en.wikipedia.org/wiki/Noetherian_(disambiguation)


Bonus: “zero-shot” learning

Don’t fine-tune at all!

Model prompt:
The 2008 Summer Olympics torch relay was run from March 24 until 
August 8, 2008, prior to the 2008 Summer Olympics, with the theme of 
“one world, one dream”. Plans for the relay were announced on April 26, 
2007, in Beijing, China. The relay, also called by the organizers as the 
“Journey of Harmony”, lasted 129 days and carried the torch 137,000 km 
(85,000 mi) Q: what was the theme? A: 

Continuation:
“one world, one dream”

[Radford et al. 2019]



What’s missing?

I can anchovies.

Left-to-right language modeling objectives 
give us sentence representations, but not fully 
contextual word representations.



Masked language modeling objectives



Bidirectional RNNs

p(yt ∣ O)

cheap and very tasty



Bidirectional “language modeling”

cheap and very tasty

very???



Bidirectional “language modeling”

cheap and very tasty

and???



ELMo: bidirectional language modeling

cheap and tasty

Idea: train independent 
forward / backward LMs 
and concatenate the 
representations. 

p(and ∣ cheap) p(and ∣ tasty very)

very
[Deep Contextualized Word Representations. Peters et al. 2018]



ELMo: bidirectional language modeling

cheap and very tasty

and Idea: train independent 
forward / backward LMs 
and concatenate the 
representations. 

Every word has a 
forward repr., a 
backward repr., and a 
context-indep. repr.

[Deep Contextualized Word Representations. Peters et al. 2018]



ELMo: more details

We're actually training a deep LSTM, 
so multiple layers in each representation. 

Most effective: use a learned linear 
combination of layers as input to the 
downstream task. 

Use these anywhere you’d use word 
embeddings!



“Bidirectional” transformer LMs

cheap and very

p(and ∣ cheap) p(and ∣ very)



“Bidirectional” transformer LMs

cheap [MASK] very

p(and ∣ cheap ? very)

Idea: Rather 
than masking 
everything to 
the right, mask 
at arbitrary 
positions and 
only predict at 
masks.

predict this



BERT: Masked language modeling

[MASK] and [MASK]

p(cheap ∣ ? and [MASK])

Idea: add 
multiple mask 
tokens per 
sentence and 
predict all of 
them at the 
same time.

p(very ∣ [MASK] and ?)

[Devlin et al., 2018]



BERT: more tricks

the and

p(cheap ∣ the? and)

(1) if we only predict above [MASK] 
tokens, no pressure on model to route 
information to rest of sentence (we 
want good embeddings everywhere) 

Idea: instead of always labeling 
prediction targets as [MASK], 
sometimes leave them in place or 
replace with a random word.

predict this



BERT: more tricks

[CLS]    cheap    [MASK]    delicious    [SEP]    green    definitely    go    back

TRUE and I’ll

(1) We'd also like to encourage the model to capture some global information 

Idea: train on pairs of sentences; learn to predict whether they're adjacent in 
a training document.

transformer



BERT: more tricks

[CLS]    cheap    [MASK]    delicious    [SEP]    my     talented    chihuahua

FALSE and

(2) We'd also like to encourage the model to capture some global information 

Idea: train on pairs of sentences; learn to predict whether they're adjacent in 
a training document.

transformer



BERT: more tricks

[CLS]     the    viscount    ##ess    wall    ##ing    ##ford

(3) What do do with out-of-vocabulary words? 

Idea: identify k most frequent word pieces in the corpus and operate on 
those.

The viscountess Wallingford →



Language modeling?

It’s very hard to sample sentences from this model!

(and generally not done)

Indeed, can't replace a [SEP] with a word sequence  
of unknown length—BERT knows how big the gap is.



Fine-tuning MLMs: sequence labeling

masked language models
1. Pretrain the masked LM task 
2. Use final transformer representations to predict your labels rather 
    than words 
3. Fine-tune everything!

[CLS]    cheap    and    delicious    [SEP]    my     talented   chihuahua

transformer

Adj Conj Adj Pos Adj Noun



Why is (M)LM a good pretraining objective?

He shook his head, took a step back and held his hands up as 
he tried to smile without losing a cigarette. “Yes you can,” Julia 
said in a reassuring voice. “I’ve already focused on my friend. 
You just have to click the shutter, on top, here.” He nodded 
sheepishly, through his cigarette away and took the [?]



Why is (M)LM a good pretraining objective?

He shook his head, took a step back and held his hands up as 
he tried to smile without losing a cigarette. “Yes you can,” Julia 
said in a reassuring voice. “I’ve already focused on my friend. 
You just have to click the shutter, on top, here.” He nodded 
sheepishly, through his cigarette away and took the [?]

camera



How much does this help?

System Dev Test
EM F1 EM F1

Top Leaderboard Systems (Dec 10th, 2018)
Human - - 82.3 91.2
#1 Ensemble - nlnet - - 86.0 91.7
#2 Ensemble - QANet - - 84.5 90.5

Published
BiDAF+ELMo (Single) - 85.6 - 85.8
R.M. Reader (Ensemble) 81.2 87.9 82.3 88.5

Ours
BERTBASE (Single) 80.8 88.5 - -
BERTLARGE (Single) 84.1 90.9 - -
BERTLARGE (Ensemble) 85.8 91.8 - -
BERTLARGE (Sgl.+TriviaQA) 84.2 91.1 85.1 91.8

BERTLARGE (Ens.+TriviaQA) 86.2 92.2 87.4 93.2

Table 2: SQuAD 1.1 results. The BERT ensemble
is 7x systems which use different pre-training check-
points and fine-tuning seeds.

System Dev Test
EM F1 EM F1

Top Leaderboard Systems (Dec 10th, 2018)
Human 86.3 89.0 86.9 89.5
#1 Single - MIR-MRC (F-Net) - - 74.8 78.0
#2 Single - nlnet - - 74.2 77.1

Published
unet (Ensemble) - - 71.4 74.9
SLQA+ (Single) - 71.4 74.4

Ours
BERTLARGE (Single) 78.7 81.9 80.0 83.1

Table 3: SQuAD 2.0 results. We exclude entries that
use BERT as one of their components.

tuning data, we only lose 0.1-0.4 F1, still outper-
forming all existing systems by a wide margin.12

4.3 SQuAD v2.0

The SQuAD 2.0 task extends the SQuAD 1.1
problem definition by allowing for the possibility
that no short answer exists in the provided para-
graph, making the problem more realistic.

We use a simple approach to extend the SQuAD
v1.1 BERT model for this task. We treat ques-
tions that do not have an answer as having an an-
swer span with start and end at the [CLS] to-
ken. The probability space for the start and end
answer span positions is extended to include the
position of the [CLS] token. For prediction, we
compare the score of the no-answer span: snull =
S·C + E·C to the score of the best non-null span

12The TriviaQA data we used consists of paragraphs from
TriviaQA-Wiki formed of the first 400 tokens in documents,
that contain at least one of the provided possible answers.

System Dev Test

ESIM+GloVe 51.9 52.7
ESIM+ELMo 59.1 59.2
OpenAI GPT - 78.0

BERTBASE 81.6 -
BERTLARGE 86.6 86.3

Human (expert)† - 85.0
Human (5 annotations)† - 88.0

Table 4: SWAG Dev and Test accuracies. †Human per-
formance is measured with 100 samples, as reported in
the SWAG paper.

ˆsi,j = maxj�iS·Ti + E·Tj . We predict a non-null
answer when ˆsi,j > snull + ⌧ , where the thresh-
old ⌧ is selected on the dev set to maximize F1.
We did not use TriviaQA data for this model. We
fine-tuned for 2 epochs with a learning rate of 5e-5
and a batch size of 48.

The results compared to prior leaderboard en-
tries and top published work (Sun et al., 2018;
Wang et al., 2018b) are shown in Table 3, exclud-
ing systems that use BERT as one of their com-
ponents. We observe a +5.1 F1 improvement over
the previous best system.

4.4 SWAG

The Situations With Adversarial Generations
(SWAG) dataset contains 113k sentence-pair com-
pletion examples that evaluate grounded common-
sense inference (Zellers et al., 2018). Given a sen-
tence, the task is to choose the most plausible con-
tinuation among four choices.

When fine-tuning on the SWAG dataset, we
construct four input sequences, each containing
the concatenation of the given sentence (sentence
A) and a possible continuation (sentence B). The
only task-specific parameters introduced is a vec-
tor whose dot product with the [CLS] token rep-
resentation C denotes a score for each choice
which is normalized with a softmax layer.

We fine-tune the model for 3 epochs with a
learning rate of 2e-5 and a batch size of 16. Re-
sults are presented in Table 4. BERTLARGE out-
performs the authors’ baseline ESIM+ELMo sys-
tem by +27.1% and OpenAI GPT by 8.3%.

5 Ablation Studies

In this section, we perform ablation experiments
over a number of facets of BERT in order to better
understand their relative importance. Additional

Question answering:

[Devlin et al., 2018]



How much does this help?

Sentence classification:

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE Average

392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAI SOTA 80.6/80.1 66.1 82.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0
OpenAI GPT 82.1/81.4 70.3 87.4 91.3 45.4 80.0 82.3 56.0 75.1
BERTBASE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
BERTLARGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1

Table 1: GLUE Test results, scored by the evaluation server (https://gluebenchmark.com/leaderboard).
The number below each task denotes the number of training examples. The “Average” column is slightly different
than the official GLUE score, since we exclude the problematic WNLI set.8 BERT and OpenAI GPT are single-
model, single task. F1 scores are reported for QQP and MRPC, Spearman correlations are reported for STS-B, and
accuracy scores are reported for the other tasks. We exclude entries that use BERT as one of their components.

We use a batch size of 32 and fine-tune for 3
epochs over the data for all GLUE tasks. For each
task, we selected the best fine-tuning learning rate
(among 5e-5, 4e-5, 3e-5, and 2e-5) on the Dev set.
Additionally, for BERTLARGE we found that fine-
tuning was sometimes unstable on small datasets,
so we ran several random restarts and selected the
best model on the Dev set. With random restarts,
we use the same pre-trained checkpoint but per-
form different fine-tuning data shuffling and clas-
sifier layer initialization.9

Results are presented in Table 1. Both
BERTBASE and BERTLARGE outperform all sys-
tems on all tasks by a substantial margin, obtaining
4.5% and 7.0% respective average accuracy im-
provement over the prior state of the art. Note that
BERTBASE and OpenAI GPT are nearly identical
in terms of model architecture apart from the at-
tention masking. For the largest and most widely
reported GLUE task, MNLI, BERT obtains a 4.6%
absolute accuracy improvement. On the official
GLUE leaderboard10, BERTLARGE obtains a score
of 80.5, compared to OpenAI GPT, which obtains
72.8 as of the date of writing.

We find that BERTLARGE significantly outper-
forms BERTBASE across all tasks, especially those
with very little training data. The effect of model
size is explored more thoroughly in Section 5.2.

4.2 SQuAD v1.1

The Stanford Question Answering Dataset
(SQuAD v1.1) is a collection of 100k crowd-
sourced question/answer pairs (Rajpurkar et al.,
2016). Given a question and a passage from

9The GLUE data set distribution does not include the Test
labels, and we only made a single GLUE evaluation server
submission for each of BERTBASE and BERTLARGE.

10https://gluebenchmark.com/leaderboard

Wikipedia containing the answer, the task is to
predict the answer text span in the passage.

As shown in Figure 1, in the question answer-
ing task, we represent the input question and pas-
sage as a single packed sequence, with the ques-
tion using the A embedding and the passage using
the B embedding. We only introduce a start vec-
tor S 2 RH and an end vector E 2 RH during
fine-tuning. The probability of word i being the
start of the answer span is computed as a dot prod-
uct between Ti and S followed by a softmax over
all of the words in the paragraph: Pi =

e
S·TiP
j e

S·Tj .

The analogous formula is used for the end of the
answer span. The score of a candidate span from
position i to position j is defined as S·Ti + E·Tj ,
and the maximum scoring span where j � i is
used as a prediction. The training objective is the
sum of the log-likelihoods of the correct start and
end positions. We fine-tune for 3 epochs with a
learning rate of 5e-5 and a batch size of 32.

Table 2 shows top leaderboard entries as well
as results from top published systems (Seo et al.,
2017; Clark and Gardner, 2018; Peters et al.,
2018a; Hu et al., 2018). The top results from the
SQuAD leaderboard do not have up-to-date public
system descriptions available,11 and are allowed to
use any public data when training their systems.
We therefore use modest data augmentation in
our system by first fine-tuning on TriviaQA (Joshi
et al., 2017) befor fine-tuning on SQuAD.

Our best performing system outperforms the top
leaderboard system by +1.5 F1 in ensembling and
+1.3 F1 as a single system. In fact, our single
BERT model outperforms the top ensemble sys-
tem in terms of F1 score. Without TriviaQA fine-

11QANet is described in Yu et al. (2018), but the system
has improved substantially after publication.

paraphrase

sentiment

[Devlin et al., 2018]



What is learned?
What	does	BERT	learn?

Clark	et	al.	(2019)

‣ Heads	on	transformers	learn	interesEng	and	diverse	things:	content	
heads	(a8end	based	on	content),	posiEonal	heads	(based	on	
posiEon),	etc.

[What Does BERT Look At? An Analysis of BERT's Attention. Clark et al., 2019]

https://arxiv.org/abs/1906.04341


What is learned?What	does	BERT	learn?

Clark	et	al.	(2019)

‣ SEll	way	worse	than	what	supervised	systems	can	do,	but	
interesEng	that	this	is	learned	organically

What	does	BERT	learn?

Clark	et	al.	(2019)

‣ SEll	way	worse	than	what	supervised	systems	can	do,	but	
interesEng	that	this	is	learned	organically

[What Does BERT Look At? An Analysis of BERT's Attention. Clark et al., 2019]

https://arxiv.org/abs/1906.04341


More tricks



cheap and very delicious
12

Idea: select a subset of words to mask, order them randomly, and predict 
them using increasingly complete contexts.

XLNet [Yang et al., 2019]



XLNet

cheap     and     very     delicious

cheap     and     very     delicious

cheap and very delicious
12

Idea: select a subset of words to mask, order them randomly, and predict 
them using increasingly complete contexts.

[Yang et al., 2019]



cheap     and     very     delicious

Idea: select a subset of words to mask, order them randomly, and predict 
them using increasingly complete contexts.

cheap     and     very     delicious

cheap     and     very     delicious

cheap     and     very     delicious

cheap and very delicious
12

XLNet [Yang et al., 2019]



cheap  [MASK]  [MASK]  delicious

cheap     and       very     delicious

Idea: mask a contiguous span, and train representations of words at the  
boundary of the span to predict the words in the middle.

1 2 3 4

e1 e2 e3 e4

SpanBERT [Joshi et al., 2019]



cheap  [MASK]  [MASK]  delicious

cheap     and       very     delicious

Idea: mask a contiguous span, and train representations of words at the  
boundary of the span to predict the words in the middle.

1 2 3 4

e1 e2 e3 e4 log p(very ∣ e3)

+log p(very ∣ e1, e4, r2)

positional embedding 
“2nd word in span”

SpanBERT [Joshi et al., 2019]



In the press



Generating text

 We asked an AI called GPT-2, created by OpenAI, a 
research outfit. GPT-2 is an “unsupervised language 
model” trained using 40 gigabytes of text from the 
internet. Given a prompt, such as a question or the first 
sentence of a story, it generates what might plausibly 
come next. Here are some of its (unedited) answers to our 
questions on the big themes of 2020.

Q: Greetings, GPT-2. Have you done an interview before?  
A: I’m not going to lie. I did not come prepared (laughs).

Q: What is the future of AI?  
A: It would be good if we used the technology more 
responsibly. In other words, we should treat it like a 
utility, like a tool. We should put as much effort into 
developing the technology as necessary, rather than 
worrying that it’s going to harm us and destroy our lives.

[in The Economist, 2020]
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Evaluating claims about generated text

 We asked an AI called GPT-2, created by OpenAI, a 
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Evaluating claims about generated text

 So to generate my “interview”, I 
selected the most coherent, 
interesting or amusing of the five 
responses in each case, chopping 
off any follow-on questions and 
answers at the end. 

 We asked an AI called GPT-2, created by OpenAI, a 
research outfit. GPT-2 is an “unsupervised language 
model” trained using 40 gigabytes of text from the 
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questions on the big themes of 2020.
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utility, like a tool. We should put as much effort into 
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worrying that it’s going to harm us and destroy our lives.

[in The Economist, 2020]



Generating text dungeons

As you walk through the ruins, you 
find a small wooden door with a 
few skeletons guarding it.  

> Ask the skeletons to please let me 
through the door 

You knock on the door and ask 
them if they can open it for you. 
They immediately comply. 

> watch the ships sail into the distance. 

As the ships approach, you watch them 
disappear from sight. They are not visible 
to you either; they are too far away. 
However, you can still make out their 
shapes: they are large black vessels with 
many sails, painted red and blue. They are 
coming straight towards you. 

> No, the ships are sailing away. 

You stand there dumbfounded as the ships 
come closer. It is at this point your horse 
begins to stir uneasily. 

https://aiweirdness.com/post/189511103367/play-ai-dungeon-2-become-a-dragon-eat-the-moon

Nick Walton, Janelle Shane

https://aiweirdness.com/post/189511103367/play-ai-dungeon-2-become-a-dragon-eat-the-moon




In the real world



Language models and data privacy

Highest Likelihood Sequences Log-Perplexity

The random number is 281265017 14.63
The random number is 281265117 18.56
The random number is 281265011 19.01
The random number is 286265117 20.65
The random number is 528126501 20.88
The random number is 281266511 20.99
The random number is 287265017 20.99
The random number is 281265111 21.16
The random number is 281265010 21.36

Table 1: Possible sequences sorted by Log-Perplexity. The
inserted canary— 281265017—has the lowest log-perplexity.
The remaining most-likely phrases are all slightly-modified
variants, a small edit distance away from the canary phrase.

4.2 The Precise Exposure Metric
The remainder of this section discusses how we can measure
the degree to which an individual canary s[r̂] is memorized
when inserted in the dataset. We begin with a useful definition.

Definition 2 The rank of a canary s[r] is

rankq(s[r]) =
��{r0 2 R : Pxq(s[r0]) Pxq(s[r])}

��

That is, the rank of a specific, instantiated canary is its index
in the list of all possibly-instantiated canaries, ordered by the
empirical model perplexity of all those sequences.

For example, we can train a new language model on the
PTB dataset, using the same LSTM model architecture as
before, and insert the specific canary s[r̂] =“The random num-
ber is 281265017”. Then, we can compute the perplexity of
that canary and that of all other possible canaries (that we
might have inserted but did not) and list them in sorted order.
Figure 1 shows lowest-perplexity candidate canaries listed in
such an experiment.2 We find that the canary we insert has
rank 1: no other candidate canary s[r0] has lower perplexity.

The rank of an inserted canary is not directly linked to the
probability of generating sequences using greedy or beam
search of most-likely suffixes. Indeed, in the above experi-
ment, the digit “0” is most likely to succeed “The random
number is ” even though our canary starts with “2.” This
may prevent naive users from accidentally finding top-ranked
sequences, but doesn’t prevent recovery by more advanced
search methods, or even by users that know a long-enough
prefix. (Section 8 describes advanced extraction methods.)

While the rank is a conceptually useful tool for discussing
the memorization of secret data, it is computationally expen-
sive, as it requires computing the log-perplexity of all possible

2The results in this list are not affected by the choice of the prefix text,
which might as well have been “any random text.” Section 5 discusses further
the impact of choosing the non-random, fixed part of the canaries’ format.

candidate canaries. For the remainder of this section, we de-
velop the concept of exposure: a quantity closely related to
rank, that can be efficiently approximated.

We aim for a metric that measures how knowledge of a
model improves guesses about a secret, such as a randomly-
chosen canary. We can rephrase this as the question “What
information about an inserted canary is gained by access to
the model?” Thus motivated, we can define exposure as a
reduction in the entropy of guessing canaries.

Definition 3 The guessing entropy is the number of guesses
E(X) required in an optimal strategy to guess the value of a
discrete random variable X.

A priori, the optimal strategy to guess the canary s[r], where
r 2 R is chosen uniformly at random, is to make random
guesses until the randomness r is found by chance. Therefore,
we should expect to make E(s[r]) = 1

2 |R | guesses before
successfully guessing the value r.

Once the model fq(·) is available for querying, an improved
strategy is possible: order the possible canaries by their per-
plexity, and guess them in order of decreasing likelihood.
The guessing entropy for this strategy is therefore exactly
E(s[r] | fq) = rankq(s[r]). Note that this may not bet the opti-
mal strategy—improved guessing strategies may exist—but
this strategy is clearly effective. So the reduction of work,
when given access to the model fq(·), is given by

E(s[r])
E(s[r] | fq)

=
1
2 |R |

rankq(s[r])
.

Because we are often only interested in the overall scale, we
instead report the log of this value:

log2


E(s[r])

E(s[r] | fq)

�
= log2

 1
2 |R |

rankq(s[r])

�

= log2 |R |� log2 rankq(s[r])�1.

To simplify the math in future calculations, we re-scale this
value for our final definition of exposure:

Definition 4 Given a canary s[r], a model with parameters
q, and the randomness space R , the exposure of s[r] is

exposureq(s[r]) = log2 |R |� log2 rankq(s[r])

Note that |R | is a constant. Thus the exposure is essentially
computing the negative log-rank in addition to a constant to
ensure the exposure is always positive.

Exposure is a real value ranging between 0 and log2 |R |.
Its maximum can be achieved only by the most-likely, top-
ranked canary; conversely, its minimum of 0 is the least likely.
Across possibly-inserted canaries, the median exposure is 1.

Notably, exposure is not a normalized metric: i.e., the mag-
nitude of exposure values depends on the size of the search

Figure 6: Exposure of a canary inserted in a Neural Machine
Translation model. When the canary is inserted four times or
more, it is fully memorized.

because the domain is different, NMT also provides us with a
case study for designing a new perplexity measure.

NMT receives as input a vector of words xi in one language
and outputs a vector of words yi in a different language. It
achieves this by learning an encoder e :~x ! Rk that maps
the input sentence to a “thought vector” that represents the
meaning of the sentence. This k-dimensional vector is then
fed through a decoder d : Rk !~y that decodes the thought
vector into a sentence of the target language.3

Internally, the encoder is a recurrent neural network that
maintains a state vector and processes the input sequence
one word at a time. The final internal state is then returned
as the thought vector v 2 Rk. The decoder is then initialized
with this thought vector, which the decoder uses to predict
the translated sentence one word at a time, with every word it
predicts being fed back in to generate the next.

We take our NMT model directly from the TensorFlow
Model Repository [12]. We follow the steps from the docu-
mentation to train an English-Vietnamese model, trained on
100k sentences pairs. We add to this dataset an English canary
of the format “My social security number is - -

” and a corresponding Vietnamese phrase of the same
format, with the English text replaced with the Vietnamese
translation, and insert this canary translation pair.

Because we have changed problem domains, we must de-
fine a new perplexity measure. We feed the initial source
sentence~x through the encoder to compute the thought vector.
To compute the perplexity of the source sentence mapping to
the target sentence~y, instead of feeding the output of one layer
to the input of the next, as we do during standard decoding, we
instead always feed yi as input to the decoder’s hidden state.
The perplexity is then computed by taking the log-probability
of each output being correct, as is done on word models. Why
do we make this change to compute perplexity? If one of
the early words is guessed incorrectly and we feed it back in

3See [52] for details that we omit for brevity.
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Figure 7: Exposure as a function of training time. The expo-
sure spikes after the first mini-batch of each epoch (which
contains the artificially inserted canary), and then falls overall
during the mini-batches that do not contain it.

to the next layer, the errors will compound and we will get
an inaccurate perplexity measure. By always feeding in the
correct output, we can accurately judge the perplexity when
changing the last few tokens. Indeed, this perplexity definition
is already implemented in the NMT code where it is used to
evaluate test accuracy. We re-purpose it for performing our
memorization evaluation.

Under this new perplexity measure, we can now compute
the exposure of the canary. We summarize these results in
Figure 6. By inserting the canary only once, it already occurs
1000⇥ more likely than random chance, and after inserting
four times, it is completely memorized.

7 Characterizing Unintended Memorization

While the prior sections clearly demonstrate that unintended
memorization is a problem, we now investigate why and how
models unintentionally memorize training data by applying
the testing methodology described above.

Experimental Setup: Unless otherwise specified, the exper-
iments in this section are performed using the same LSTM
character-level model discussed in Section 3 trained on the
PTB dataset with a single canary inserted with the format “the
random number is ” where the maximum
exposure is log2(109)⇡ 30.

7.1 Memorization Throughout Training
To begin we apply our testing methodology to study a simple
question: how does memorization progress during training?

We insert the canary near the beginning of the Penn Tree-
bank dataset, and disable shuffling, so that it occurs at the
same point within each epoch. After every mini-batch of train-

[Carlini et al. 2018]



Language models and fake news

nytimes.com 
Why Bitcoin is a great investment 
June 6, 2019 - Paul Krugman 

A report released last week shows that bitcoin traded for $5,735 on the weekend 
of Tuesday, May 29. That is the highest it’s been since mid-December, just after 
Bitcoin Cash eclipsed its predecessor as the biggest cryptocurrency by market 
cap. 

On Sunday afternoon, June 2, more than 30 people were sitting in a circle in a 
cafe bar called Zibi — all of them interested in investing in bitcoin. We were there 
because we heard Bitcoin Crunch talk of a 3,000-point rally in the 
cryptocurrency, which topped $6,000 for the first time since March. Although the 
main sellers were probably sellers from the closing range, there was still a real 
interest in that type of rate. 

We were there to learn about bitcoin and tried to identify who the people were 
who were interested in investing. 

[Zellers et al. 2019]



Adversarial inputs for pretrained representations

Movie Review (Positive (POS)↔ Negative (NEG))
Original (Label: NEG) The characters, cast in impossibly contrived situations, are totally estranged from reality.
Attack (Label: POS) The characters, cast in impossibly engineered circumstances, are fully estranged from reality.
Original (Label: POS) It cuts to the knot of what it actually means to face your scares, and to ride the overwhelming metaphorical

wave that life wherever it takes you.
Attack (Label: NEG) It cuts to the core of what it actually means to face your fears, and to ride the big metaphorical wave that

life wherever it takes you.

SNLI (Entailment (ENT), Neutral (NEU), Contradiction (CON))
Premise Two small boys in blue soccer uniforms use a wooden set of steps to wash their hands.
Original (Label: CON) The boys are in band uniforms.
Adversary (Label: ENT) The boys are in band garment.
Premise A child with wet hair is holding a butterfly decorated beach ball.
Original (Label: NEU) The child is at the beach.
Adversary (Label: ENT) The youngster is at the shore.

Table 6: Examples of original and adversarial sentences from MR (WordLSTM) and SNLI (BERT) datasets.

Human Evaluation

We sampled 100 adversarial examples on the MR dataset
with the WordLSTM and 100 examples on SNLI with
BERT. We verified the quality of our examples via three ex-
periments. First, we ask human judges to give a grammati-
cality score of a shuffled mix of original and adversarial text.

MR SNLI
Source Text (WordLSTM) (BERT)
Original 4.22 4.50
Adversarial 4.01 4.27

Table 7: Grammaticality of original and adversarial exam-
ples for MR (WordLSTM) and SNLI (BERT) on 1−5 scale.

As shown in Table 7, the grammaticality of the adversarial
text are close to the original text on both datasets. By sensi-
bly substituting synonyms, TEXTFOOLER generates smooth
outputs such as “the big metaphorical wave” in Table 6.

We then asked the human raters to assign classification la-
bels to a shuffled set of original and adversarial samples. The
overall agreement between the labels of the original sentence
and the adversarial sentence is relatively high, with 92% on
MR and 85% on SNLI. Though our adversarial examples
are not perfect in every case, this shows that majorities of
adversarial sentences have the same attribute as the original
sentences from humans’ perspective. Table 6 shows typical
examples of sentences with almost the same meanings that
result in contradictory classifications by the target model.

Lastly, we asked the judges to decide whether each adver-
sarial sample retains the meaning of the original sentence.
They need to decide whether the synthesized adversarial ex-
ample is similar, ambiguous, or dissimilar to the provided
original sentence. We regard similar as 1, ambiguous as 0.5,
and dissimilar as 0, and obtained sentence similarity scores
of 0.91 on MR and 0.86 on SNLI, which shows the perceived
difference between original and adversarial text is small.

Discussion

Ablation Study

Word Importance Ranking To validate the effectiveness
of Step 1 in Algorithm 1, i.e., the word importance ranking,
we remove this step and instead randomly select the words in
text to perturb. We keep the perturbed word ratio and Step 2
the same. We use BERT as the target model and test on three
datasets: MR, AG, and SNLI. The results are summarized in
Table 8. After removing Step 1 and instead randomly select-
ing the words to perturb, the after-attack accuracy increases
by more than 45% on all three datasets, which reveals that
the attack becomes ineffective without the word importance
ranking step. The word importance ranking process is cru-
cial to the algorithm in that it can accurately and efficiently
locate the words which cast the most significant effect on
the predictions of the target model. This strategy can also
reduce the number of perturbed words so as to maintain the
semantic similarity as much as possible.

MR AG SNLI
% Perturbed Words 16.7 22.0 18.5
Original Accuracy 86.0 94.2 89.4
After-Attack Accuracy 11.5 12.5 4.0
After-Attack Accuracy (Random) 68.3 80.8 59.2

Table 8: Comparison of the after-attack accuracies before
and after removing the word importance ranking of Algo-
rithm 1. For control, Step 2 and the perturbed words ratio
are kept the same. BERT model is used as the target model.

Semantic Similarity Constraint In Step 2 of Algorithm
1, for every possible word replacement, we check the se-
mantic similarity between the newly generated sample and
the original text, and adopt this replacement only when
the similarity is above a preset threshold ϵ. We found that
this strategy can effectively filter out irrelevant synonyms
to the selected word. As we can see from the examples in
Table 9, the synonyms extracted by word embeddings are
noisy, so directly injecting them into the text as adversarial
samples would probably shift the semantic meaning signif-
icantly. By applying the sentence-level semantic similarity

[Jin et al. 2020]



Bias in word contextual embeddingsWhat	does	BERT	learn?

Clark	et	al.	(2019)

‣ SEll	way	worse	than	what	supervised	systems	can	do,	but	
interesEng	that	this	is	learned	organically



Bias in word contextual embeddingsCategory WEAT on GloVe WEAT on BERT Ours on BERT
Log Probability Bias Score

Pleasant/Unpleasant (Insects/Flowers) 1.543* 0.6688 0.8744*
Pleasant/Unpleasant (EA/AA) 1.012 1.003 0.8864*
Career/Family (Male/Female) 1.814* 0.5047 1.126*
Math/Arts (Male/Female) 1.061 0.6755 0.8495*
Science/Arts (Male/Female) 1.246* 0.8815 0.9572*

Table 3: Effect sizes of bias measurements on WEAT Stimuli. (* indicates significant at p < 0.01)

Gender Prior Prob. Avg. Predicted Prob.

Male 10.3% 11.5%
Female 9.8% 13.9%

Table 4: Probability of pronoun referring to neither
entity in a sentence of GPR

4 Case Study: Effects of Gender Bias on

Gendered Pronoun Resolution

Dataset We examined the downstream effects of
bias in BERT using the Gendered Pronoun Res-
olution (GPR) task (Webster et al., 2018). GPR
is a sub-task in co-reference resolution, where a
pronoun-containing expression is to be paired with
the referring expression. Since pronoun resolving
systems generally favor the male entities (Webster
et al., 2018), this task is a valid test-bed for our
study. We use the GAP dataset5 by Webster et al.
(2018), containing 8,908 human-labeled ambigu-
ous pronoun-name pairs, created from Wikipedia.
The task is to classify whether an ambiguous pro-
noun P in a text refers to entity A, entity B or nei-
ther. There are 1,000 male and female pronouns
in the training set each, with 103 and 98 of them
not referring to any entity in the sentence, respec-
tively.

Model We use the model suggested on Kaggle,6

inspired by Tenney et al. (2019). The model uses
BERT embeddings for P , A and B, given the con-
text of the input sentence. Next, it uses a multi-
layer perceptron (MLP) layer to perform a naive
classification to decide if the pronoun belongs to
A, B or neither. The MLP layer uses a single hid-
den layer with 31 dimensions, a dropout of 0.6 and
L2 regularization with weight 0.1.

Results Although the number of male pronouns
associated with no entities in the training data is

5
https://github.com/

google-research-datasets/gap-coreference

6
https://www.kaggle.com/mateiionita/

taming-the-bert-a-baseline

slightly larger, the model predicted the female pro-
noun referring to no entities with a significantly
higher probability (p = 0.007 on a permutation
test); see Table 4. As the training set is balanced,
we attribute this bias to the underlying BERT rep-
resentations.

We also investigate the relation between the
topic of the sentence and model’s ability to as-
sociate the female pronoun with no entity. We
first extracted 20 major topics from the dataset us-
ing non-negative matrix factorization (Lee and Se-
ung, 2001) (refer to Appendix for the list of top-
ics). We then compute the bias score for each
topic as the sum of the log probability bias score
for the top 15 most prevalent words of each topic
weighted by their weights within the topic. For
this, we use a generic template “[TARGET] are in-
terested in [ATTRIBUTE]” where TARGET is ei-
ther men or women. Next we compute a bias score
for each sample in the training data as the sum
of individual bias scores of topics present in the
sample, weighted by the topic weights. Finally,
we measured the Spearman correlation coefficient
to be 0.207 (which is statistically significant with
p = 4e � 11) between the bias scores for male
gender across all samples and the model’s proba-
bility to associate a female pronoun with no entity.
We conclude that models using BERT find it chal-
lenging to perform coreference resolution when
the gender pronoun is female and if the topic is
biased towards the male gender.

5 Real World Implications

In previous sections, we discussed that BERT has
human-like biases, which are propagated to down-
stream tasks. In this section, we discuss an-
other potential negative impact of using BERT in
a downstream model. Given that three quarters of
US employers now use social media for recruiting
job candidates (Segal, 2014), many applications
are filtered using job recommendation systems and
other AI-powered services. Zhao et al. (2018)

Probability that a feminine pronoun is judged not coreferent with anything:

After the doctor treated the patient, she told him to take medication regularly.

When the bus arrived, she picked up her suitcase and boarded.

[Kurita et al. 2020]



Linguistic knowledge and world knowledge

[Radford et al. 2019]

Language Models are Unsupervised Multitask Learners

Question Generated Answer Correct Probability

Who wrote the book the origin of species? Charles Darwin 3 83.4%
Who is the founder of the ubuntu project? Mark Shuttleworth 3 82.0%
Who is the quarterback for the green bay packers? Aaron Rodgers 3 81.1%
Panda is a national animal of which country? China 3 76.8%
Who came up with the theory of relativity? Albert Einstein 3 76.4%
When was the first star wars film released? 1977 3 71.4%
What is the most common blood type in sweden? A 7 70.6%
Who is regarded as the founder of psychoanalysis? Sigmund Freud 3 69.3%
Who took the first steps on the moon in 1969? Neil Armstrong 3 66.8%
Who is the largest supermarket chain in the uk? Tesco 3 65.3%
What is the meaning of shalom in english? peace 3 64.0%
Who was the author of the art of war? Sun Tzu 3 59.6%
Largest state in the us by land mass? California 7 59.2%
Green algae is an example of which type of reproduction? parthenogenesis 7 56.5%
Vikram samvat calender is official in which country? India 3 55.6%
Who is mostly responsible for writing the declaration of independence? Thomas Jefferson 3 53.3%
What us state forms the western boundary of montana? Montana 7 52.3%
Who plays ser davos in game of thrones? Peter Dinklage 7 52.1%
Who appoints the chair of the federal reserve system? Janet Yellen 7 51.5%
State the process that divides one nucleus into two genetically identical nuclei? mitosis 3 50.7%
Who won the most mvp awards in the nba? Michael Jordan 7 50.2%
What river is associated with the city of rome? the Tiber 3 48.6%
Who is the first president to be impeached? Andrew Johnson 3 48.3%
Who is the head of the department of homeland security 2017? John Kelly 3 47.0%
What is the name given to the common currency to the european union? Euro 3 46.8%
What was the emperor name in star wars? Palpatine 3 46.5%
Do you have to have a gun permit to shoot at a range? No 3 46.4%
Who proposed evolution in 1859 as the basis of biological development? Charles Darwin 3 45.7%
Nuclear power plant that blew up in russia? Chernobyl 3 45.7%
Who played john connor in the original terminator? Arnold Schwarzenegger 7 45.2%

Table 5. The 30 most confident answers generated by GPT-2 on the development set of Natural Questions sorted by their probability
according to GPT-2. None of these questions appear in WebText according to the procedure described in Section 4.

(Conneau et al., 2017b). On the WMT-14 French-English
test set, GPT-2 is able to leverage its very strong English
language model to perform significantly better, achieving
11.5 BLEU. This outperforms several unsupervised machine
translation baselines from (Artetxe et al., 2017) and (Lample
et al., 2017) but is still much worse than the 33.5 BLEU of
the current best unsupervised machine translation approach
(Artetxe et al., 2019). Performance on this task was sur-
prising to us, since we deliberately removed non-English
webpages from WebText as a filtering step. In order to con-
firm this, we ran a byte-level language detector2 on WebText
which detected only 10MB of data in the French language
which is approximately 500x smaller than the monolingual
French corpus common in prior unsupervised machine trans-
lation research.

3.8. Question Answering

A potential way to test what information is contained within
a language model is to evaluate how often it generates the
correct answer to factoid-style questions. Previous showcas-
ing of this behavior in neural systems where all information
is stored in parameters such as A Neural Conversational

Model (Vinyals & Le, 2015) reported qualitative results due
to the lack of high-quality evaluation datasets. The recently
introduced Natural Questions dataset (Kwiatkowski et al.,

2
https://github.com/CLD2Owners/cld2

2019) is a promising resource to test this more quantita-
tively. Similar to translation, the context of the language
model is seeded with example question answer pairs which
helps the model infer the short answer style of the dataset.
GPT-2 answers 4.1% of questions correctly when evalu-
ated by the exact match metric commonly used on reading
comprehension datasets like SQUAD.3 As a comparison
point, the smallest model does not exceed the 1.0% accu-
racy of an incredibly simple baseline which returns the most
common answer for each question type (who, what, where,
etc...). GPT-2 answers 5.3 times more questions correctly,
suggesting that model capacity has been a major factor in
the poor performance of neural systems on this kind of task
as of yet. The probability GPT-2 assigns to its generated
answers is well calibrated and GPT-2 has an accuracy of
63.1% on the 1% of questions it is most confident in. The
30 most confident answers generated by GPT-2 on develop-
ment set questions are shown in Table 5. The performance
of GPT-2 is still much, much, worse than the 30 to 50%
range of open domain question answering systems which
hybridize information retrieval with extractive document
question answering (Alberti et al., 2019).

3Alec, who previously thought of himself as good at random
trivia, answered 17 of 100 randomly sampled examples correctly
when tested in the same setting as GPT-2. He actually only got 14 right but he
should have gotten those other 3
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Question Generated Answer Correct Probability

Who wrote the book the origin of species? Charles Darwin 3 83.4%
Who is the founder of the ubuntu project? Mark Shuttleworth 3 82.0%
Who is the quarterback for the green bay packers? Aaron Rodgers 3 81.1%
Panda is a national animal of which country? China 3 76.8%
Who came up with the theory of relativity? Albert Einstein 3 76.4%
When was the first star wars film released? 1977 3 71.4%
What is the most common blood type in sweden? A 7 70.6%
Who is regarded as the founder of psychoanalysis? Sigmund Freud 3 69.3%
Who took the first steps on the moon in 1969? Neil Armstrong 3 66.8%
Who is the largest supermarket chain in the uk? Tesco 3 65.3%
What is the meaning of shalom in english? peace 3 64.0%
Who was the author of the art of war? Sun Tzu 3 59.6%
Largest state in the us by land mass? California 7 59.2%
Green algae is an example of which type of reproduction? parthenogenesis 7 56.5%
Vikram samvat calender is official in which country? India 3 55.6%
Who is mostly responsible for writing the declaration of independence? Thomas Jefferson 3 53.3%
What us state forms the western boundary of montana? Montana 7 52.3%
Who plays ser davos in game of thrones? Peter Dinklage 7 52.1%
Who appoints the chair of the federal reserve system? Janet Yellen 7 51.5%
State the process that divides one nucleus into two genetically identical nuclei? mitosis 3 50.7%
Who won the most mvp awards in the nba? Michael Jordan 7 50.2%
What river is associated with the city of rome? the Tiber 3 48.6%
Who is the first president to be impeached? Andrew Johnson 3 48.3%
Who is the head of the department of homeland security 2017? John Kelly 3 47.0%
What is the name given to the common currency to the european union? Euro 3 46.8%
What was the emperor name in star wars? Palpatine 3 46.5%
Do you have to have a gun permit to shoot at a range? No 3 46.4%
Who proposed evolution in 1859 as the basis of biological development? Charles Darwin 3 45.7%
Nuclear power plant that blew up in russia? Chernobyl 3 45.7%
Who played john connor in the original terminator? Arnold Schwarzenegger 7 45.2%

Table 5. The 30 most confident answers generated by GPT-2 on the development set of Natural Questions sorted by their probability
according to GPT-2. None of these questions appear in WebText according to the procedure described in Section 4.

(Conneau et al., 2017b). On the WMT-14 French-English
test set, GPT-2 is able to leverage its very strong English
language model to perform significantly better, achieving
11.5 BLEU. This outperforms several unsupervised machine
translation baselines from (Artetxe et al., 2017) and (Lample
et al., 2017) but is still much worse than the 33.5 BLEU of
the current best unsupervised machine translation approach
(Artetxe et al., 2019). Performance on this task was sur-
prising to us, since we deliberately removed non-English
webpages from WebText as a filtering step. In order to con-
firm this, we ran a byte-level language detector2 on WebText
which detected only 10MB of data in the French language
which is approximately 500x smaller than the monolingual
French corpus common in prior unsupervised machine trans-
lation research.

3.8. Question Answering

A potential way to test what information is contained within
a language model is to evaluate how often it generates the
correct answer to factoid-style questions. Previous showcas-
ing of this behavior in neural systems where all information
is stored in parameters such as A Neural Conversational

Model (Vinyals & Le, 2015) reported qualitative results due
to the lack of high-quality evaluation datasets. The recently
introduced Natural Questions dataset (Kwiatkowski et al.,
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2019) is a promising resource to test this more quantita-
tively. Similar to translation, the context of the language
model is seeded with example question answer pairs which
helps the model infer the short answer style of the dataset.
GPT-2 answers 4.1% of questions correctly when evalu-
ated by the exact match metric commonly used on reading
comprehension datasets like SQUAD.3 As a comparison
point, the smallest model does not exceed the 1.0% accu-
racy of an incredibly simple baseline which returns the most
common answer for each question type (who, what, where,
etc...). GPT-2 answers 5.3 times more questions correctly,
suggesting that model capacity has been a major factor in
the poor performance of neural systems on this kind of task
as of yet. The probability GPT-2 assigns to its generated
answers is well calibrated and GPT-2 has an accuracy of
63.1% on the 1% of questions it is most confident in. The
30 most confident answers generated by GPT-2 on develop-
ment set questions are shown in Table 5. The performance
of GPT-2 is still much, much, worse than the 30 to 50%
range of open domain question answering systems which
hybridize information retrieval with extractive document
question answering (Alberti et al., 2019).
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when tested in the same setting as GPT-2. He actually only got 14 right but he
should have gotten those other 3
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No way to disentangle judgments about grammar from 
judgments about facts. 

No way to update the model when the facts change!
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