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➢ We present a simple CommunityLM framework based 
on GPT-2 to mine community insights by fine-tuning or 
training the model on community data. This study focuses 
on Democrat and Republican communities on Twitter but 
can be easily extended to probe insights from any 
community based on their public discourse.

➢ We use ANES questions as prompts and find that 
GPT-generated opinions are predictive of community 
stance towards public figures and groups. We experiment 
with 4 types of prompts and find that the fine-tuned 
COMMUNITYLM with an “X is the” prompt outperforms all 
the baselines (including pre-trained GPT-3 Curie) in 
predicting community stance.

➢ We analyze the errors made by community language 
models and demonstrate the capability of the models to 
rank public figures.

Introduction

CommunityLM Framework

CommunityLM: Probing Partisan Worldviews from Language Models

Model Performance on ANES

As political attitudes have diverged ideologically in the United 
States, political speech has diverged linguistically. The 
ever-widening polarization between the US political parties is 
accelerated by an erosion of mutual understanding between 
them. We aim to make these communities more 
comprehensible to each other with a framework that probes 
community-specific responses to the same survey questions 
using community language models (CommunityLM). 
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➢ Sample ~1M active U.S. Twitter users before and after the 
2020 presidential election

➢ Estimate the party affiliation of Twitter users from the 
political accounts they follow (Volkova et al., 2014; 
Demszky et al., 2019)

➢ Sample 4.7M tweets (100M words) from both partisan 
communities between 2019-01-01 and 2020-04-10

Training – Partisan Twitter Data

Contributions

➢  The American National Election Studies (ANES) are academically-run 
national surveys of voters in the United States.

➢ We adopt the ANES 2020 Exploratory Testing Survey conducted between 
April 10, 2020 and April 18, 2020 on 3,080 adult citizens in the US.

➢ We adapt all 30 questions from “FEELING THERMOMETERS” section of the 
ANES survey, which asks participants to rate people or groups from 0 (“not 
favorable”) to 100 (“favorable”) with the format “How would you rate ____?”

1. Fine-tune GPT language models on community data
2. Design prompts based on survey questions
3. Generate community responses with language models
4. Aggregate community stance based on responses

➢ Fine-tuned CommunityLM with “X is/are the” prompt achieves the 
best performance

➢ Fine-tuning >> Training from scratch
➢ Fine-tuned GPT-2 >> pre-trained GPT-3 Curie >> pre-trained GPT-2

Conclusion & Future Work
➢ We present a simple CommunityLM framework and evaluate the 

viability of fine-tuned GPT-2 community language models in mining 
community insights on ANES survey data.

➢ However, LMs can can synthesize unreliable responses and be 
sensitive to prompt design. Besides, we only focus on the classic red 
and blue polarization and do not consider a more fine-grained 
segmentation of U.S. politics.

Ranking
Public
Figures


