A Gridding Algorithm for Efficient Density Compensation of Arbitrarily Sampled Fourier-Domain Data
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Abstract—Uniformly sampled data is sometimes not directly available in engineering applications ranging from synthetic aperture radars to magnetic resonance imaging. However, certain signal processing techniques such as the fast Fourier transform cannot be applied to non-equispaced data. It is therefore desirable to resample the data on a regular grid. Various interpolation schemes have been proposed for this purpose, such as gridding reconstruction. A computationally expensive step in the gridding algorithm is the estimation of the data sampling density. This paper presents a method for improving both the efficiency and the quality of gridding density estimation based on partial Voronoi diagrams. It is shown that significantly higher computational efficiency is achieved by this method over the existing schemes. Lower spreading and greater sidelobe suppression of the point spread function demonstrate the superiority of the proposed reconstruction method.

Index Terms—Density estimation, gridding, non-uniform sampling, synthetic aperture imaging, Voronoi.

I. INTRODUCTION

Hardware constraints and other design considerations of an acquisition process may result in non-uniformly sampled Fourier-domain data. This situation can arise in a variety of applications, such as radio astronomy, medical imaging, computer graphics, video transmission, and the numerical solution of partial differential equations. In the context of radars and communications, this phenomenon may occur in multi-antenna or synthetic aperture imaging systems [1, 2]. Radars, sonars and sensors with a large coverage area often sound the environment through single-element emitters mounted on airplanes or ships, forming non-uniform, sparse arrays defined by the trajectory of motion [3]. Stationary antenna elements in multiple-input multiple-output (MIMO) radar and radio imaging systems may be non-uniformly distributed due to constraints on element locations [4]. Also, an otherwise uniform acquisition process suffering from a low signal-to-noise ratio (SNR) may lose some of the Fourier-space samples effectively creating an arbitrary sampling pattern.

This poses a problem in the application of efficient signal processing techniques that require equispaced data such as the fast Fourier transform (FFT) [5] or back-propagation imaging algorithms. Several reconstruction methods have been developed to process non-uniform samples ranging from coordinate transformation [6] to interpolation [7, 8]. Another popular technique is gridding, in which non-uniform data is transformed to a regular, Cartesian grid before applying the FFT [9, 10]. The original form of gridding, used first in radio astronomy, involved the calculation of the grid points through a summation of the neighboring points defined over a frequency-domain grid [11]. Improvements to this method involve the averaging of neighboring data [12] and Gaussian weighting [13]. Algorithms based on iterative next-neighbor regridding using rescaled matrices have been proposed recently for magnetic resonance imaging (MRI) [14].

The reconstruction grid density, the choice of a convolution kernel, and the estimation of sample density are the prime design parameters of a gridding algorithm. The convolution kernel performs appropriate weighting and data smoothing, and optimal kernel selection impacts the gridding performance [9, 15]. A denser grid reduces aliasing artifacts arising from Fourier resampling [15]. Density estimation is required to compensate for nonuniform sampling [16]. In MRI and some other applications, the Fourier-domain (or k-space) image acquisition trajectories are known, therefore approximate analytical density compensation functions can be determined [17-19]. It is however not possible in general to derive analytical expressions for an arbitrary sampling pattern. In such cases, the density function must be extracted from the Fourier sampling pattern itself. Recent work has addressed this problem for magnetic resonance tomography (MRT) spiral sampling patterns [20-23]. Many arbitrary density estimation algorithms have been proposed in recent years [24-27].

This paper addresses the problem of density compensation and presents an improved algorithm based on partial Voronoi diagrams [28, 29]. The proposed method reduces the computational intensity manifold and provides higher fidelity compared to the existing techniques. The algorithm is applied to a simulated image to demonstrate its performance visually, while the corresponding point spread functions are calculated to evaluate the reconstruction quality.

II. THE DATA GRIDDING PROCESS

Consider a two-dimensional function $m(x,y)$ whose Fourier
transform is given by
\[ M(\omega_x, \omega_y) = \int_{-\infty}^{\infty} m(x, y) e^{-j2\pi(\omega_x x + \omega_y y)} dx dy. \] (1)

If a two-dimensional non-Cartesian sampling function
\[ S(\omega_x, \omega_y) = \sum_k^2 \delta(\omega_x - \omega_x^k, \omega_y - \omega_y^k) \] (2)
samples \( m(x, y) \), the result is
\[ M_\omega(\omega_x, \omega_y) = M(\omega_x, \omega_y) S(\omega_x, \omega_y). \] (3)

This is then convolved with the gridding kernel \( C(\omega_x, \omega_y) \),
\[ M_{xc}(\omega_x, \omega_y) = M_\omega(\omega_x, \omega_y) * C(\omega_x, \omega_y) \] (4)
where * denotes two-dimensional convolution. It is then sampled on a uniformly-spaced grid to yield
\[ \hat{M}(\omega_x, \omega_y) = III(\omega_x, \omega_y) M_{xc}(\omega_x, \omega_y) \] (5)
where \( III(\omega_x, \omega_y) \) is the two-dimensional comb function and is defined as a two-dimensional set of equally-spaced delta functions:
\[ III(\omega_x, \omega_y) = \sum_a^2 \sum_b^2 \delta(\omega_x - a, \omega_y - b). \] (6)
The inverse Fourier transform of (5) gives
\[ \hat{m}(x, y) = III(x, y) * \left[ m_\omega(x, y) C(x, y) \right] \] (7)
where
\[ m_\omega(x, y) = m(x, y) * s(x, y). \] (8)

Eq. (7) shows the effect of these operations on the reconstructed image in the spatial domain. Any aliasing due to \( s(x, y) \) cannot be removed, but non-uniform sampling density can be corrected with an area density correction function \( \rho(\omega_x, \omega_y) \) with differential area density according to the sampling density such that it has a higher value at the oversampled regions than the undersampled regions. Two approaches are possible for the calculation of \( \rho(\omega_x, \omega_y) \). Pre-compensation calculates the density of each point prior to the gridding operation, mathematically represented by
\[ \hat{M}(\omega_x, \omega_y) = III(\omega_x, \omega_y) \left[ \frac{M_\omega(\omega_x, \omega_y)}{\rho(\omega_x, \omega_y)} * C(\omega_x, \omega_y) \right], \] (9)
while in post-compensation, density compensation succeeds gridding, i.e.,
\[ \hat{M}(\omega_x, \omega_y) = \frac{1}{\rho(\omega_x, \omega_y)} III(\omega_x, \omega_y) M_{xc}(\omega_x, \omega_y). \] (10)

The latter performs well if the rate of change of the density pattern is not too high. Both techniques can also be applied in conjunction. The image is apodized by the transform of the gridding kernel. Fourier-domain Cartesian sampling causes sidelobe interference in the image space due to the \( \text{sinc} \) sidelobes of the finite gridding kernel. It can be restricted to a region of interest through a two-dimensional \( \text{rect}(x,y) \) function where
\[ \text{rect}(x,y) = \begin{cases} 1 & \text{if } |x| < 0.5 \text{ and } |y| < 0.5 \\ 0 & \text{otherwise} \end{cases}. \] (11)

Deapodization removes the gridding kernel apodization in the image space to obtain \( \hat{m}(x, y) \) which is the inverse Fourier transform of equation (9) or (10), i.e.,
\[ \hat{m}(x, y) = \hat{m}(x, y) \text{rect}(x,y) / c(x,y). \] (12)

Adjacent replicas can be avoided by sampling the data with sufficient resolution so that the image field-of-view is larger than the actual region of interest [15].

III. DENSITY COMPENSATION TECHNIQUE

The algorithm discussed in this paper uses the Voronoi diagram for the estimation of arbitrary sampling density. A similar approach has been reported in [24] for density estimation of samples based on the area they occupy: the Voronoi diagram has been calculated, which gives the cells surrounding every sample point, and the area of each cell is a measure of its density. Fig. 1 shows an example of a Voronoi diagram around spirally distributed data in the Fourier domain. The outer cells tend to be unbounded, and yield incorrectly large, or infinite, areas. To overcome this problem, the convex hull\(^1\) for the sampling points is determined, and points belonging to the outer convex hull are removed. The inner convex hull is determined from the remaining samples and the area of the outer points is assigned by extrapolation using the ratio of the areas of the outer and inner hulls.

Although this is a simple and elegant idea, it adds complexity to the algorithm and is practical only for radial or Cartesian sampling patterns. The QHULL package [30] used for the generation of Voronoi diagram runs with an expected performance of \( O(n \log n) \). This appears reasonable in algorithmic terms but is impractical in real-time systems keeping in view the overall processing time of the gridding algorithm of which density estimation is only a small part. Our method improves algorithmic efficiency by limiting the number of points on the dataset for the Voronoi diagram calculation. We calculate the Voronoi area for points close to the centre of the Fourier space, and assign the rest of the points areas equal to that of the last cell in the central Voronoi

---

\(^1\) The convex hull of a set of points is the smallest convex set containing them
This choice drastically reduces the number of points processed by the Voronoi function. The points close to the centre of the Fourier space correspond to large-scale patterns. As the density estimate does not require uniform spatial frequencies in most applications, the improvement can be obtained at little cost.

IV. RESULTS

The improved density estimation technique is applied to a simulated intensity image for a visual demonstration of the algorithm’s performance. The original image, shown in Fig. 2(a), is constructed such that it contains various intensity levels, sharp edges and sufficient detail. The Fourier transform of the image is then resampled non-uniformly in an arbitrary fashion to create the input data for gridding. It is ensured that this data set has no Nyquist holes since the reconstruction procedure does not perform well with under-sampling [26]. Fig. 2(b) is the result of gridding reconstruction without density correction, while Fig. 2(c) and (d) show the results for full and partial Voronoi reconstruction respectively. The optimal convolution kernel [15] has been used for the reconstruction in the last two cases. The image is randomly distorted in the absence of any density compensation, while the quality of the full and partial resampling images is comparable. Adjusting the kernel width and varying the grid oversampling size to avoid aliasing yields a reconstructed image comparable to the pristine image of Fig. 2(a).

This is further elucidated in Fig. 3 in terms of the cross-sectional intensity profiles taken at the centre of the image. In particular, the profiles in Fig. 3(c) and (d) exhibit strong similarity and are significantly improved compared to Fig. 3(b). Thus high quality reconstruction is achieved, keeping in mind that Fourier sampling for the input image is completely arbitrary. In Fig. 2(d) and 3(d) with partial Voronoi density compensation, only the central 1/4th of the points in one
direction (1/16th of the Fourier-space data points) have been used to generate the Voronoi diagram, yielding a complexity improvement of 16*log16 = 64 times.

The point spread functions (PSFs) of the gridding reconstruction methods are evaluated to quantify their performance. The two-dimensional PSFs are shown in Fig. 4 in logarithmic scale. In each of the three reconstruction cases, the sidelobe level is well below 10 dB. It is clear that the partial Voronoi PSF, shown in Fig. 4(c), is closest to the ideal PSF. This is further illustrated in Fig. 5 by means of diagonal and transversal cross-sections of the PSFs, which are then used to calculate the corresponding values of the 10 dB width and maximum sidelobe levels. The partial Voronoi technique yields the narrowest PSF, and its sidelobes are 4 dB lower than those of the full Voronoi method. Tables I and II summarize these results and provide evidence of the superior performance of the partial Voronoi resampling technique through lower spreading and higher sidelobe suppression.

V. CONCLUSION

A density estimation method based on the Voronoi diagram is proposed for use in gridding applications where uniform sample data is not available. A partial Voronoi diagram is calculated for Fourier-domain density estimation with an appropriate convolution kernel. This reduced calculation results in a substantially improved computational efficiency than existing methods while also improving the quality of reconstruction.
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