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Abstract: A simple and efficient virtual-source ray-tracing technique for the simulation of indoor wideband radio and optical propagation channels is proposed. The parametric deterministic model considers the room geometry, transceiver locations, material properties and probe signal types. It is applied to the indoor ultrawideband channel in the FCC-allocated 3.1–10.6 GHz band, and a range of novel results are presented to illustrate several possible applications. The channel small-scale fading statistics and spatial variability are examined by synthesising a densely sampled aperture. Multiple-antenna array systems are simulated to evaluate multiple-input multiple-output performance. The multipath angular characteristics are analysed from the simulated azimuth-delay profile. The simulation results closely match previous channel measurement studies and statistical models, validating the proposed technique. It is shown that specular reflection is dominant, and power convergence is achieved with three reflections in a typical indoor environment. Thus, it is demonstrated that despite its simplicity, the model yields reliable and accurate results, and can therefore be a useful tool for indoor wireless network planning and performance prediction.

1 Introduction

Optical ray-tracing is frequently employed for deterministic channel modelling and simulation in situations where the propagation environment geometry is well known. It is based on the solution of Maxwell’s equations with high-frequency approximations. Traditional ray-tracing uses the knowledge of the locations and electromagnetic properties of scattering objects to calculate the resultant electric field at the receiver using image theory [1, 2]. Electromagnetic waves conform to ray behaviour at microwave frequencies [3]. Non-specular signal components and other complex effects can therefore be neglected, for instance, for a typical brick wall at frequencies below 20 GHz, without a significant loss of accuracy [4, 5]. Thus, simple indoor radio propagation models usually consider purely specular reflection. Some researchers have also considered wall textures in order to include the effect of scattering from objects with sub-wavelength dimensions [6]. From the Fraunhofer criterion for flat surfaces, however, scattering is negligible across the microwave frequency range and is important only for millimeter waves [4]. Diffraction is taken into account by some ray-tracing models [7], but it can also be ignored for microwave and higher frequency signals propagating in indoor channels [8]. Conventional ray-tracing, which approximates sinusoidal plane waves as rays, is applicable only to narrowband signals. The technique was extended to ultrawideband (UWB) channels [9] by the superposition of ray-tracing for the individual frequency components in [10]. An alternative time-domain approach, based on the addition of the impulse responses of individual rays, was presented in [11].

Exhaustive ray-tracing methods provide an accurate estimate of the channel in complex environments. They are, however, computationally intensive and thus often impractical for simulating systems with large complexity, such as UWB channels, multiple-input multiple-output (MIMO) channels or synthetic aperture radar imaging. In recursive ray-launching or shoot-and-bounce schemes [12], rays are launched from the transmitter in all directions, intersecting surrounding objects and undergoing transmission or reflection, with a point of reflection considered a secondary source. The more efficient virtual source (VS) techniques, based on the method of images, treat objects as mirrors and determine the locations of transmitter images behind them to be treated as secondary sources. A hierarchical structure of sources is created with the transmitter at its root and each level representing a reflection order. Thus, the presence of a ray-path is determined for a given receiver location. The preprocessing of location visibility trees [13] or illumination zones for a given transmitter position [12–14] can improve the runtime efficiency to some extent.

Ray-tracing models can predict radio system performance using the specified propagation characteristics, while measurement-based models depend greatly on the available experimental conditions. Our model, which in essence uses a multivariate description of the channel, utilises the information about a variety of important propagation parameters that are generally ignored by many of the existing statistical models, and may therefore provide more accurate results. Additionally, practical constraints allow the experimental investigation of only a small number of propagation parameters, which is a limiting factor for measurement-based propagation environmental analysis capability and system performance prediction accuracy. In contrast, a model that allows detailed signal and environment specification can facilitate more comprehensive channel characterisation, with the additional benefit of efficiency and convenience. These factors motivate the development of a deterministic radio channel prediction model in the current paper.
2 Channel prediction technique

A cuboidal room-tiling model is used for the simulation of the short-range indoor channel in our technique. It provides an efficient means of simulating the indoor UWB channel although with a loss of accuracy in the site-specific modelling of complex environments. In this method, virtual rooms extend in an infinite 3D space containing VS that are images of the actual source reflected in the room’s surfaces. The high computational efficiency of this technique is achieved at the cost of the ability to specify an irregular room geometry, locations of scattering and obstructing objects, non-homogeneous material properties and other fine details.

Typical wireless personal area networks involve vertically polarised antennas with omni-directional azimuthal radiation patterns and nulls at high elevation, which leads to predominantly azimuthal signal propagation [15]. Analytical, stochastic and deterministic models are therefore often simplified by considering only two-dimensional propagation; this approximation has been used in the ray-tracing models in [1, 16], for instance. The techniques developed in the current paper also use this assumption, and are based on rectangular room-tiling in the infinite horizontal space. The concept is illustrated in Fig. 1, where the central rectangular region represents the actual room and the surrounding extensions contain the virtual sources, VS, arising due to wall reflections.

For the reasons discussed above, specular reflection is considered in the model while diffraction and scattering are neglected, so that every wave component traverses one of more freespace propagation paths between the transmitter and the receiver. The model can simulate line-of-sight (LOS), obstructed-line-of-sight (OLOS) and non-line-of-sight (NLOS) scenarios; the direct path blockage for the OLOS and NLOS scenarios can be simulated by artificially attenuating or excising the first arrival from the channel impulse response. The results in this paper will be limited to the LOS scenario, which is encountered more commonly in indoor communications applications.

The proposed parametric model allows the specification of the probe signal waveform type, frequency band, transmitter and receiver locations, room dimensions, wall reflection coefficient, maximum reflection order, power-delay profile (PDP) threshold and additive noise variance. It can also easily be extended to include various other factors that affect signal propagation, such as electromagnetic polarisation of the signals and antenna radiation patterns.

The reflection order, \( K \), refers to the maximum number of reflections considered in the model per wave component. This parameter increases the complexity of a given ray-tracing model, but a low order usually suffices for the modelling of realistic radio channels. The proposed two-dimensional model generates a total of \( N \) VS for order \( K \). From Fig. 1 and the method of images, it is straightforward to see that

\[
N = l + \sum_{k=1}^{K} 4k
\]

(1)

where \( l = [0, 1] \) for NLOS and LOS conditions, respectively, and the second term in (1) is due to multipath. The complex electric field incident at the receiver due to the \( n \)th impinging wave is a function of the number of reflections, \( P_n \), and the composite pathlength, \( d_n \). This pathlength is defined as

\[
d_n = \sum_{p=1}^{P_n} d_{n,p}
\]

where \( d_{n,p} \) is the distance traversed by the specular wave between the \( (p-1) \)th and \( p \)th boundary intersections. The received signal due to the \( n \)th wave can thus be represented as

\[
\tilde{E}_n = E_0 A(d_n) \prod_{p=1}^{P_n} \Gamma_p e^{-2\pi d_{n,p}/\lambda_c}
\]

(2)

where \( E_0 \) is the transmitted electric field, \( \Gamma_p \) is the wall reflection coefficient for the \( p \)th wave-interface intersection, and

\[
A(d_n) = \frac{\lambda_c}{4\pi d_n}
\]

(3)

is the freespace pathloss, assuming omni-directional antennas where the azimuthal-plane antenna gains have been ignored for simplicity.

It should be noted that (2) can be interpreted as analogous to the Motley–Keenan indoor propagation model, which suggests that the average pathloss can be decomposed into a free-space pathloss component and a factor determined by the number of walls between the transmitter and the receiver [17]. The exponential term in (2) represents the propagation phase offset due to the pathlength \( d_{n,p} \), and implicitly models wave interference and the consequent local multipath fading. While frequency-dependent pathloss leads to UWB waveform distortion and receiver correlation loss [18], we neglect this effect here as our current analysis does not involve powerloss behaviour. The wavelength \( \lambda_c \), corresponding to the centre frequency \( f_c = 6.85 \) GHz, is thus used here for simplicity. Perfectly vertical, smooth and uniformly reflective walls are assumed. The fractional power transmission is assumed to be independent of the angle of incidence. As all material interactions are identical due to these assumptions, we can rewrite (2) as

\[
\tilde{E}_n = E_0 A(d_n) \Gamma_p e^{-2\pi d_{n,p}/\lambda_c}
\]

(4)

where \( \Gamma \) is now the uniform reflection coefficient of the walls. Thus only the number of ray–wall intersections is important in this model, and not the intersection coordinates. This is one of the key factors leading to the reduction in the complexity of our algorithm as compared to other

![Fig. 1 Two-dimensional ray-tracing model based on the method of images](image)
ray-tracing schemes. The vector superposition of the $N$ individual ray contributions gives the received signal, that is,

$$\tilde{E}_r = \sum_{n=1}^{N} E_n$$

The time-domain received signal, composed of $N$ resolved multipath components, can be expressed mathematically as

$$r(t) = s(t) * h(t) + \eta(t)$$

after the removal of the propagation delay. Here $s(t)$ is the transmitted signal waveform, $n(t)$ is the additive noise, and

$$h(t) = \sum_{n=1}^{N} \alpha_n(t) \delta(t - t_p)e^{j\varphi_n}$$

is the complex impulse response (CIR) of the channel, where $\alpha_n$ is the amplitude of the $n$th multipath component, $t_p$ its time delay and $\varphi_n$ its phase. From the linearity of the Fourier transform, the multipath waveforms may be superimposed in time or frequency. When $\tilde{E}_r$ is a time-domain waveform, we have $\tilde{E}_r = \alpha_n(t) \delta(t - t_p)e^{j\varphi_n}$, assuming an impulse transmission, which leads to the relation in (5).

### 3 Channel impulse response estimation

The following section illustrates the procedure for the extraction of the CIR and presents channel simulation results using the proposed ray-tracing model. To model realistic conditions with some signal leakage from the environment, we assume $\Gamma = 0.5$. In order to simulate a sufficiently reverberating environment, $K = 5$ is used. Although any appropriate probing signal can be introduced, we use a Gaussian monopulse waveform, which is the derivative of a Gaussian function and has the functional form

$$s(t) = a \frac{t}{T} e^{-a(t/T)^2}$$

where $T$ is the decay constant and $a$ is the amplitude. With a single time-domain zero-crossing and bandwidth spanning 3.1–10.6 GHz, the monopulse waveform is frequently used in UWB Impulse Radio communications and sensor networks [19, 20], and thus simulates the actual operating conditions in this model. The simulation parameters are summarised in Table 1. The sampling frequency, $f_s = 22$ GHz, is selected to be over twice the highest signal frequency to meet the Nyquist sampling criterion. The dimensions of the room are designated as 6 m × 6 m, unless otherwise specified in the following sections, to simulate a typical indoor office environment so that the results can be verified against earlier measurement-based statistical studies. The antennas are assumed to be omni-directional point sources, and their dispersive effects [21] are neglected.

The received signal is obtained as the superposition of the direct component and the specular components generated after the propagation of the Gaussian monopulse signal through the dispersive channel. The CIR in (5) is then obtained by deconvolving the transmitted signal $s(t)$ from the received signal $r(t)$ [22], that is,

$$h(t) = \int_{-f_s/2}^{f_s/2} \frac{R(f)}{S(f)} e^{j2\pi f t} df$$

where the spectra $R(f)$ and $S(f)$ are obtained from $r(t)$ and $s(t)$, respectively, via the Fourier transform.

Fig. 2 exemplifies the channel prediction output of the model with the help of a typical CIR. As is customary, the time variable is transformed into time-delay through a translation by the propagation delay, $t_p$, of the first arrival, as the latter is not of interest in characterising the CIR. The exponential decay with time is due to the distance-dependent pathloss, which follows the inverse-square law for free-space propagation, for each multipath component. The deviations from this ideal behavior are caused due to lossy reflections from the walls that attenuate the specular components beyond the inverse-square factor. It is observed that a large number of resolvable paths, with some temporal sparsity, form distinct multipath clusters, in a manner similar to [23–25]. Some of the paths in each cluster are temporally proximal and thus may be unresolved without sufficiently high-signal bandwidth and sampling rates. The multipath clusters are produced due to the minor differences in the pathlengths and flight times of the various propagation paths arising from a single scattering surface or from a single reflection order, with the inter-cluster delays determined by the room geometry and the locations of the transmitter and receiver. The reverberations last ~100 ns in this channel realisation, with an exponential decay in power, which agrees closely with earlier measurement results for indoor UWB channels [24, 26].

A comparison of the CIRs generated at various receiving locations points to the random spatial variation in the multipath characteristics of the received signal. This effect is analysed quantitatively in the next section in the light of its impact on various channel and system performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>reflection coefficient</td>
<td>$\Gamma$</td>
<td>$-3$ dB</td>
</tr>
<tr>
<td>reflection order</td>
<td>$K$</td>
<td>5</td>
</tr>
<tr>
<td>probing signal type</td>
<td>$s(t)$</td>
<td>Gaussian monopulse</td>
</tr>
<tr>
<td>starting frequency</td>
<td>$f_1$</td>
<td>3.1 GHz</td>
</tr>
<tr>
<td>stop frequency</td>
<td>$f_2$</td>
<td>10.6 GHz</td>
</tr>
<tr>
<td>bandwidth</td>
<td>$B$</td>
<td>7.5 GHz</td>
</tr>
<tr>
<td>sampling frequency</td>
<td>$f_s$</td>
<td>22 GHz</td>
</tr>
<tr>
<td>PDP threshold</td>
<td></td>
<td>30 dB</td>
</tr>
</tbody>
</table>

Fig. 2 Peak-normalised complex impulse response at one location in an indoor environment, generated by ray-tracing, as a representative example.
parameters, and the channel statistics generated over a large ensemble of realisations are evaluated.

4 Applications and results

We now consider a number of scenarios where the ray-tracing model of this paper can be advantageous for indoor channel characterisation. This section is primarily illustrative and does not attempt to present an exhaustive list of the possible applications. In this exemplification, a comparison of the results with measurement-based results is also presented, which serves to test the authenticity and benchmark the accuracy of the technique. As the proposed technique is computationally efficient, it is feasible for the generation of a large set of channel realisations at predetermined or randomly selected locations within a room. This allows the collection of channel statistics over a large ensemble, as well as the investigation of spatial channel characteristics.

4.1 Small-scale fading statistics

We now use the model to synthesise an antenna aperture over a finite area by evaluating the corresponding CIRs. We define our rectangular coordinate system such that the bottom left corner of the room in Fig. 1 is located at the origin (0, 0), while the upper right-hand corner is at (6, 6), given the room dimensions, where the distance is in metres. Without loss of generality, the transmitter is placed at location $r_T = (1.4, 1)$. A receiver aperture of dimensions $r_R = (1.5, 1.5)$ is synthesised by translating the receiving antenna, starting from location $r_R = (3.5, 4.1)$, along both axes in 0.02 m steps. Thus the transmitter–receiver separation is $\Delta r = 3.75$ m for the initial receive point, with the LOS present at all times, which resembles the IEEE 802.15.3a CM1 channel. Fig. 3 shows this simple illustrative scenario. This process, yielding a spatially distributed set of 5776 CIRs spanning 1.5 m \times 1.5 m, can be used to analyze local channel variations, since each dimension of the area considered is approximately equivalent to $15 \lambda_r = 35 \lambda_c = 53 \lambda_h$, where $\lambda_r$, $\lambda_c$, and $\lambda_h$ are the wavelengths corresponding to the lowest, centre and highest frequencies in our signal, respectively.

Thus, the spatial sampling provides a suitable estimate of the local channel characteristics for our UWB frequency range. A comparison of the fading statistics of the simulated channel with measurement results can be used to evaluate the ray-tracing model accuracy as outlined in [27]. For this investigation, a local CIR ensemble is simulated and used to evaluate the channel statistics. Each CIR is thresholded to $-30$ dB from its peak level to include only the significant power levels in further calculations [15]. The multipath delays are then extracted, and the delay spread statistics are evaluated. The RMS delay spread, important in channel characterisation, is defined as [15]

$$\tau_{\text{RMS}} = \sqrt{\frac{\sum_{\tau=0}^{N} (\tau - \bar{\tau})^2 |h(\tau)|^2}{\sum_{\tau=0}^{N} |h(\tau)|^2}}$$

where $\bar{\tau}$ denotes the mean excess delay and $\tau_{\text{RMS}}$ the maximum excess delay. The statistics of the mean excess delay maximum excess delay and RMS delay spread, for the CIRs simulated as above are listed in Table 2. The channel statistics obtained from ray-tracing correspond well to those obtained from measurement in [28–31], with slight variations that arise due to the specific experimental conditions as well as the presence of scattering objects within the room in dense multipath environments. The small-scale fading parameters, for example, the delay spread and number of paths from our simulation are also found to conform to the IEEE 802.15.3a CM1 channel model [32] when similar propagation conditions are created. The proposed model is therefore a reliable tool for indoor UWB channel simulation. Also, this comparison provides evidence that specular reflection is the dominant propagation mode, and the contribution of diffraction, refraction and scattering can be neglected.

4.2 Spatial variability

Synthetic aperture simulation is next used to predict the local spatial variation in system performance by evaluating some of the small-scale fading parameters. The resulting patterns, shown in Fig. 4, agree closely with previous experimental [33, 34] and stochastic [35] models.

The coherent interference of multipath components leads to small-scale fading and spatial variation in the PDP, altering such statistical descriptors as the RMS delay spread and number of resolved paths over a small area. The consequent interference fringes are arranged predominantly across the cross-range direction or along the wavefronts, while some are parallel to the room boundaries due to its rectangular symmetry, as evident from the simulated propagation scenario depicted in Fig. 3. With transceiver relocation, the paths fall in and out of a given time-delay bin, thereby altering the consequent channel response [36], which can physically be explained on the basis of the Lloyd’s mirror phenomenon [37]. The $\tau_{\text{RMS}}$ and $N$ also generally undergo an increase with the transmitter–receiver separation, as noted from measurements in [28, 31].

Table 2: Mean local fading characteristics of UWB channels from simulation and measurement [30, 32]

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Ray-tracing</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS delay spread, ns</td>
<td>5.8</td>
<td>5.3</td>
</tr>
<tr>
<td>mean excess delay, ns</td>
<td>3.5</td>
<td>5.0</td>
</tr>
<tr>
<td>maximum excess delay, ns</td>
<td>44.4</td>
<td>50.6</td>
</tr>
<tr>
<td>number of paths</td>
<td>22.8</td>
<td>24</td>
</tr>
</tbody>
</table>
In addition to small-scale fading characterisation, array synthesis can be used to extract information about the multipath directions-of-departure (DoD) and -arrival (DoA), with applications in single- and double-directional channel modelling, sensor localisation and ranging, beamforming and radio imaging using Huygen’s backpropagation or super-resolution techniques [38].

4.3 Angular characterisation

The DoA and DoD information aids channel characterisation by identifying the distribution of scatterers in the environment, the consequent angular spread and other spatial properties of the channel. Coupled with the time-of-arrival information, it leads to full spatio-temporal channel characterisation. The angular multipath information can be extracted from our model using the knowledge of the transmitter and receiver locations and simple trigonometric rules. The VS locations are already available in the model, leading to the DoA for the signal arising from each VS. Similarly, it can be easily shown, given a rectangular room geometry, that the DoD is related to the DoA through simple trigonometric relations, and can therefore also be computed from the model. The estimation of the angular multipath information in this manner does not involve the aperture synthesis procedure discussed above with dense sampling and large apertures, followed by image reconstruction techniques. Instead, it requires the CIR evaluation only at a single transmitter and receiver location instead of a range of adjacent locations, and is thus highly efficient. Our horizontal propagation model provides the angular channel profile in the azimuth (φ) plane, while a 3D extension can be used to obtain the elevation (θ) information. The complete spherical coordinate (φ, θ) information for the DoAs and DoDs can then be used in conjunction with the PDP to construct a Minkowski space-time description of the channel in a simple and efficient manner. In the rest of this discussion, we restrict our analysis to azimuthal DoA profiles and present some illustrative results.

Consider a channel defined by transmitter location \( r_t = (4.73, 0.9) \) and receiver location \( r_r = (4.81, 2.74) \) in the same room as considered in the earlier analysis, where the coordinates are chosen randomly. The corresponding peak-normalised CIR is shown in Fig. 2. The corresponding power azimuth profile (PAP), represented by \( P_{\phi}(\phi) \), provides information about the multipath DoAs and their gains. In the Cartesian coordinate system of Fig. 1, if \((r_x, r_y)\) represents the coordinates of the receiver and \((v_x, v_y)\) represents the coordinates of the VS generating the \(n\) th multipath component, the DoA of the \(n\) th path with respect to the positive x-axis is given by \( \theta_n = \tan^{-1}(v_y/r_x) \).

Fig. 5a shows the PAP for the location under consideration, where the multipath gains are once again normalised to the direct path gain, which is incident at \( \theta = -92^\circ \). No noise thresholding is applied here and all paths generated with \( \theta = 5 \) are shown. The specular components appear to arrive from a large range of directions without a particular pattern. This observation is found to be true for any randomly chosen transmitter–receiver location. Also from the figure, we can see that several of the DoAs are mutually proximal and produce angular multipath clusters. It is obvious that if the noise threshold in power calculation is reduced from 30 to, say, 20 dB, the number of significant paths and thus the range of DoAs will also decrease. The multipath gains in the PAP are identical to those in Fig. 2, but the ToA information is replaced by the angular information.

Further insight into the angular scattering process is provided by the azimuth delay-profile (ADP), denoted by \( P_{\phi}(\tau, \phi) \) and shown in Fig. 5b, which simultaneously considers the multipath DoA and ToA. In the polar plot shown, the ToA extends along the radial direction, the DoA is along the circular plot and the number of reflections a path has undergone is also indicated. While generally the path DoAs and ToAs are normalised with respect to those of the direct component, the propagation delay in Fig. 5b has not been removed from the ToA in order to preserve the directional information of the direct component being lost from plotting at the vertex.

A grid-like symmetry is observed in this figure, with the DoA–ToA points arranged along vertical and horizontal lines. Also, the points occur in clusters of four except at large ToAs where the arrivals become sparse and the reflections eventually die down. This symmetric pattern arises from the rectangular nature of the propagation environment, and is observed for all room dimensions and transmitter–receiver locations. Furthermore, within each four-element cluster, two of the diagonally opposite elements undergo the same number of reflections, \( k \), while the remaining two undergo \( k - 1 \) and \( k + 1 \) reflections, respectively where \( k \geq 1 \). It is clear that if the multipath and angular resolution of the receiver is insufficient, it cannot differentiate
between the individual components within a cluster, which therefore appear collectively as a single, spread-out multi-path component. The power of the component with the smallest number of reflections in the cluster, however, dominates in such a scenario, as it suffers the least attenuation. If the position of the transmitter or receiver is varied, the spread of the elements in the clusters varies, as illustrated by the ADP obtained with \( \mathbf{r}_T = (4.26, 2.17) \) and \( \mathbf{r}_T = (2.58, 0.8) \) shown in Fig. 5c, with the coordinates again chosen randomly. It can be seen that the multipath quadruples have expanded, or the inter-arrival spread in each angular–temporal cluster has increased. Thus, the performance of an optimal, high complexity 2D rake, with time-delay and angular resolution capability, depends on its location within the environment.

The angular spread provides a quantitative description of the multipath clustering and the DoA distribution, and is thus important for the determination of spatial correlation, susceptibility to fading and channel capacity [39]. The RMS angular spread (RAS) is given by the expression

\[
\varphi_{\text{RMS}} = \sqrt{\frac{\sum_{\phi=-\pi}^{\pi} (\varphi - \bar{\varphi})^2 P_\varphi(\varphi)}{\sum_{\phi=-\pi}^{\pi} P_\varphi(\varphi)}} \tag{9}
\]

where \( \bar{\varphi} \) is the mean DoA. We evaluate the RAS for a set of 1000 simulated CIRs with the transmitter and receiver locations generated randomly in order to statistically characterise the angular spread in the indoor UWB channel. The \( \varphi_{\text{RMS}} \) predicted by this exercise is \( \sim 75^\circ \) and \( 35^\circ \) when the noise threshold is 20 dB and 10 dB respectively. Earlier indoor UWB measurements in [40] reported smaller azimuthal scattering with \( \varphi_{\text{RMS}} = 38^\circ \), but noted that the probable reason was an insufficient set of measurements and conjectured that if it were remedied, the angular spread would approach a uniform distribution. This was confirmed by further measurements that found angular scattering at wide angles [41, 42]. The ADP, obtained in the indoor UWB channel in general indicates that the multipath clusters are angularly uncorrelated, with the implication that spatial antenna diversity is expected to perform well in this environment even at antenna separations smaller than a half-wavelength. The azimuth-delay profile, and in turn the angular and delay spreads, strongly depend on transceiver locations in relation with the room geometry [43]. Thus, low spreads are observed closer to the corners of the room, due to angularly and temporally well-localised high-intensity clusters, than in the middle of the room.

### 4.4 Large-scale pathloss

In order to characterise the large-scale fading behaviour in terms of pathloss, we generate a set of 1000 CIRs
at random locations within our propagation environment. We then evaluate the tangent of the regression line that provides the best-fit estimate of the pathloss with distance on the log-log scale, which gives us the pathloss index \( n \) [15]. The scenario with \( K = 0 \) represents freespace propagation with a single path, and thus \( n = 2 \) as expected. With a more realistic value of \( K \), such as \( K = 5 \), the pathloss index deviates from freespace behaviour. The observed values of the pathloss, along with the regression line, are shown in Fig. 6, from which the mean \( n \) is estimated as 1.73. This agrees with the values obtained from measurement: [28, 44] found \( n \) to be 1.7 in LOS UWB environments, while [26] reported \( n \) to be between 1.5 and 2. Also, the divergence of the simulated channel pathloss from its linear regression, representing the mean pathloss, is small, indicating the accuracy and consistency of the model in characterising the pathloss.

### 4.5 Multiple-antenna capacity

Multiple-antenna, or MIMO, systems provide a linear increase in the spectral efficiency under favourable propagation conditions [45]. Thus, a MIMO system with UWB signalling can support spectacularly high information rates as demonstrated in [46]. A multiple-receiver, or single-input multiple-output (SIMO), system can also be used for capacity investigation conditions [45]. Thus, a MIMO system, with UWB signalling can support spectacularly high information rates as well.

#### 4.6 Power convergence

Owing to the Friis transmission equation [15], a typical wireless channel has an exponentially decaying PDP.

---

**Table 3: Predicted capacity of UWB multiple-antenna (SIMO and MIMO) systems at SNR = 10 dB in the indoor line-of-sight UWB channel from ray-tracing and measurement [9, 46]**

<table>
<thead>
<tr>
<th>Array configuration</th>
<th>Array size</th>
<th>Ergodic capacity, bps/Hz</th>
<th>1% outage capacity, bps/Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Ray-tracing</td>
<td>Measurement</td>
</tr>
<tr>
<td>SISO</td>
<td>1 x 1</td>
<td>3.2</td>
<td>2.7</td>
</tr>
<tr>
<td>SIMO</td>
<td>1 x 2</td>
<td>4.2</td>
<td>3.7</td>
</tr>
<tr>
<td>SIMO</td>
<td>1 x 3</td>
<td>4.8</td>
<td>4.3</td>
</tr>
<tr>
<td>SIMO</td>
<td>1 x 4</td>
<td>5.2</td>
<td>—</td>
</tr>
<tr>
<td>MIMO</td>
<td>2 x 2</td>
<td>5.2</td>
<td>4.8</td>
</tr>
<tr>
<td>MIMO</td>
<td>3 x 3</td>
<td>7.3</td>
<td>6.9</td>
</tr>
<tr>
<td>MIMO</td>
<td>4 x 4</td>
<td>9.2</td>
<td>—</td>
</tr>
</tbody>
</table>

---

**Fig. 7** Convergence of received power with reflection order for various values of the wall reflection coefficient, \( \Gamma \).
Thus, the fractional power gain with an increasing order of reflection in our simulation follows the law of diminishing returns, as higher order paths have greater pathlengths and lower energy. It was shown in [49] that $K = 2$ provides sufficient information about large-scale channel variation, while [50] suggested that $K = 3$ is sufficient for modelling indoor UWB propagation. Furthermore, [51] showed that the power level prediction improvement is lower than 3 dB beyond $K = 3$. From our results based on a large set of CIRs simulated with ray-tracing, it is found that the power gain converges to within 1 dB with increase in $K$ beyond $K = 1$ for $\Gamma = 0.7$, and $K = 3$ for $\Gamma = 1$. This is illustrated with the help of Fig. 7. It can be concluded from this information that 3–4 reflections are sufficient to model the indoor UWB channel under typical conditions. As the value of $K$ in the model is directly related to its runtime complexity, a low $K$ providing reasonable simulation accuracy increases the ray tracing efficiency.

5 Conclusion

An efficient deterministic modelling technique for indoor radio channels has been presented. The proposed time-domain technique uses the method of images to predict the ray paths and generate the CIR in a given propagation environment. The method has been applied to the prediction of the UWB indoor channel in the FCC frequency band, but is generic and can also be used at other microwave, millimetre-wave and optical frequency ranges. The resulting CIRs are found to be in good agreement with channel measurement, with the multipath components arriving in rapid succession in the form of time-domain clusters. The small-scale fading statistics of the channel estimated from our simulation also agree with published measurement results. Further analysis of small-scale fading over a planar area, simulating the movement of a receiver and the consequent changes in the received signal characteristics, reveals the presence of spatial interference fringes formed due to the vector superposition of the impinging paths. The aperture synthesis used in the prediction of the spatial propagation characteristics in this paper is made possible by the low computational intensity of the technique. A grid-like angular symmetry is produced by multipath clusters in the ADP, due to the geometry of a rectangular room. Our analysis reveals that the indoor radio channel can be adequately modelled by up to three reflections, and the dominant mode of propagation is specular reflection from the walls. The linear scaling of MIMO capacity with array size predicted by the ray-tracing model confirms measurement-based analyses of indoor UWB channels. Thus, it has been shown that the ray-tracing scheme developed in this paper provides a convenient tool for the simulation of indoor electromagnetic signal propagation and system performance prediction.
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