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ABSTRACT. We propose robust methods for inference on the effect of a treatment variable
on a scalar outcome in the presence of very many controls. Our setting is a partially linear
model with possibly non-Gaussian and heteroscedastic disturbances. Our analysis allows the
number of controls to be much larger than the sample size. To make informative inference
feasible, we require the model to be approximately sparse; that is, we require that the effect of
confounding factors can be controlled for up to a small approximation error by conditioning
on a relatively small number of controls whose identities are unknown. The latter condition
makes it possible to estimate the treatment effect by selecting approximately the right set
of controls. We develop a novel estimation and uniformly valid inference method for the
treatment effect in this setting, called the “post-double-selection” method. Our results apply
to Lasso-type methods used for covariate selection as well as to any other model selection
method that is able to find a sparse model with good approximation properties.

The main attractive feature of our method is that it allows for imperfect selection of the
controls and provides confidence intervals that are valid uniformly across a large class of mod-
els. In contrast, standard post-model selection estimators fail to provide uniform inference
even in simple cases with a small, fixed number of controls. Thus our method resolves the
long-standing problem of uniform inference after model selection for a large, interesting class
of models. We illustrate the use of the developed methods with numerical simulations and an

application to the effect of abortion on crime rates.
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inference under imperfect model selection, uniformly valid inference after model selection

1. INTRODUCTION

Many empirical analyses in economics focus on estimating the structural, causal, or treat-

ment effect of some variable on an outcome of interest. For example, we might be interested in
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estimating the causal effect of the minimum wage or some other government policy on employ-
ment. Since economic policies and many other economic variables are not randomly assigned,
economists rely on a variety of quasi-experimental approaches based on observational data
when trying to estimate such effects. One important method is based on the assumption that
the variable of interest can be taken as randomly assigned once a sufficient set of other factors
has been controlled for. Economists, for example, might argue that changes in state-level mini-
mum wages can be taken as randomly assigned relative to unobservable factors that could affect
changes in state-level employment once aggregate macroeconomic activity, state-level economic
activity, and state-level demographics have been controlled for; see Card and Krueger (1997),
Heckman, LaLonde, and Smith (1999), Imbens (2004), among other references.

A problem empirical researchers face when relying on an identification strategy for estimating
a structural effect that relies on a conditional on observables argument is knowing which
controls to include. Typically, economic intuition will suggest a set of variables that might be
important but will not identify exactly which variables are important or the functional form
with which variables should enter the model. This lack of clear guidance about what variables
to use leaves researchers with the problem of attempting to select a sensible set of controls from
a potentially vast set of control variables including raw regressors available in the data as well
as interactions and other transformations of these regressors. A typical economic study will
rely on an ad hoc sensitivity analysis in which a researcher reports results for several different
sets of controls in an attempt to show that the parameter of interest that summarizes the
causal effect of the policy variable is insensitive to changes in the set of control variables. See
Donohue IIT and Levitt (2001), which we use as the basis for the empirical study in this paper,

or examples in Angrist and Pischke (2008) among many other references.

We present an approach to estimating and performing inference on structural effects in
an environment where the treatment variable may be taken as exogenous conditional on ob-
servables that complements existing strategies. We pose the problem in the framework of a

partially linear model
Y = dicg + 9(2) + G (1.1)

where d; is the treatment /policy variable of interest, z; is a set of control variables, and (; is an
unobservable that satisfies E[(; | d;, z;] = 0.1 The goal of the econometric analysis is to conduct
inference on the treatment effect apg. We examine the problem of selecting a set of variables
from among p potential controls x; = P(z;), which may consist of z; and transformations of
zi, to adequately approximate g(z;) allowing for p > n. Of course, useful inference about ayg is

unavailable in this framework without imposing further structure on the data. We impose such

L We note that d; does not need to be binary.
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structure by assuming that there is a relatively small set consisting of s < n variables whose
identities are a priori unknown among the p potential conditioning variables that provides
a good enough approximation to g(z;) that the exogeneity of d; may be taken as given once
these variables have been controlled for linearly. This assumption, which is termed approximate
sparsity or simply sparsity, allows us to approach the problem of estimating ag as a variable
selection problem. This framework allows for the realistic scenario in which the researcher is
unsure about exactly which variables or transformations are important for approximating g(z;)

and so must search among a broad set of controls.

The assumed sparsity includes as special cases the most common approaches to parametric
and nonparametric regression analysis. Sparsity justifies the use of fewer variables than there
are observations in the sample. When the initial number of variables is high, the assumption
justifies the use of variable selection methods to reduce the number of variables to a manageable
size. In many economic applications, formal and informal strategies are often used to select such
smaller sets of potential control variables. Most of these standard variable selection strategies
are highly non-robust, leading to a very poor inference.? In an effort to demonstrate robustness,
researchers often employ ad hoc sensitivity analyses which examine the robustness of inferential
conclusions to variations in the set of controls. Such sensitivity analyses are useful but lack
rigorous justification. As a complement to these ad hoc approaches, we propose a formal,
rigorous approach to inference allowing for selection of controls. Our proposal uses modern

variable selection methods in a novel manner which results in robust and valid inference.

The main contributions of this paper are providing a robust estimation and inference method
within a partially linear model with potentially very high-dimensional controls and developing
the supporting theory. The method relies on the use of Lasso-type or other sparsity-inducing
procedures for variable selection. Our approach sharply differs from usual post-model-selection
methods that rely on a single selection step. Rather, we use two different variable selection

steps followed by a final estimation step as follows:

1. In the first step, we select a set of control variables that are useful for predicting the
treatment d;. This step helps to insure robustness by finding control variables that are
strongly related to the treatment and thus potentially important confounding factors.

2. In the second step, we select additional variables by selecting control variables that

predict y;. This step helps to insure that we have captured important elements in

2An example of inference going wrong is given in Figure 1 (left panel), presented in the next section, where the
standard post-model selection estimator has a bimodal distribution which sharply deviates from the standard
normal distribution. More examples are given in Section 6 where we document the poor inferential performance

of the standard post-model selection methods.
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the equation of interest, ideally helping keep the residual variance small as well as
intuitively providing an additional chance to find important confounds.

3. In the final step, we estimate the treatment effect g of interest by the linear regression
of y; on the treatment d; and the union of the set of variables selected in the two

variable selection steps.

We provide theoretical results on the properties of the resulting treatment effect estimator
and show that it provides inference that is uniformly valid over large classes of models and
also achieves the semi-parametric efficiency bound under some conditions. Importantly, our
theoretical results allow for imperfect variable selection in either of the two variable selection

steps as well as allowing for non-Gaussianity and heteroscedasticity of the model’s errors.?

We illustrate the theoretical results through an examination of the effect of abortion on
crime rates following Donohue IIT and Levitt (2001), Foote and Goetz (2008), and Donohue III
and Levitt (2008). In the original data of Donohue III and Levitt (2001), we find that the
formal variable selection procedure applied to a set of variables that allows for parsimonious
but flexible trends produces a qualitatively different result than that obtained through the ad
hoc set of sensitivity results presented in the original paper. Interestingly, we come to a similar
conclusion as in Foote and Goetz (2008) that the estimated abortion effects becomes quite im-
precise once a small set of variables including state-level average abortion rates interacted with
a linear trend are included in the model. We also consider a model related to Donohue III and
Levitt (2008) and once again find that the variable selection procedures choose a small number
of controls that allow for simple nonlinear trends in the data interacted with fixed, state-level
variables and that the estimated abortion effect is rendered imprecise once these variables are
included in the model of Donohue III and Levitt (2008). The selection of these variables and
the resulting imprecision of the estimated treatment effect suggest that one cannot determine
precisely whether the effect attributed to abortion found when these parsimonious trend terms
are omitted from the model is due to changes in the abortion rate or some other persistent
state-level factor that is related to relevant changes in the abortion rate and current changes
in the crime rate.* Finding that a simple-to-implement, formal approach to variable selec-
tion produces a qualitatively different result than a more ad hoc approach suggests that these

methods might be used to complement economic intuition in selecting control variables for

3In a companion paper that presents an overview of results for ¢;-penalized estimators, Belloni, Cher-

nozhukov, and Hansen (2011a), we provide similar results in the idealized Gaussian homoscedastic framework.
4Note that all models are estimated including fixed effects or more general sets of controls to eliminate any

state-specific factors that might be related to both the relevant level of the abortion rate and the level of the

crime rate.
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estimating treatment effects in settings where treatment is taken as exogenous conditional on

observables.

Relationship to literature. We contribute to several existing literatures. First, we con-
tribute to the literature on series estimation of partially linear models (Donald and Newey
(1994), Hérdle, Liang, and Gao (2000), Robinson (1988), and others). We differ from most
of the existing literature by considering many series terms, p > n, that may be used in the
construction of the regression fits. Considering a broad set of terms allows for more refined
approximations of regression functions relative to the usual approach that only allows for a
few low-order terms. Simultaneously, the number of parameters is kept relatively low through
the use of variable selection methods. See, for example, Belloni, Chernozhukov, and Hansen
(2011a) for a wage function example and Section 5 for theoretical examples. Moreover, we
allow for data-dependent selection of the appropriate series terms. We focus on Lasso as our
principal device for performing this selection but note that any other method, such as selection
using the traditional generalized cross-validation criteria, is likely to work as long as the method
guarantees sufficient sparsity in its solution. It should be noted that the previous literature on
inference in the partially linear model generally takes the number of series terms given without
allowing for their data-driven selection. Recent work by Cattaneo, Jansson, and Newey (2010)
allows for p = Cn (with C' < 1) series terms in construction of the series regression, a device
which produces refined standard errors even in cases with p < n. This work is complementary
to our work which focuses on reducing the number of terms p > n down to § < n. After
model selection, one may apply conventional standard errors or Cattaneo, Jansson, and Newey
(2010) standard errors.?

Second, we contribute to the literature on the estimation of treatment effects. We note that
the policy variable d; does not have to be binary in our framework. However, our method has
a useful interpretation related to the propensity score when d; is binary. In the first selection
step, we select terms from x; that predict the treatment d;, i.e. terms that explain the propen-
sity score. We also select terms from x; that predict y;, i.e. terms that explain the outcome
regression function. Then we run a final regression of y; on the treatment d; and the union of
selected terms. Thus, our procedure relies on the selection of variables relevant for both the
propensity score and the outcome regression. Relying on selecting variables that are important
for both objects allows us to achieve two goals: we obtain uniformly valid confidence sets for
agp despite imperfect model selection and we achieve full efficiency for estimating g in the
homoscedastic case. The connection of our approach to the propensity score brings about in-

teresting connections to the treatment effects literature. Hahn (1998), Heckman, Ichimura, and

5In practice, if the selected number of terms 5 is substantial, we recommend using Cattaneo, Jansson, and

Newey (2010)’s standard errors after applying our model selection procedure.
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Todd (1998), and Abadie and Imbens (2011) have constructed efficient regression or matching-
based estimates of average treatment effects. Hahn (1998) also shows that conditioning on the
propensity score is unnecessary for efficient estimation of average treatment effects. Hirano,
Imbens, and Ridder (2003) demonstrate that one can efficiently estimate average treatment
effects using estimated propensity score weighting alone. Robins and Rotnitzky (1995) have
shown that using propensity score modeling coupled with a parametric regression model leads
to efficient estimates if either the propensity score model or the parametric regression model is
correct. While our contribution is quite distinct from these approaches, it also highlights the
important robustness role played by the propensity score model in the selection of the right

control terms for the final regression.

Third, we contribute to the literature on estimation and inference with high-dimensional
data and to the uniformity literature. There has been extensive work on estimation and
perfect model selection in both low and high-dimensional contexts,® but there has been little
work on inference after imperfect model selection. Perfect model selection relies on unrealistic
assumptions, and model selection mistakes can have serious consequences for inference as has
been shown in Pétscher (2009), Leeb and Pétscher (2008), and others. In work on instrument
selection for estimation of a linear instrumental variables model, Belloni, Chen, Chernozhukov,
and Hansen (2010) have shown that model selection mistakes do not prevent valid inference
about low-dimensional structural parameters due to the inherent adaptivity of the problem:
Omission of a relevant instrument does not affect consistency of an IV estimator as long as
there is another relevant instrument. The partially linear regression model (1.1) does not have
the same adaptivity structure, and model selection based on the outcome regression alone
produces non-robust confidence intervals. Our procedure creates the necessary adaptivity by
performing two separate model selection steps, making it possible to perform robust/uniform
inference after model selection. The uniformity holds over large, interesting classes of models.
In that regard, our contribution is in the spirit of recent contributions by Mikusheva (2007) on
uniform inference in autoregressive models, by Andrews and Cheng (2011) on uniform inference
in moment condition models that are potentially unidentified, and by Andrews, Cheng, and

Guggenberger (2011) on a generic framework for uniformity analysis.

Finally, we contribute to the broader literature on high-dimensional estimation. For variable
selection we use £1-penalization methods, though our method and theory will allow for the use
of other methods. /;-penalized methods have been proposed for model selection problems
in high-dimensional least squares problems, e.g. Lasso in Tibshirani (1996), in part because

they are computationally efficient. Many ¢;-penalized methods have been shown to have good

6For reviews focused on econometric applications, see, e.g., Hansen (2005) and Belloni, Chernozhukov, and
Hansen (2010).



INFERENCE AFTER MODEL SELECTION 7

estimation properties even when perfect variable selection is not feasible; see, e.g., Candes
and Tao (2007), Meinshausen and Yu (2009), Bickel, Ritov, and Tsybakov (2009), Belloni
and Chernozhukov (2011) and the references therein. Such methods have also been shown to
extend suitably to nonparametric and non-Gaussian cases as in Bickel, Ritov, and Tsybakov
(2009) and Belloni, Chen, Chernozhukov, and Hansen (2010). These methods also produce
models with a relatively small set of variables. The last property is important in that it leaves
the researcher with a set of variables that may be examined further; in addition it corresponds

to the usual approach in economics that relies on considering a small number of controls.

Paper Organization. In Section 2, we formally present the modeling environment includ-
ing the key sparsity condition and develop our advocated estimation and inference method.
We establish the consistency and asymptotic normality of our estimator of ag uniformly over
large classes of models in Section 3. In Section 4, we present a generalization of the basic pro-
cedure to allow for model selection methods other than Lasso. In Section 4, we present a series
of theoretical examples in which we provide primitive condition that imply the higher-level
conditions of Section 3. We present a series of numerical examples that verify our theoretical
results numerically in Section 6, and we apply our method to the abortion and crime example

of Donohue IIT and Levitt (2001) in Section 7. In appendices, we provide the proofs.

Notation. In what follows, we work with triangular array data {(win,i=1,...,n),n =
1,2,3,...} defined on probability space (2,.4,P,), where P = P, can change with n. Each
Win = (Yins % 0> d;,)" 18 @ vector with components defined below, and these vectors are i.n.i.d.
— independent across i, but not necessarily identically distributed. Thus, all parameters that
characterize the distribution of {w;,,7 = 1,...,n} are implicitly indexed by P, and thus by
n. We omit the dependence on these objects from the notation in what follows for notational
simplicity. We use array asymptotics to better capture some finite-sample phenomena and
to insure the robustness of conclusions with respect to perturbations of the data-generating
process P along various sequences. This robustness, in turn, translates into uniform validity

of confidence regions over certain regions of data-generating processes.

We use the following empirical process notation, E,[f] := E,[f(w;)] :== Y1, f(wi)/n, and
Gn(f) == > (f(wi) — E[f(w;)])/v/n. Since we want to deal with in.i.d. data, we also
introduce the average expectation operator: E[f] := EE,[f] = EE,[f(w;)] = >_i_; E[f(wi)]/n.
The ly-norm is denoted by || - ||, and the lp-norm, || - ||p, denotes the number of non-zero
components of a vector. We use || - || to denote the maximal element of a vector. Given a
vector § € RP, and a set of indices T' C {1,...,p}, we denote by dr € RP the vector in which
dpj=0;if j €T, o7; =0if j ¢ T. We use the notation (a); = max{a,0}, a V b = max{a, b},

and a A b = min{a,b}. We also use the notation a < b to denote a < ¢b for some constant
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¢ > 0 that does not depend on n; and a <p b to denote a = Op(b). For an event F, we
say that £ wp — 1 when E occurs with probability approaching one as n grows. Given a
p-vector b, we denote support(b) = {j € {1,...,p} : bj # 0}. Throughout the paper, we let c,
C, and ¢ be absolute constants, and let £, /" 00,0, \, 0, and A,, \, 0 be sequences of absolute
positive constants. By absolute constants, we will mean constants that are given and that do

not depend on P = P,,.

2. INFERENCE ON TREATMENT AND STRUCTURAL EFFECTS CONDITIONAL ON
OBSERVABLES

2.1. Framework. In this paper we consider the following partially linear model

yi = dicg + g(2i) + Gy E[G | 2i,di] =0, (2.2)
d; = m(zz) + vy, E[Ui ‘ Zl] =0, (2.3)

where y; is the outcome variable, d; is the policy/treatment variable whose impact « we would
like to infer, z; represents confounding factors on which we need to condition, and (; and v; are
disturbances. The parameter «y is the average treatment or structural effect under appropriate
conditions given, for example, in Heckman, LaLonde, and Smith (1999) or Imbens (2004) and

is of major interest in many empirical studies.

The confounding factors z; affect the policy variable via the function m(z;) and the outcome
variable via the function g(z;). Both of these functions are unknown and potentially compli-
cated. We use linear combinations of control terms x; = P(z;) to approximate ¢(z;) and m(z;),
writing (2.2) and (2.3) as

yi = diag + 23 Bg0 + 79 +Gi, (2.4)
————
9(zi)
d; = 2} Bmo + Tmi +vi, (2.5)

m(z;)

where 2340 and z}Bp,0 are approximations to g(z;) and m(z;), and 74 and 7,; are the corre-
sponding approximation errors. In order to allow for a flexible specification and incorporation
of pertinent confounding factors, the vector of controls, z; = P(z;), can have a dimension
p = pn which can be large relative to the sample size. Specifically, our results only require
log p = o(n'/3) along with other technical conditions. High-dimensional regressors z; = P(z;)
could arise for different reasons. For instance, the list of available controls could be large, i.e.
x; = 7 as in e.g. Koenker (1988). It could also be that many technical controls are present;

i.e. the list z; = P(z;) could be composed of a large number of transformations of elementary
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regressors z; such as B-splines, dummies, polynomials, and various interactions as in Newey
(1997) or Chen (2007).

Having very many controls creates a challenge for estimation and inference. A key condition
that makes it possible to perform constructive estimation and inference in such cases is termed
sparsity. Sparsity is the condition that there exist approximations x}840 and 8,0 to g(z;)
and m(z;) in (2.4)-(2.5) that require only a small number of non-zero coefficients to render the
approximation errors rg; and r,,; sufficiently small relative to estimation error. More formally,
sparsity relies on two conditions. First, there exist 3,0 and 3,0 such that at most s = s, < n

elements of 3,,0 and (340 are non-zero so that

1Bmollo < s and ||Bgollo < s.

Second, the sparsity condition requires the size of the resulting approximation errors to be

small compared to the conjectured size of the estimation error:

{BI}' 2 < V/s/n and (Bl )12 £ V/s/n.
Note that the size of the approximating model s = s, can grow with n just as in standard

series estimation.

The high-dimensional-sparse-model framework outlined above extends the standard frame-
work in the treatment effect literature which assumes both that the identities of the relevant
controls are known and that the number of such controls s is much smaller than the sample
size. Instead, we assume that there are many, p, potential controls of which at most s con-
trols suffice to achieve a desirable approximation and allow the identity of these controls to be
unknown. Relying on this assumed sparsity, we use selection methods to select approximately

the right set of controls and then estimate the treatment effect «y.

2.2. The Method: Least Squares after Double Selection. We propose the following
method for estimating and performing inference about ag. The most important feature of this
method is that it does not rely on the highly unrealistic assumption of perfect model selection
which is often invoked to justify inference after model selection.” The construction of our advo-
cated procedure reflects our effort to offer a method that has attractive robustness/uniformity
properties for inference. The estimator is y/n-consistent and asymptotically normal under
mild conditions and provides confidence intervals that are robust to various perturbations of

the data-generating process that preserve approximate sparsity.

"To the best of our knowledge, our result is the first of its kind in this setting. This result extends our
previous results on inference under imperfect model selection in the instrumental variables model given in
Belloni, Chernozhukov, and Hansen (2010). The problem is more difficult in the present paper due to lack of

adaptivity in estimation which we overcome by introducing additional model selection steps.
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To define the method, we first write the reduced form corresponding to (2.2)-(2.3) as:
yi = 2ifo +Ti + G, (2.6)
di = TiBmo + Tmi + vi, (2.7)
where (o := aBmo + B0, Ti := QoTmi + Tgis G = aov; + G

We have two equations and hence can apply model selection methods to each equation to
select control terms. The chief method we discuss is the Lasso method described in more
detail below. Given the set of selected controls from (2.6) and (2.7), we can estimate o
by a least squares regression of y; on d; and the union of the selected controls. Inference
on «g may then be performed using conventional methods for inference about parameters
estimated by least squares. Intuitively, this procedure works well since we are more likely
to recover key controls by considering selection of controls from both equations instead of
just considering selection of controls from the single equation (2.4) or (2.6). In finite-sample
experiments, single-selection methods essentially fail, providing poor inference relative to the
double-selection method outlined above. This performance is also supported theoretically by
the fact that the double-selection method requires weaker regularity conditions for its validity

and for attaining the efficiency bound® than the single selection method.

Now we formally define the post-double-selection estimator: Let fl = support(ﬁl) denote
the control terms selected by a feasible Lasso estimator ,/6\1 computed using data (g;,Z;) =
(diyzi), 1=1,...,n. Let I, = support(ﬁg) denote the control terms selected by a feasible Lasso
estimator BQ computed using data (9, ;) = (yi,2;), @ = 1,...,n. The post-double-selection
estimator & of «q is defined as the least squares estimator obtained by regressing y; on d; and
the selected control terms x;; with j € T D) fl U fg:

(0’4,5) = argmin {E,[(y; — dia — x;ﬁ)z] : B;=0,V5 & IA}
a€ER,BERP

The set 1 may contain variables that were not selected in the variable selection steps with
indices in fg that the analyst thinks are important for ensuring robustness. We call fg the
amelioration set. Thus, I = I; U Ty U Is; let § = |I| and 55 = ]./T;\ for j =1,2,3.

We define feasible Lasso estimators below and note that other selection methods could be
used as well. When a feasible Lasso is used, we refer to the post-double-selection estimator as

the post-double-Lasso estimator.

The main theoretical result of the paper shows that the post-double-selection estimator &
obeys
([Eof] ' ERi¢I[Ev]] ")~ 2v/n(d@ — ao) ~ N(0,1) (2.8)

8Semi-parametric efficiency is attained in the homoscedastic case.
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Distributions of Studentized Estimators
post-single-selection estimator post-double-selection estimator

0 0
-8-7-6-5-4-3-2-1 0 1 2 3 45 6 7 8 -8-7-6-5-4-3-2-1 0 1 2 3 45 6 7 8

FIGURE 1. The finite-sample distributions (densities) of the standard post-single selection
estimator (left panel) and of our proposed post-double selection estimator (right panel). The
distributions are given for centered and studentized quantities. The results are based on 10000

replications of Design 1 described in Section 6, with R*’s in equation (2.6) and (2.7) set to
0.5.

under approximate sparsity conditions, uniformly within a rich set of data generating pro-
cesses. We also show that the standard plug-in estimator for standard errors is consistent
in these settings. All of these results imply uniform validity of confidence regions over large,
interesting classes of models. Figure 2.2 (right panel) illustrates the result (2.8) by showing
that the finite-sample distribution of our post-double-selection estimator is very close to the
normal distribution. In contrast, Figure 2.2 (left panel) illustrates the classical problem with
the traditional post-single-selection estimator based on (2.4), showing that its distribution is

bimodal and sharply deviates from the normal distribution.

2.3. Selection of controls via feasible Lasso Methods. Here we describe feasible variable

selection via Lasso. Note that each of the regression equations above is of the form

Ui = ;00 + i +ei,
———
f(z)
where f(Z;) is the regression function, /8y is the approximation based on the dictionary

Z; = P(%;), r; is the approximation error, and ¢; is the error. Tibshirani (1996) proposes the

Lasso estimator which is defined as a solution to

A
min En[(5; — #6)°] + i [1F] P (2.9)
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where [|8]l1 = >°%_; |Bj|- The kinked nature of the penalty function induces the solution
0 to have many zeroes and thus may be used for model selection. The selected model
T = support(g) is often used for further refitting by least squares, leading to the so called
post-Lasso or Gauss-Lasso estimator, see, e.g., Belloni and Chernozhukov (2011). The Lasso
estimator /selector is computationally attractive because it minimizes a convex function. In
the homoskedastic Gaussian case, a basic choice for penalty level suggested by Bickel, Ritov,

and Tsybakov (2009) is

A =2-coy/2nlog(2p/7), (2.10)

where ¢ > 1, 1 — v is a confidence level that needs to be set close to 1, and ¢ is the standard
deviation of the noise. The formal motivation for this penalty is that it leads to near-optimal
rates of convergence of the estimator under approximate sparsity. The good behavior of the
estimator of By in turn implies good approximation properties of the selected model T , as
noted in Belloni and Chernozhukov (2011). Unfortunately, even in the homoskedastic case the

penalty level specified above is not feasible since it depends on the unknown o.

Belloni, Chen, Chernozhukov, and Hansen (2010) formulate a feasible Lasso estimator /selector
B geared for heteroscedastic, non-Gaussian cases, which solves

A~
in E,[(7; — 7.68)%] + Z||® 2.11
min Bn[(gi — 2:5)°] + L1126l (2.11)

where ¥ = diag(lAl, . ,lAp) is a diagonal matrix of penalty loadings. The penalty level A\ and

loadings [;’s are set as

A=2-cy/n® (1 —~/2p) and lA] = lj+op(l), I = En[:ﬁ?je?], uniformly in j = 1,...,p,
(2.12)
where ¢ > 1 and 1 — v is a confidence level.” The l;’s are the ideal penalty loadings that are
not observed, and we estimate [; by lAJ obtained via an iteration method given in Appendix
A. We refer to the resulting feasible Lasso method as the Iterated Lasso. The estimator ,/6\
has statistical performance that is similar to that of the (infeasible) Lasso described above in
Gaussian cases and delivers similar performance in non-Gaussian, heteroscedastic cases; see
Belloni, Chen, Chernozhukov, and Hansen (2010). In this paper, we only use B as a model

selection device. Specifically, we only make use of

~ ~

T = support(3),

the labels of the regressors with non-zero estimated coefficients. We show that the selected
model 7' has good approximation properties for the regression function f under approximate

sparsity in Section 3.

9Practical recommendations include the choice ¢ = 1.1 and v = .05.
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Belloni, Chernozhukov, and Wang (2011) propose another feasible variant of Lasso called

the Square-root Lasso estimator, B, defined as a solution to

: - A=
win /B [(g; — 25)%] + 1B, (2.13)
with the penalty level
A=c-v/nd 11 —~/2p), (2.14)
where ¢ > 1, v € (0,1) is a confidence level, and U = diag(lAl, . ,2;) is a diagonal matrix of

penalty loadings. The main attractive feature of (2.13) is that in the homoscedastic case we

can set lAj ={E, [i’?j]}l/ 2 which depends only on observed data and is thus very convenient.

In the heteroscedastic case, we would like to choose E so that

lj +op(l) < lA] Splj, where [; = {En[ﬁjg-eZH/En[e?]}l/Q, uniformly in j =1,...,p. (2.15)

7%
As a simple bound, we could use E =2{E, [jfj]}l/ 4 since

{Enl@5el)/Enlef]}'/? < {BalZh]} {Enlef 1}/ {Enle ]}/,

i€

This bound gives ; + op(1) < lAJ if {E,[e}]}Y4/{E,[2]}Y/? < 2+ op(1), which covers a wide
class of marginal distributions for error ¢;. For example, all ¢t-distributions with degrees of
freedom greater than five satisfy this condition. As in the previous case, we can also iteratively
re-estimate the penalty loadings using estimates of the ¢;’s to approximate the ideal penalty
loadings:

Z} =1+ op(1), uniformly in j =1,...,p. (2.16)
The resulting Square-root Lasso and post-Square-root Lasso estimators based on these penalty
loadings achieve near optimal rates of convergence even in drastically non-Gaussian, het-
eroscedastic cases. This good performance implies good approximation properties for the

selected model 7.

In what follows, we shall use the term feasible Lasso to refer to either the Iterated Lasso
estimator 3 solving (2.11)-(2.12) or the Square-root Lasso estimator 3 solving (2.13)-(2.15)
with ¢ > 1 and 1 —  set such that

v =o(1) and log(1/7) < log(p V n). (2.17)
3. THEORY OF ESTIMATION AND INFERENCE

3.1. Regularity Conditions. In this section, we provide regularity conditions that are suf-
ficient for validity of the main estimation and inference result. We begin by stating our main
condition, which contains the previously defined approximate sparsity as well as other more

technical assumptions.
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We assume that for each n the following condition holds for dgp P = P,,:

Condition ASTE (P). (i) {(vi,di,zi),i = 1,...,n} are i.n.i.d. vectors on (Q, F,P) that
obey the model (2.2)-(2.3), and the vector x; = P(z;) is a dictionary of transformations of z;,
which may depend on n but not on P. (it) The true parameter value o, which may depend
on P, is bounded, |ag| < C. (iii) Functions m and g admit an approximately sparse form.

Namely there exists s > 1 and B0 and B4, which depend on n and P, such that

m(2i) = @3Bm0 + Tmis || Bmollo < s, {Elrm]}? < c\/ (3.18)

9(zi) = @iBgo +rgis Bgollo <5, {E[5]}* <OV (3.19)
(iv) The sparsity index obeys s>log?(p V n)/n < 8, and the size of the amelioration set obeys
53 <C(1VE V). (v) For vy = v + Tmi and G = G + 74 we have |E[02¢?] — E[v2¢?]] <

and E[|5;]7 + |Q[ | < C for some ¢ > 4. Moreover, max;<y, ||xi|]gosn*1/2+2/q <0, wp1l— An.

Comment 3.1. The approximate sparsity (iii) and the growth condition (iv) are the main
conditions for establishing the key inferential result. We present a number of primitive examples
to show that these conditions contain standard models used in empirical research as well as
more flexible models. Condition (iv) requires that the size 53 of the amelioration set I3 should
not be substantially larger than the size of the set of variables selected by the Lasso method.
Simply put, if we decide to include controls in addition to those selected by Lasso, the total
number of additions should not dominate the number of controls selected by Lasso. This
and other conditions will ensure that the total number s of controls obeys 5 <p s, and we
also require that s?log?(p V n)/n — 0. This condition can be relaxed using the sample-
splitting method of Fan, Guo, and Hao (2011), which is done in the Supplementary Appendix.
Condition (v) is simply a set of sufficient conditions for consistent estimation of the variance of
the double selection estimator. If the regressors are uniformly bounded and the approximation
errors are going to zero a.s., it is implied by other conditions stated below; and it can also be

demonstrated under other sorts of more primitive conditions. O

The next condition concerns the behavior of the Gram matrix E,,[z;2}]. Whenever p > n, the
empirical Gram matrix E,[z;2}] does not have full rank and in principle is not well-behaved.
However, we only need good behavior of smaller submatrices. Define the minimal and maximal
m-sparse eigenvalue of a semi-definite matrix M as

8 M6 & M§
min ——= and ¢max(m)|M|:= max ——=.
1<[8llo<m [|0]|? Pma(m) (M) 1<[8llo<m [|0]|?

Gmin(m)[M] := (3.20)

To assume that ¢min(m)[E,[ziz}]] > 0 requires that all empirical Gram submatrices formed
by any m components of x; are positive definite. We shall employ the following condition as a

sufficient condition for our results.
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Condition SE (P). There is an absolute sequence of constants £, — oo such that the
mazimal and minimal £,s-sparse eigenvalues are bounded from below and away from zero,

namely with probability at least 1 — A,
K < d’min(gns)[En[xixm < ‘Z’maX(gnS)[En[xixm <K
where 0 < k' < K" < 00 are absolute constants.

Comment 3.2. It is well-known that Condition SE is quite plausible for many designs of

interest. For instance, Condition SE holds if

(a) 4,1 =1,...,n, are i.i.d. zero-mean sub-Gaussian random vectors that have population

/

] with minimal and maximal slogn-sparse eigenvalues bounded

Gram matrix E[z;2]

away from zero and from above by absolute constants, where s(logn)(logp)/n < §, —
0;

(b) x;, i =1,...,n, are i.i.d. bounded zero-mean random vectors with [|z;||cc < K, a.s.
that have population Gram matrix E[z;z] with minimal and maximal slogn-sparse
eigenvalues bounded from above and away from zero by absolute constants, where
K2s(log®n){log(p VvV n)}/n < 6, — 0.

The claim (a) holds by Theorem 3.2 in Rudelson and Zhou (2011) (see also Zhou (2009)
and Baraniuk, Davenport, DeVore, and Wakin (2008)) and claim (b) holds by Lemma 1 in
Belloni and Chernozhukov (2011) or by Theorem 1.8 Rudelson and Zhou (2011). Recall that
a standard assumption in econometric research is to assume that the population Gram matrix
E[z;x}] has eigenvalues bounded from above and away from zero, see e.g. Newey (1997). The
conditions above allow for this and more general behavior, requiring only that the slogn

/

| are bounded from below and from

sparse eigenvalues of the population Gram matrix E[z;z]

above. O
The next condition imposes moment conditions on the structural errors and regressors.

Condition SM (P). There are absolute constants 0 < ¢ < C' < 0o and 4 < ¢ < 00 such
that for (gi,€;) = (yi, i) and (Ui, €;) = (di, v;) the following conditions hold:
(i
(ii

(iii

) B[|d;|] < C, ¢<E[¢|zi,v] <C and ¢ <E[? | 2;] <C a5 1<i<n,
) Ellel) + E[g7] + max {Elaf;7] + Elladell] + 1/Elaf]} < C,
log®p/n < by,

max {|(E, — E)[z3;¢]| + [(En — E)[23;77]} + max |||

)
. 5 slog(nV p)
(iv) jnax. i€ max =< 0y wp 1 = A,

These conditions, which are rather mild, ensure good model selection performance of feasible

Lasso applied to equations (2.6) and (2.7). These conditions also allow us to invoke moderate
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deviation theorems for self-normalized sums from Jing, Shao, and Wang (2003) to bound some

important error components.

3.2. The Main Result. The following is the main result of this paper. It shows that the
post-double selection estimator is root-n consistent and asymptotically normal. Under ho-
moscedasticity this estimator achieves the semi-parametric efficiency bound. The result also

verifies that plug-in estimates of the standard errors are consistent.

Theorem 1 (Estimation and Inference on Treatment Effects). Let {P,} be a sequence of data-
generating processes. Assume conditions ASTE (P), SM (P), and SE (P) hold for P = P,, for

each n. Then, the post-double-Lasso estimator & obeys, as n — oo

o '/n(a@ — ag) ~ N(0,1),

where o2 = [EvZ]1E[v QCQ][EUZ]_I Moreover, the result continues to apply if o2 is replaced by
o = [En0;] ' En [AQZQ][ 07, for G i= [y — dia—2iB){n/(n = 5= 1)}/ and & := d; — 2/,

i=1,...,n where 3 € arg ming{E,[(d; — zi8)?] : B; = 0,Vj ¢ T}.

An immediate consequence of this result is the following corollary.

Corollary 1 (Uniformly Valid Confidence Intervals). (i) Let P,, be the collection of all
data-generating processes P for which conditions ASTE(P ), SM (P ), and SE (P ) hold for given
n. Let ¢(1 —~) = @ 1(1 —~/2). Then as n — oo, uniformly in P € P,

P (ag € [@+c(1 —7)5,/vn]) > 1—~

(11) Let P = Np>p Py be the collection of data-generating processes for which the conditions

above hold for all n > ngy for some ng. Then as n — oo, uniformly in P € P

P (ag € [@+c(l —7)5,/vn]) > 1—~

By exploiting both equations (2.4) and (2.5) for model selection, the post-double-selection
method creates the necessary adaptivity that makes it robust to imperfect model selection.
Robustness of the post-double selection method is reflected in the fact that Theorem 1 permits
the data-generating process to change with n. Thus, the conclusions of the theorem are valid
for a wide variety of sequences of data-generating processes which in turn define the regions P
of uniform validity of the resulting confidence sets. These regions appear to be substantial, as
we demonstrate via a sequence of theoretical and numerical examples in Section 5 and 6. In
contrast, the standard post-selection method based on (2.4) generates non-robust confidence

intervals.
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Comment 3.3. Our approach to uniformity analysis proceeds under triangular array asymp-
totics, with the sequence of dgps obeying certain constraints; then these results imply unifor-
mity over sets of dgps that obey the constraints for all sample sizes. This approach is most
similar to the classical central limit theorems for sample means under triangular arrays, and
does not require the dgps to be parametrically (or otherwise tightly) specified. Hence our
approach seems to be quite different in spirit to the generic uniformity analysis suggested by
Andrews, Cheng, and Guggenberger (2011). O

Comment 3.4. Uniformity holds over a large class of approximately sparse models, which
cover conventional models used in series estimation of partially linear models as shown in Sec-
tion 5. Of course, for every interesting class of models and any inference method, one could find
an even bigger class of models, where the uniformity does not apply, which is also true in our
case. In particular our models do not cover models with many small coefficients (in the series
case, this corresponds to small deviations from smoothness towards highly non-smooth func-
tions, namely towards paths generated as realization of an approximate white noise process).
This motivates further research work on inference procedures that have robustness properties
to deviations from the given class of models that are deemed important. In the simulations in
Section 6, we consider incorporating the ridge fit along the other controls to be selected over
using lasso to build extra robustness against such deviations away from approximately sparse
models. O

3.3. Auxiliary Results on Model Selection via Lasso and Post-Lasso. The post-
double-selection estimator applies the least squares estimator to the union of variables selected
for equations (2.6) and (2.7) via feasible Lasso. Therefore, the model selection properties of
feasible Lasso as well as properties of least squares estimates for m and g based on the selected
model play an important role in the derivation of the main result. The purpose of this section

is to describe these properties. The proof of Theorem 1 relies on these properties.
Note that either of the regression models (2.6)-(2.7) obey the following conditions.
Condition ASM. We have data {(9;, Zi, T; = P(Z;)) : 1 <i < n} consisting of i.n.i.d vectors
that obey the regression model for each n:
Ui = [(Z) + e = Tfo + i + €,
Ele; | #;] = 0,E[e]] = o7,
1Bollo < 5, E[rf] S o?s/n.

Let T denote the model selected by the feasible Lasso estimator B Formally, set

T = support(B) = {j € {1,...,p} : |Gj| >0},
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and define the Post-Lasso estimator 5 as
3 € arg min E,[(§; — #6)%] Bj =0 for each j ¢ T. (3.21)
BERP

In words, the estimator is ordinary least squares applied to the data after removing the regres-

sors that were not selected by the feasible Lasso.

The following regularity conditions are imposed to deal with non-Gaussian, heteroscedastic

€rrors.

Condition RF. The following conditions hold:

(i) log®p/n — 0 and slog(p\/n)/

(ii) B[g7] + maxi <;p{E[Z577] + E[| 7 3I] +1/B[F5e]} S 1,

5 Sslog B
(iii) max {|(En —E)[z€]| +|(En — E)[Z Zjyz]l}Jr max || Eillc— —— =

1<

The main auxiliary result that we use in proving the main result is as follows.

Lemma 1 (Model Selection Properties of Lasso and Properties of Post-Lasso). Suppose that
conditions ASM and RF hold, and that Condition SE holds for E,[2;%}]. Consider the choices

for penalty level and loadings described in Section 3.3 for a feasible Lasso estimator.
(i) Then the data-dependent model T selected by a feasible Lasso estimator satisfies

5=|T|<s wp 1—o(1)

1
min A\/En[f(~‘ - B \/S ogp\/n
BERP: B;=0 VjgT

(i) The Post-Lasso estimator obeys

VEFG) — 232 Sp oy 1RV,
13 Boll S ERl{# - 2602 $p oy TELVT) (3.22)

Lemma 1 was derived in Belloni, Chen, Chernozhukov, and Hansen (2010) for Iterated Lasso

and

and

and by Belloni, Chernozhukov, and Wang (2010) for Square-root Lasso. These analyses built
on the rate analysis of infeasible Lasso by Bickel, Ritov, and Tsybakov (2009) and on sparsity
analysis and rate analysis of Post-Lasso by Belloni and Chernozhukov (2011). Lemma 1 shows
that feasible Lasso methods select a model T’ that provides a high-quality approximation to
the regression function f(Z;), i.e. they find a sparse model that can approximate the function
at the “near-oracle” rate \/%\/W . If we knew the “best” approximating model
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T = support(fp), we could achieve the “oracle” rate of \/3/7 Note that Lasso methods
generally will not recover T perfectly. Moreover, no method can recover T perfectly in general,
except under the restrictive condition that all non-zero coefficients in Gy are bounded away
from zero by a factor that exceeds estimation error. We do not require this condition to hold
in our results. All that we need is that the selected model 7' can approximate the regression
function well and that the size of the selected model, 3 = |T, is of the same stochastic order
as s = |T|. This condition holds in many cases in which some non-zero coefficients are close to

Zero.

The lemma above also shows that feasible Post-Lasso achieves the same near-oracle rate
as feasible Lasso. The coincidence in rates occurs despite the fact that feasible Lasso will in
general fail to correctly select the best-approximating model 7' as a subset of the variables
selected; that is, T € T. The intuition for this result is that any components of T that feasible

Lasso misses are unlikely to be important.

4. GENERALIZATION: INFERENCE AFTER DOUBLE SELECTION BY A GENERIC SELECTION
METHOD

The conditions provided so far are simply a set sufficient conditions that are tied to the use
of Lasso as the model selector. The purpose of this section is to prove that the main results
apply to any other model selection method that is able to select a sparse model with good
approximation properties. As in the case of Lasso, we allow for imperfect model selection.
Next we state a high-level condition that summarizes a sufficient condition on the performance
of a model selection method that allows the post-double selection estimator to attain good

inferential properties.

Condition HLMS (P). A model selector provides a possibly data-dependent set IcC
{1,...,p} of covariate names such that, with probability 1 — A, m < Cs and

min \/En[(m(zz) —z,3)?] < 6on~ 4 and  min \/En[(g(zl) —z;3)?] < Son 14,

B:B;=0,j&I B:B;=0,j&I

Condition HLMS requires that with high probability the selected model T is sparse and
generates a good approximation for the functions g and m. In practice the set T can be selected
by a variety of sparse methods. Examples of such methods include the Dantzig selector (Candes
and Tao, 2007), feasible Dantzig selector (Gautier and Tsybakov, 2011), Bridge estimator
(Huang, Horowitz, and Ma, 2008), SCAD penalized least squares (Fan and Li, 2001) and
thresholded Lasso (Belloni and Chernozhukov, 2011), to name a few. We emphasize that,

similarly to the previous arguments, we allow for imperfect model selection.
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The following result establishes the inferential properties of a generic model selection device
T that obeys Condition HLSM.

Theorem 2 (Estimation and Inference on Treatment Effects under High-Level Model Se-
lection). Let {P,} be a sequence of data-generating processes that satisfies conditions ASTE
(P), SM (P), and SE (P) for P = P,, for each n. Suppose that the selected model T satisfies
condition HLSM for each n. Then the estimator & based on T obeys

([Evf] B[ ¢F)[E7) )7 Vn(a@ — ag) ~ N(0,1).

Moreover, the result continues to apply if E[v?] and E[v?(?] are replaced by E,[02] and E,,[v: @2]

2
for & = [y — dict — 2\ 6){n/(n — 5 — 1)}/? and v; = d; — x;B, i=1,...,n where B €
arg ming{E,[(d; — x}0)?] : B; = 0,Vj ¢ I}.

An immediate consequence of this result is the following corollary.

Corollary 2 (Uniformly Valid Confidence Intervals). (i) Let P,, be the collection of all
data-generating processes P for which conditions ASTE®), SM (P), SE (P), and HLSM (P)
hold for given n. Let ¢(1 —~) = ®~1(1 —~/2). Then as n — oo, uniformly in P € P,

P (ag € [@+c(1 —7)7,/vn]) = 1— 1.

(ii) Let P = Ny>noPr be the collection of data-generating processes for which the conditions

above hold for all n > ngy for some ng. Then as n — oo, uniformly in P € P

P (ao € [@ +c(1 —7)n/vn]) = 1—17.
5. THEORETICAL EXAMPLES

The purpose of this section is to give a sequence of examples — progressing from simple
to somewhat involved — that highlight the range of the applicability and robustness of the
proposed method. In these examples, we specify primitive conditions which cover a broad
range of applications including nonparametric models and high-dimensional parametric models.
We emphasize that our main regularity conditions cover even more general models which
combine various features of these examples such as models with both nonparametric and high-

dimensional parametric components.

In all examples, the model is

yi = dicvg + g(2:) + Gy E[G | zi,vi] =0, (5.23)
d; = m(zl) + v, E[’Ui | Zz] =0,
however, the structure for g and m will vary across examples, and so will the assumptions on

the error terms (; and v;.
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We start out with a “trivial” example, in which the dimension p of the regressors is fixed. In
practical terms this example approximates cases with p small compared to n. Though simple,
this example is important as standard post-single-selection methods fail to provide confidence
intervals that are valid uniformly in the underlying data-generating process in this context; see
Leeb and Pé&tscher (2008). In contrast, the post-double-selection method produces confidence

intervals that are valid uniformly in the underlying data-generating process.

Example 1. (Parametric Model with Fixed p.) Consider (€2, .4, P) as the probability space,

on which we have (y;, 2;,d;) as i.i.d. vectors for i = 1,...,n obeying the model (5.23) with

9(zi) = Z§:1 Bg0jZij»

5.24
m(zi) = 3251 BmojZij- 24

For estimation we use z; = (25, j = 1, ..., p)’. We assume that there are some absolute constants
0<b< B<o00,qs>q>4, with 4/¢, +4/q < 1, such that

Effjzi[|*] < B, llaoll + [18g0ll + 1 Bmoll < B, b < Amin(E[ziz7]), (5.25)
b <E[G | @i vi], E[I¢]| | 2i,v] < B, b<E[R] |2, E[jvf|]x]<B.

Let P be the collection of all regression models P that obey the conditions set forth above
for all n for the given constants (p,b, B,qz,q). Then, as established in Appendix F, any
P € P obeys Conditions ASTE (P) with s = p, SE (P), and SM (P) for all n > ng, with the
constants ng and (k’, k", ¢, C') and sequences A,, and §,, in those conditions depending only on
(p,b, B, qz,q). Therefore, the conclusions of Theorem 1 hold for any sequence P,, € P, and the
conclusions of Corollary 1 on the uniform validity of confidence intervals apply uniformly in
PeP. O

The next three examples are more substantial and include infinite-dimensional models which
we approximate with linear functional forms with potentially very many regressors. The key to
estimation in these models is a smoothness condition which requires regression coefficients to
decay at some rates. In series and sieve estimation, this condition is often directly connected

to smoothness of the regression function.

Let a and A be positive constants. We shall say that a sequence of coefficients
0=1{0;,7=1,2,..}
is a-smooth with constant A if

10, < Aj7% j=1,2,..,
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which will be denoted as 6 € S4. We shall say that a sequence of coefficients 6 = {6;,j =

1,2,...} is a-smooth with constant A after p-rearrangement if
’9(])’ g Aj_aa ] - 17 27 o Dy ‘Hj‘ < A.j_av .7 = p+ 17p+ 27 seey

which will be denoted as § € S9(p), where {|0(;)[,j =1, ..., p} denotes the decreasing rearrange-
ment of the numbers {|6;],7 = 1,...,p}. Since S4 C S%(p), the second kind of smoothness is

strictly more general than the first kind.

Here we use the term “smoothness” motivated by Fourier series analysis where smooth-
ness of functions often translates into smoothness of the Fourier coefficients in the sense that
is stated above; see, e.g., Kerkyacharian and Picard (1992). We also note that the second
kind of smoothness is considerably more general than the first since it allows relatively large
coefficients to appear anywhere in the series of the first p coefficients. In contrast, the first
kind of smoothness only allows relatively large coefficients among the early terms in the se-
ries. Lasso-type methods are specifically designed to deal with the generalized smoothness of
the second kind and perform equally well under both kinds of smoothness. In the context of
series applications, smoothness of the second kind allows one to approximate functions that
exhibit oscillatory phenomena or spikes, which are associated with “high order” series terms.
An example of this is the wage function example given in Belloni, Chernozhukov, and Hansen
(2011a).

Before we proceed to other examples we discuss a way to generate sparse approximations
in infinite-dimensional examples. Consider, for example, a function h that can be represented
a.s. as h(z;) = 372, 0h;Pj(2;) with coefficients 6, € S4(p). In this case we can construct
sparse approximations by simply thresholding to zero all coefficients smaller than 1//n and
with indices j > p. This generates a sparsity index s < Awnza. The non-zero coefficient could
be further reoptimized by using the least squares projection. More formally, given a sparsity

index s > 0, a target function h(z;), and terms z; = (Pj(z;) : j =1,...,p) € RP, we let

Bro = arg min E[(h(z) — zi3)%], (5.26)

and define 50 as the best s-sparse approximation to h(z;).

Example 2. (Gaussian Model with Very Large p.) Counsider (£2,.4,P) as the probability
space on which we have (y;, z;,d;) as i.i.d. vectors for i = 1,...,n obeying the model (5.23)
with

9(zi) = 22721 04525,

I= (5.27)
m(zi) = 3252 Omjzij.
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Assume that the infinite dimensional vector w; = (z;, (;, v;) is jointly Gaussian with zero mean
and minimal and maximal eigenvalues of the covariance matrix (operator) E[w;w]] bounded

below by an absolute constant £ > 0 and above by an absolute constant K < oco.

The main assumption that guarantees approximate sparsity is the smoothness condition on
the coefficients. Let @ > 1 and 0 < A < co be some absolute constants. We require that the
coefficients of the expansions in (5.27) are a-smooth with constant A after p-rearrangement,

namely
Om = (Omj,j =1,2,...) € S%(p), 4= (045,75 =1,2,...) € S4(p).

!/

For estimation purposes we shall use ; = (25,7 = 1,...,p)’, and assume that |lag|| < B and

p = pn, Obeys
pli=a)/al+x log?(p V n) < 6p, AYap s < pon, and log®p/n < 6p,
for some absolute sequence §,, \, 0 and absolute constants B and x > 0.

Let P,, be the collection of all dgp P that obey the conditions set forth in this example
for a given n and for the given constants (x,%,a, A, B, x) and sequences p,, and &,. Then, as
established in Appendix F, any P € P, obeys Conditions ASTE (P) with s = Al/an%, SE
(P), and SM (P) for all n > ng, with constants ng and (x/, k", ¢,C) and sequences A,, and &,
in those conditions depending only on (k, &, a, A, B, x). Therefore, the conclusions of Theorem
1 hold for any sequence P,, € P,,, and the conclusions of Corollary 1 on the uniform validity
of confidence intervals apply uniformly for any P € P,,. In particular, these conclusions apply

uniformly in P € P = Ny Py O

Example 3. (Series Model with Very Large p.) Consider (2, .4, P) as the probability space,

on which we have (y;, z;,d;) as i.i.d. vectors for i = 1,...,n obeying the model:

9(zi) = 32721045 P;(2),
m(zi) = 32721 OmiPj(zi),

where z; has support [0, 1]% with density bounded from below by constant f >0 and above by

(5.28)

constant f, and {Pj,j = 1,2,..} is an orthonormal basis on L?[0,1]? with bounded elements,
le. max,cpqje |Pj(2)] < B for all j = 1,2,.... Here all constants are taken to be absolute.
Examples of such orthonormal bases include various compactly supported wavelets or canonical

trigonometric bases.

Let a > 1 and 0 < A < oo be some absolute constants. We require that the coefficients of

the expansions in (5.28) are a-smooth with constant A after p-rearrangement, namely

em = (Qmjvj = 1725 ) € S,(Zi(p)a Qg = (99_77] = 172a ) € Sﬁl(p)



24 BELLONI CHERNOZHUKOV HANSEN

This condition is directly connected to smoothness of the underlying function. For example,
if a function h : [0,1]? — R possesses r > 0 continuous derivatives uniformly bounded by
a constant M and the terms P; are compactly supported Daubechies wavelets, then h can
be represented as h(z) = 372, P;j(2)0n;, with [0p;] < Aj~7/4=1/2 for some constant A; see
(Kerkyacharian and Picard, 1992).

For estimation purposes we shall use z; = (Pj(z;),j = 1,...,p)’, and assume that p = p,

obeys

n(1=0/10g?(p vV ) < &, AYona < pé, and log®p/n < by,

for some sequence of absolute constants d, N\, 0. We assume that there are some absolute
constants b > 0, B < 0o, ¢ > 4, with (1 —a)/a+4/q < 0, such that

ool < B, b<E[G? [ @i vi], B[ | 2i 0] < B, b<E[] |a], E[vf]]z]<B.
(5.29)

Let P, be the collection of all regression models P that obey the conditions set forth above
for a given n. Then, as established in Appendix F, any P € P, obeys Conditions ASTE
(P) with s = Al/“nﬁ, SE (P), and SM (P) for all n > ng, with absolute constants in those
conditions depending only on the constants (f, f,a,A,b,B,q). Therefore, the conclusions of
Theorem 1 hold for any sequence P,, € P,,, and the conclusions of Corollary 1 on the uniform
validity of confidence intervals apply uniformly for any P € P,,. In particular, as a special

case, the same conclusion applies uniformly in P € P = N>y, Ps,. O

The following example generalizes the previous example by allowing for sieve, as opposed to

series, approximations.

Example 4. (Sieve Model with Very Large p.) Consider (2, .4, P) as the probability space,

on which we have (y;, 2;,d;) as i.i.d. vectors for i = 1,...,n obeying the model (5.23):

9(z) = ?:1 095 Pjp(2i) + pgp(2i),

m(z;) = Z?zl Omg Pjp(2i) + pmp(2i), (5.30)

where pg,(2;) and pp,p(2;) are approximation errors. We assume that z; has support [0,1]%
with density bounded from below by constant f > 0 and above by constant f, and P,(z) =
(Pjp(21),7=1,..,p) is an orthonormal sub-basis on L2[0,1]¢ with bounded elements, i.e.

max_c 134 | Pjp(2)| < B for all j =1,2,.... Here all constants are taken to be absolute.

The main assumption that guarantees approximate sparsity is the smoothness condition on
the coefficients. Let a > 1 and 0 < A < oo be some absolute constants. We require that the

coefficients of the expansions in (5.30) are a-smooth with constant A after p-rearrangement,
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namely
Om = (Omj,J =1,2,...,p) € S4(p), 0y=(045,7=1,2,...,p) € S4(p).

We also impose that the approximation errors obey the conditions:

E[pz,p(zi)] < Ap=ti2, SUPze[0,1]¢ lpgp(2)| < Ap~ot1,

N (5.31)
Elp2, ,(2i)] < Ap™**V2, sup,c i qja [pmp(2)] < Ap~* T,

These assumptions are in line with standard assumptions on sieve approximations, e.g., Newey
(1997) and Chen (2007). As stated earlier, this condition is often directly connected to smooth-

ness of the underlying functions.

For estimation purposes we shall use z; = (Pjp(z:),j = 1,...,p)’, and assume that p = p,
obeys
n(1=9/%10g%(pV n) < 5,, AY*nz < pb, and log®p/n < 6,
for some sequence of absolute constants d, N\, 0. We assume that there are some absolute
constants b > 0, B < 0o, ¢ > 4, with (1 —a)/a+4/q < 0, such that

leoll < B, b<E[G? [ @i, vi], B[ |25 0] < B, b<E[] |a], E[vf]]z]<B.
(5.32)

Let P, be the collection of all regression models P that obey the conditions set forth above
for a given n. Then, as established in Appendix F, any P € P,, obeys Conditions ASTE (P)
with s = Al/anﬁ, SE (P), and SM (P) for all n > ng, with constants in those conditions
depending only on the constants (f, f,a,A,b,B,q). Therefore, the conclusions of Theorem 1
hold for any sequence P,, € P,,, and the conclusions of Corollary 1 on the uniform validity of
confidence intervals apply uniformly for any P € P,,. In particular, as a special case, the same

conclusion applies uniformly in P € P = N>, Py O

6. MONTE-CARLO EXAMPLES

In this section, we examine the finite-sample properties of the post- double-selection method
through a series of simulation exercises and compare its performance to that the standard post-

single-selection method.
All of the simulation results are based on the structural model
Yi = d;-ao + xieg =+ O'y(dl‘, xz)Cw Cz ~ N(O, 1) (6.33)

where p = dim(=;) = 200, the covariates z; ~ N(0,%) with Sx; = (0.5)77% ag = .5, and the

sample size n is set to 100. In each design, we generate

d; = 2i0m + o4(zi)vi, v ~ N(0,1) (6.34)
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with E[(;v;] = 0. Inference results for all designs are based on conventional t-tests with standard
errors calculated using the heteroscedasticity consistent jackknife variance estimator discussed
in MacKinnon and White (1985). Another option would be to use the standard error estimator

recently proposed in Cattaneo, Jansson, and Newey (2010).

We report results from three different dgp’s. In the first two dgp’s, we set 0, ; = ¢,0p,; and
Om.; = cafoj with B j = (1/4)? for j = 1,...,200. The first dgp, which we label “Design 1,” uses

homoscedastic innovations with oy, = 04 = 1. The second dgp, “Design 2,” is heteroscedastic

: o (1+z}Bo)? o (1+aod;i+x}50)?
with oq; = E, (1+2760)° and o,; = E,.(T+aodite/ 0" The constants ¢, and cq are chosen

to generate desired population values for the reduced form R?’s, i.e. the R?’s for equations
(2.6) and (2.7). For each equation, we choose ¢, and cq to generate R? = 0,.2,.4,.6, and
8. In the heteroscedastic design, we choose ¢, and c; based on R? as if (6.33) and (6.34)
held with v; and ¢; homoscedastic and label the results by R? as in Design 1. In the third
design (“Design 3”), we use a combination of deterministic and random coefficients. For the
deterministic coefficients, we set 0, ; = ¢,(1/4)? for j <5 and 6,,; = cq(1/5)? for j < 5. We
then generate the remaining coefficients as iid draws from (0 j, 0, ;) ~ N(02x1, (1/p)I2). For
each equation, we choose ¢, and cq to generate R? =0,.2,.4,.6, and .8 in the case that all
of the random coefficients were exactly equal to 0 and label the results by R? as in Design 1.
We draw new x’s, (’s, and v’s at every simulation replication, and we also generate new 6’s at

every simulation replication in Design 3.

We consider Designs 1 and 2 to be baseline designs. These designs do not have exact
sparse representations but have coefficients that decay quickly so that approximately sparse
representations are available. Design 3 is meant to introduce a modest deviation from the
approximately sparse model towards a model with many small, uncorrelated coefficients. Using
this we shall document that our proposed procedure still performs reasonably well, although
it could be improved by incorporation of a ridge fit as one of regressors over which selection
occurs. In a working paper version of this paper Belloni, Chernozhukov, and Hansen (2011b),
we present results for 26 additional designs. The results presented in this section are sufficient

to illustrate the general patterns from the larger set of results.'’

We report results for five different procedures. Two of the procedures are infeasible bench-

marks: Oracle and Double-Selection Oracle estimators, which use of knowledge of the true

10 1y particular, the post-double-Lasso performed very well across all simulations designs where approxi-
mate sparsity provides a reasonable description of the dgp. Unsurprisingly, the performance deteriorates as
one deviates from the smooth/approximately sparse case. However, in no design was the post-double-Lasso
outperformed by other feasible procedures. In extensive initial simulations, we also found that Square-Root

Lasso and Iterated Lasso performed very similarly and thus only report Lasso results.
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coefficient structures 6, and ¢, and are thus unavailable in practice. The Oracle estimator is
the ordinary least squares of y; — 26, on d;, and the Double-Selection Oracle is the ordinary
least squares of y — 20, on d; — z;0,,. The other procedures we consider are feasible. In all
of them, we rely on Lasso and set A according to the algorithm outlined in Appendix A with
1 —~ = .95. One procedure is the standard post-single selection estimator — the Post-Lasso
— which applies Lasso to equation (6.33) without penalizing «, the coefficient on d, to select
additional control variables from among z. Estimates of o are then obtained by OLS regres-
sion of y on d and the set of additional controls selected in the Lasso step and inference using
the Post-Lasso estimator proceeds using conventional heteroscedasticity robust OLS inference
from this regression. Post-Double-Selection or Post-Double-Lasso is the feasible procedure
advocated in this paper. We run Lasso of y on x to select a set of predictors for y and run
Lasso of d on x to select a set of predictors for d. «g is then estimated by running OLS
regression of ¥ on d and the union of the sets of regressors selected in the two Lasso runs,
and inference is simply the usual heteroscedasticity robust OLS inference from this regression.
Post-Double-Selection + Ridge is an ad hoc variant of Post-Double-Selection in which we add
the ridge fit from equation (6.34) as an additional potential regressor that may be selected by
Lasso. The ridge fit is obtained with a single ridge penalty parameter that is chosen using
10-fold cross-validation. This procedure is motivated by a desire to add further robustness in
the case that many small coefficients are suspected. Further exploration of procedures that
perform well, both theoretically and in simulations, in the presence of many small coefficients

is an interesting avenue for additional research.

We start by summarizing results in Table 1 for (RZ, R%) =(0,.2),(0,.8),(.8,.2), and (.8,.8)
where Rz is the population R? from regressing y on z (Structure R?) and Rﬁ is the population
R? from regressing d on z (First Stage R?). We report root-mean-square-error (RMSE) for
estimating ap and size of 5% level tests (Rej. Rate). As should be the case, the Oracle
and Double-Selection Oracle, which are reported to provide the performance of an infeasible
benchmark, perform well relative to the feasible procedures across the three designs. We
do see that the feasible Post-Double-Selection procedures perform similarly to the Double-
Selection Oracle without relying on ex ante knowledge of the coefficients that go in to the
control functions, 6, and 6,,. On the other hand, the Post-Lasso procedure generally does
not perform as well as Post-Double-Selection and is very sensitive to the value of R?i. While
Post-Lasso performs adequately when R?l is small, its performance deteriorates quickly as
R?i increases. This lack of robustness of traditional variable selection methods such as Lasso
which were designed with forecasting, not inference about treatment effects, in mind is the
chief motivation for our advocating the Post-Double-Selection procedure when trying to infer

structural or treatment parameters.
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We provide further details about the performance of the feasible estimators in Figures 1,
2, and 3 which plot size of 5% level tests, bias, and standard deviation for the Post-Lasso,
Double-Selection (DS), and Double-Selection Oracle (DS Oracle) estimators of the treatment
effect across the full set of R? values considered. Figure 1, 2, and 3 respectively report the
results from Design 1, 2, and 3. The figures are plotted with the same scale to aid comparability
and for readability rejection frequencies for Post-Lasso were censored at .5. Perhaps the most
striking feature of the figures is the poor performance of the Post-Lasso estimator. The Post-
Lasso estimator performs poorly in terms of size of tests across many different R? combinations
and can have an order of magnitude more bias than the corresponding Post-Double-Selection
estimator. The behavior is quite non-uniform across R? combinations and does not reliably
control size distortions or bias except in the case where the controls are uncorrelated with
the treatment (where First-Stage R? equals 0) and thus ignorable. In contrast, the Post-
Double-Selection estimator performs relatively well across the full range of R? combinations
considered. The Post-Double-Selection estimator’s performance is also quite similar to that of
the infeasible Double-Selection Oracle across the majority of R? values considered. Comparing
across Figures 1 and 2, we see that size distortions for both the Post-Double-Selection estimator
and the Double-Selection Oracle are somewhat larger in the presence of heteroscedasticity but
that the basic patterns are more-or-less the same across the two figures. Looking at Figure
3, we also see that the addition of small independent random coefficients results in somewhat
larger size distortions for the Post-Double-Selection estimator than in the other homoscedastic

design, Design 1, though the procedure still performs relatively well.

In the final figure, Figure 4, we compare the performance of the Post-Double-Selection
procedure to the ad hoc Post-Double-Selection procedure which selects among the original
set of variables augmented with the ridge fit obtained from equation (6.34). We see that the
addition of this variable does add robustness relative to Post-Double-Selection using only the
raw controls in the sense of producing tests that tend to have size closer to the nominal level.
This additional robustness is a good feature, though it comes at the cost of increased RMSE

which is especially prominent for small values of the first-stage R2.

The simulation results are favorable to the Post-Double-Selection estimator. In the simula-
tions, we see that the Post-Double-Selection procedure provides an estimator of a treatment
effect in the presence of a large number of potential confounding variables that performs simi-
larly to the infeasible estimator that knows the values of the coefficients on all of the confound-
ing variables. Overall, the simulation evidence supports our theoretical results and suggests
that the proposed Post-Double-Selection procedure can be a useful tool to researchers doing

structural estimation in the presence of many potential confounding variables. It also shows,
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as a contrast, that the standard Post-Single-Selection procedure provides poor inference and

therefore can not be a reliable tool to these researchers.

7. EMPIRICAL EXAMPLE: ESTIMATING THE EFFECT OF ABORTION ON CRIME

In the preceding sections, we have provided results demonstrating how variable selection
methods, focusing on the case of Lasso-based methods, can be used to estimate treatment
effects in models in which we believe the variable of interest is exogenous conditional on ob-
servables. We further illustrate the use of these methods in the context Donohue IIT and
Levitt’s (2001) study of the impact of abortion on crime rates. In the following, we briefly
review Donohue IIT and Levitt (2001) and the additional discussions in Foote and Goetz (2008)
and Donohue IIT and Levitt (2008) and then present estimates obtained using the methods
developed in this paper.

Donohue IIT and Levitt (2001) discuss two key arguments for a causal channel relating
abortion to crime. The first is simply that more abortion among a cohort results in an otherwise
smaller cohort and so crime 15 to 25 years later, when this cohort is in the period when its
members are most at risk for committing crimes, will be otherwise lower given the smaller
cohort size. The second argument is that abortion gives women more control over the timing
of their fertility allowing them to more easily ensure that childbirth occurs at a time when a
more favorable environment is available during a child’s life. For example, access to abortion
may make it easier to ensure that a child is born at a time when the family environment is
stable, the mother is more well-educated, or household income is stable. This second channel
would mean that more access to abortion could lead to lower crime rates even if fertility rates

remained constant.

The basic problem in estimating the causal impact of abortion on crime is that state-level
abortion rates are not randomly assigned, and it seems likely that there will be factors that
are associated to both abortion rates and crime rates. It is clear that any association between
the current abortion rate and the current crime rate is spurious. However, even if one looks at
say the relationship between the abortion rate 18 years in the past and the crime rate among
current 18 year olds, the lack of random assignment makes establishing a causal link difficult
without adequate controls. An obvious confounding factor is the existence of persistent state-
to-state differences in policies, attitudes, and demographics that are likely related to the overall
state level abortion and crime rates. It is also important to control flexibly for aggregate trends.
For example, it could be the case that national crime rates were falling over this period while
national abortion rates were rising but that these trends were driven by completely different

factors. Without controlling for these trends, one would mistakenly associate the reduction
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in crime to the increase in abortion. In addition to these overall differences across states
and times, there are other time varying characteristics such as state-level income, policing, or

drug-use to name a few that could be associated with current crime and past abortion.

To address these confounds, Donohue III and Levitt (2001) estimate a model for state-level
crime rates running from 1985 to 1997 in which they condition on a number of these factors.

Their basic specification is
Yeit = Qeleit + wgtﬁc + 50,1’ + Vet + Ecit (735)

where ¢ indexes states, ¢ indexes times, ¢ € {violent, property, murder} indexes type of crime,
dc; are state-specific effects that control for any time-invariant state-specific characteristics,
Yot are time-specific effects that control flexibly for any aggregate trends, w;; are a set of
control variables to control for time-varying confounding state-level factors, a.; is a measure

1 and Yeit 1s the crime-rate for crime type c.

of the abortion rate relevant for type of crime c,
Throughout the remainder of this section, we drop the ¢ subscript for convenience but note
that separate models are estimated for each crime type and thus all coefficients are allowed to
freely vary across crime type. Donohue III and Levitt (2001) use the log of lagged prisoners
per capita, the log of lagged police per capita, the unemployment rate, per-capita income, the
poverty rate, AFDC generosity at time ¢t — 15, a dummy for a state having a concealed weapons
law, and beer consumption per capita for w;, the set of time-varying state-specific controls.
Tables IV and V in Donohue ITT and Levitt (2001) present baseline estimation results based on
(7.35) as well as results from different models which vary the sample and set of controls to show
that the baseline estimates are robust to small deviations from (7.35). We refer the reader to

the original paper for additional details, data definitions, and institutional background.

For our analysis, we follow Donohue III and Levitt (2001) and rely on the argument that the
abortion rates defined above may be taken as exogenous relative to crime rates conditional upon
a set of factors. Unlike Donohue III and Levitt (2001), we do not assume that the identity
of these factors is known and allow for smooth, flexible trends to account for unobservable
factors that may influence both abortion and crime but smoothly trend over time. Given the
seemingly obvious importance of controlling for state and time effects, we account for these in

all models we estimate by including a full set of state and time dummies. Thus, we estimate

HThis variable is constructed as a weighted average of abortion rates where weights are determined by the
fraction of the type of crime committed by various age groups. For example, if 60% of violent crime were
committed by 18 year olds and 40% were committed by 19 year olds in state i, the abortion rate for violent
crime at time ¢ in state ¢ would be constructed as .6 times the abortion rate in state ¢ at time ¢t — 18 plus .4
times the abortion rate in state ¢ at time ¢ — 19. See Donohue IIT and Levitt (2001) for further detail and exact

construction methods.
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models of the form

Yit = i + Wiy By + 6y + Yyi + 9(zi t) + Cit (7.36)
a;p = wgtﬂa + 6ai + Yo + m(2it, t) + vt (7.37)

where g(z,t) and m(z,t) are smooth functions of observed variables z;; which includes wj;, time-
invariant characteristics of {y;, a;, wit}thl such as initial conditions or state-level averages, and
time. We use the same state-level data as Donohue IIT and Levitt (2001) but delete Alaska,
Hawaii, and Washington, D.C. which gives a sample with 48 cross-sectional observations and
13 time series observations for a total of 624 observations. With these deletions, our baseline
estimates using the same controls as in (7.35) are quite similar to those reported in Donohue III
and Levitt (2001). Baseline estimates from Table IV of Donohue III and Levitt (2001) and our

baseline estimates of (7.35) are given in the first and second row of Panel A of Table 2.2

Note that interpreting estimates of the effect of abortion from model (7.35) as causal relies
on the belief that there are no higher-order terms of the control variables, no interaction terms,
and no additional excluded variables that are associated both to crime rates and the associated
abortion rate. Allowing for such variables is important in that one might believe that there
may be some feature of a state that is associated both with its growth rate in abortion and its
growth rate in crime. For example, having an initially high-level of abortion could be associated
with having high-growth rates in abortion and low growth rates in crime. Failure to control
for this factor could then lead to misattributing the effect of this initial factor, perhaps driven
by policy or state-level demographics, to the effect of abortion. In practice, it is common to
account for this possibility by allowing state-specific trends (e.g. by specifying g(zi,t) = rg,it)
in addition to state-specific intercepts. Results from estimating (7.35) with state-specific trends
are given in the third row in Table 2 Panel A. In this example, the inclusion of state-specific
linear trends renders the results very imprecise. Of course, one might argue that including
state-specific linear trends is too aggressive in a sample with only 13 time series observations.
The linear trend specification is also very restrictive in imposing that any unobserved factors
that relate to both abortion and crime exhibit constant growth over the 13 year time period.
The assumption of constant growth becomes even more problematic when one expands the
time period as in Foote and Goetz (2008) and Donohue IIT and Levitt (2008) discussed below.

We follow the Chamberlain (1985) type approach and approximate g(z;,t) and m(z;,t) by

a large number of controls. We approximate these functions by forming 27 factors to include

120ur estimates differ for three reasons. First, we delete Alaska, Hawaii, and Washington, D.C. Second,
Donohue IIT and Levitt (2001) use population weighted estimates. Third, Donohue III and Levitt (2001) use
an FGLS estimator based on an AR(1) model in the errors where the errors across states share the same AR

coefficient.
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in 2z,
]' ! 1 \/
(@40, Qit, Yio, 107 Wi, W)’
t

forming nine smooth function of tlme,

fi=(t, 2, 3, sin(ﬂ%), sin(27rf), sin(37rf), COS(T('%), cos(27r%), COS(37T%))/,
and then supposing that
27
g(zu‘a Z Z ﬁg,r s%it rft s = h;tﬁg and
r=1 s=1

Z’Ltu ZZﬁmrszzt rfts = h;tﬁm

r=1 s=1
where h;; is the vector containing all the interactions, and 3, and (3, are the vectors of
coefficients for each equation. That is, we add an additional 243 control variables to the
model and use the methods developed in this paper to search among these 243 additional
control variables to see if there are potentially important factors that are missed in equation
(7.35).13 With this set of controls, the models we estimate are all more general than (7.35)
and are neither more nor less general than a model with state-specific trends in that we allow
for nonlinearity in trends but do not allow for arbitrarily different state-specific coefficients.

Rather, we restrict these coefficients to differ depending on values of observable covariates.

Controlling for a large set of variables as described above is desirable from the standpoint
of making the belief underlying the causal interpretation of the abortion coefficient, that the
abortion rate defined above may be taken as being as good as randomly assigned once the set
of variables considered is controlled for, more plausible. As with the inclusion of state-specific
trends, the downside is that controlling for many variables lessens our ability to identify the
effect of interest and thus tends to make estimates far less precise. For example, the estimated
abortion effects conditioning on the full set of 68 variables in (7.35) plus the 243 approximating
functions (for a total of 311 control variables) are given in the fourth row of Table 2 Panel A.
As expected, all coefficients are estimated very imprecisely. Of course, very few researchers

would consider using 311 controls with only 624 observations due to exactly this issue.

We are faced with a trade-off between the precision of the estimate and the plausibility of the
conditional exogeneity assumption. By including additional controls in the specification, we
make the conditional exogeneity assumption more plausible. At the same time, we potentially
reduce the precision of our estimate. The double selection method proposed in this paper

1375 allow time effects, state effects, and w;; to enter each equation without shrinkage, we use our methods

based on ¥it, a;+ and ﬁit where 7;; is the residual from the regression of y;; on w;; and a full set of state and

time dummies and a;+ and iLit are defined similarly.



INFERENCE AFTER MODEL SELECTION 33

offers one rigorous approach to achieving a balance. Thus, the approach complements the
usual careful specification analysis by providing a researcher a simple-to-implement, data-
driven way to search for a set of influential confounds from among a sensibly chosen broader

set of potential confounding variables.

In the abortion example, we use the post-double-Lasso estimator defined in Section 2.2 for
each of our dependent variables. For violent crime, a total of 15 variables are selected: eight in
the abortion equation'* and seven in the crime equation.'® For property crime, 16 variables are
selected: ten in the abortion equation'® and seven in the crime equation'” with one occurring
in both. For murder, ten variables are selected: eight in the abortion equation'® and two in the
crime equation.’ It is interesting in looking at the selected variables that in all cases initial
or average levels of abortion interacted with nonlinear trend terms and initial levels of crime
interacted with nonlinear trend terms are selected. This selection illustrates the potential
importance of allowing for nonlinear trends and also the potential that there may be omitted

factors that are related to both abortion and crime.

Estimates of the causal effect of abortion on crime obtained by searching for confounding
factors among our set of 243 potential controls are given in the fifth row of Panel A of Table
2. Each of these estimates is obtained from the least squares regression of the crime rate on
the abortion rate, a full set of state dummies, a full set of time dummies, the initial eight
controls that vary across states and time from (7.35) and the 15, 16, and ten controls selected
by the post-double-Lasso procedure for violent crime, property crime, and murder respectively.
The estimates for the effect of abortion on violent crime and the effect of abortion on murder
are quite imprecise, producing 95% confidence intervals that encompass large positive and

negative values. The estimated effect for property crime is roughly in line with the previous

MThe selected variables are average abortion times ¢, average abortion times cos(ﬂ%), initial crime times
t2, initial crime times cos(27r%), average income times t3, average income times sin(w% , average income times
cos(2m L), and initial poverty times cos(27%).

15The selected variables are average abortion times ¢, initial abortion times 3, initial abortion times sin(ﬁ%),
initial poverty times sin(27 %), initial poverty times cos(m %), police;; times ¢*, and beer;; times sin(37L%).

16The selected variables are average abortion times cos(w%), initial abortion times sin(37r%), initial crime
times cos(m%), average income times t, average income times cos(m+%), initial poverty times cos(27%), initial
beer times cos(2m %), prison;; times cos(m% ), income;; times cos(w4), and AFDC;; times cos(27%).

T/ T/ T/ T

""The selected variables are average abortion times ¢*, initial crime times sin(27%), initial crime times
cos(m%), average police times cos(2m %), average AFDC times ¢, initial AFDC times ¢, and initial AFDC times
t2.

8The selected variables are average abortion times t*, average abortion times cos(r-%), initial crime times
3, initial crime times COS(QTI’%), average income times t3, average income times sin(ﬂ'% , average income times
cos(2m+), and average income times cos(3m%).

g . . . . s e . . .
'9The variables selected are average abortion times sin(m %) and initial abortion times sin(7w%).
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estimates though it is no longer significant and has a 95% confidence interval that includes
negative as well as modest positive effects. For a quick benchmark relative to the simulation
examples, we note that the R? obtained by regressing the crime rate on the selected variables
are .2522, .3533, and .0554 for violent crime, property crime, and the murder rate respectively
and that the R?’s from regressing the abortion rate on the selected variables are .9906, .9039,
and .9863 for violent crime, property crime, and the murder rate respectively. These values
correspond to regions of the R? space considered in the simulation where the post-double-
selection procedure performed quite well, while the standard post-single-selection procedures

performed quite poorly.

While the inclusion of trigonometric terms in our approximations allows for capturing some
types of cyclicality, some researchers may feel more comfortable restricting attention to simpler
trend specifications. To allow for this, we also present results in which the trigonometric

functions are dropped from f;, so that

fo=(t, 12, t3).

That is, we approximate the functions as g(zj,t) =~ Zf; g:l Bgr.szitrft,s = My By and

m(zi,t) =~ Zfil §:1 Brm,r.sZitr ft,s = NyBm which allows only cubic polynomial trends inter-
acted with state-level characteristics. In this case, only 81 terms are considered in addition to
the 68 controls from the original specification. Results using all 149 controls are given in the
row “Polynomial Trends” in Table 2 Panel A, and results based on Lasso selection among the
81 added controls are given in the row “Post-Double-Selection, Polynomial Trends.” Looking
at these results we see that we would draw the same qualitative conclusion using this restricted
specification as we would when allowing for trigonometric terms as well. Specifically, the esti-
mated abortion effects become quite imprecise after allowing only for the polynomial terms in

time.20

A similar conclusion was reached by Foote and Goetz (2008) who, without doing formal
variable selection, found that inclusion of a linear trend interacted with the average crime rate
from a period before the abortion rate should have been able to have an effect on the crime
rate substantially attenuated the estimated effects from Donohue III and Levitt (2001) and
also rendered them imprecise. It is interesting that we reach a similar conclusion through the

use of formal variable selection procedures motivated by the desire to allow for allow flexible,

2011 addition to the 68 original variables, the double-selection procedure selects ten total additional variables
for the violent crime regression, eight additional variables for the property crime regression, and five additional
variables for the murder regression. In each case, the mean of the abortion rate times ¢ is selected and this

variable accounts for most of the explanatory power among the selected additional regressors.
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yet parsimonious trends in an effort to make the exogeneity assumption conditional on controls

more plausible.

In a response to Foote and Goetz (2008), Donohue IIT and Levitt (2008) note that one
problem with allowing flexible trends is that the short time series renders estimates of the
treatment effect imprecise once flexible trends are allowed. Specifically, estimated treatment

effects are imprecise in their preferred specification
Yit = aait + 0; + Yo + Kit + €t (7.38)

where ¢; is a state-specific effect, ; is a state-specific coefficient on a linear trend, and ~,; is
Census division x time effect. To address this issue, Donohue III and Levitt (2008) extend
the sample period to 1960-2003 to allow more precise estimates of the trends and thus more
reliable estimates of the treatment effect. They find that the results in this longer sample
with the full set of division times time interactions and state-specific trends are similar to the
initial results in the shorter panel. Results from this analysis in Donohue III and Levitt (2008)
are provided in the first row of Panel B of Table 2. In the second row of Table 2, Panel B,
we report results from our estimates of the abortion effect using data from 1960-2003 using
exactly the same methodology as Donohue III and Levitt (2008), and we report results from
simple OLS regression of (7.38) in the third row.2!

While (7.38) is certainly more general than (7.35), state-specific linear trends are still quite
restrictive, especially over a time period of 40 years. Specifically, it is a strong assumption that
unobserved factors that are correlated to both state level abortion and crime rates exhibited
constant growth over such a long time period. To allow for smooth, but flexible trends, we

once again consider variable selection in a more general model

Yit = Qa4 + 5y,i + Yy, dt T Kyt + 9(zit, t) + Cit (7.39)
@it = Oai + VYa,dt + Kait +m(zi, t) + vie (7.40)

where g(z,t) and m(z,t) are smooth functions of observed variables z; which includes time-

invariant characteristics of {y;, ait, wit}thl such as initial conditions or state-level averages and

210ur results differ due to the exclusion of Alaska, Hawaii, and Washington, D.C. We also completed the
data on abortion before 1985 by filling in 0 for all abortion rates before 1985.
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time. For this longer time period, we approximate g and m by setting
2003 1997

zit = (ai198s, 4*14 Z @ity Yi1960; Yil961, Witoss, % Z wiy)',
t=1960 t=1985
2 3 4 5 oo by t, . t, . t
fi= (2, 2, t°, t°, sm(wf), sm(27rf), sm(37rf), s1n(47rf),
cos(wf), COS(QW%), COS(37T%), cos(47r%))',
and then supposing
20 12
9(zit, t) = ZZﬁg,r,szit,rft,s = hitly and
r=1 s=1
20 12
m(zitv t) ~ Z Zﬂm,r,szit,rft,s = hgtﬁmy
r=1 s=1

where h;; is the vector containing all the interactions, and 3, and (3, are the vectors of

coefficients for each equation. Thus, we add an additional 240 control variables to (7.38).%2

Estimates of the abortion effect using the full set of 713 controls consisting of the 473 controls
in (7.38) augmented with the 240 additional controls for smooth nonlinear trends are given in
the fourth row of Table 2 Panel B. As expected, the estimated abortion effects are extremely

imprecise given this large set of controls.

To pare down the number of controls, we employ the Double-Selection procedure developed
in this paper to search for a smaller set of relevant controls among the 240 potential additions.
Based on this exercise, we select a total of 31 additional variables for the violence equation,
30 for the abortion equation, and 27 for the murder equation. R?’s from the regression of
crime rates on the controls are .2806, .3451, and .0422 for violent crime, property crime, and
the murder rate respectively; and the R?’s from regressing the abortion rate on the selected
variables are .9618, .9461, and .9775 for violent crime, property crime, and the murder rate
respectively. Estimates of the treatment effect controlling for the variables in Donohue III and
Levitt (2008) and those selected by Double-Selection are given in the “Post-Double-Selection”
row of Table 2, Panel B. As in the original data, we find that estimates of the abortion effect

are relatively imprecise once parsimonious nonlinear trends are allowed for.

As in the previous specification, we report results using only interactions with the polynomial
trend terms, i.e.
ft - ( t2a t37 t4a t5)/7
2276 allow for all the effects in (7.38) to enter each equation without shrinkage, we use our methods based

on %;t, @it and ﬁit where ¢, is the residual from the regression of y;; on a full set of state dummies, a full set of

Census division cross time dummies, and a full set of state-specific trends and a;; and fLit are defined similarly.
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in the final two rows of Panel B of Table 2. Using only the interactions with the polynomial
terms adds 80 potential regressors to the 473 included in the original Donohue III and Levitt
(2008) specification. Results using the full set of 553 regressors are reported in the row “Poly-
nomial Trends” in Table 2 Panel B and show that once again using this broad set of regressors
results in imprecise estimates of the regression coefficients. The lack of precision in the esti-
mated abortion effect is qualitatively unchanged after using the double-selection procedure to
select controls from among this restricted set, again illustrating that the baseline result is not

driven by the inclusion of trigonometric terms in the set of approximating functions.??

We believe that the example in this section illustrates how one may use modern variable
selection techniques to complement causal analysis in economics. In the abortion example,
we are able to search among a large set of controls and transformations of variables when
trying to estimate the effect of abortion on crime. Considering a large set of controls makes
the underlying assumption of exogeneity of the abortion rate conditional on observables more
plausible, while the methods we develop allow us to produce an end-model which is of manage-
able dimension. In this example, we see that inference about the treatment effects using the
variable selection method differs substantively from inference drawn using the original set of
controls. This statement is true whether one considers the data and model from Donohue III
and Levitt (2001) or Donohue IIT and Levitt (2008). This difference is driven by the variable
selection method’s selecting different variables than are usually considered. Thus, it appears
that the usual interpretation of there being a substantive causal effect of abortion on crime
hinges on strong prior beliefs about the types of trends that may appear in the structural equa-
tion. In particular, inclusion of a modest number of smooth nonlinear trends interacted with
time-invariant state-level characteristics substantively increases the variance of the estimated

treatment effects.

8. CONCLUSION

In this paper, we consider estimation of treatment effects or structural parameters in an
environment where the treatment is believed to be exogenous conditional on observables. We
do not impose the conventional assumption that the identities of the relevant conditioning vari-
ables and the functional form with which they enter the model are known. Rather, we assume
that the researcher believes there is a relatively small number of important factors whose iden-
tities are unknown within a much larger known set of potential variables and transformations.
This sparsity assumption allows the researcher to estimate the desired treatment effect and

2311 addition to the 473 original variables, the double-selection procedure selects 12 total additional variables

for the violent crime regression, 11 additional variables for the property crime regression, and 11 additional

variables for the murder regression.
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infer a set of important variables upon which one needs to condition by using modern variable
selection techniques without ex ante knowledge of which are the important conditioning vari-
ables. Since naive application of variable selection methods in this context may result in very
poor properties for inferring the treatment effect of interest, we propose a “double-selection”
estimator of the treatment effect, provide a formal demonstration of its properties for estimat-
ing the treatment effect, and provide its approximate distribution under technical regularity

conditions and the assumed sparsity in the model.

In addition to the theoretical development, we illustrate the potential usefulness of our
proposal through a number of simulation studies and an empirical example. In Monte Carlo
simulations, our procedure outperforms simple variable selection strategies for estimating the
treatment effect across the designs considered and does relatively well compared to an infeasible
estimator that uses the identities of the relevant conditioning variables. We then apply our
estimator to attempt to estimate the causal impact of abortion on crime following Donohue I11
and Levitt (2001). We find that our procedure selects a small number of conditioning variables.
After conditioning on these selected variables, one would draw qualitatively different inference
about the effect of abortion on crime than would be drawn if one assumed that the correct
set of conditioning variables was known and the same as those variables used in Donohue I1I
and Levitt (2001). Taken together, the empirical and simulation examples demonstrate that
the proposed method may provide a useful complement to other sorts of specification analysis

done in applied research.

APPENDIX A. ITERATED ESTIMATION OF PENALTY LOADINGS

In the case of Lasso under heteroscedasticity, we must specify for the penalty loadings (2.12).

Here we state algorithms for estimating these loadings.

Let Iy be an initial set of regressors with bounded number of elements, including for ex-
ample intercept. Let 3(Iy) be the least squares estimator of the coefficients on the covariates
associated with Iy, and define lAjo = \/]En[x%] (yi — 2.B(1p))?].

An algorithm for estimating the penalty loadings using Post-Lasso is as follows:

Algorithm 1 (Estimation of Lasso loadings using Post-Lasso iterations). Set /l;o = lAjIO,
j=1,...,p. Set k=0, and specify a small constant v > 0 as a tolerance level and a constant

K > 1 as an upper bound on the number of iterations. (1) Compute the Post-Lasso estimator 5
based on the loadings Z}k (2) Fors = ||B|lo = |T)| set L1 := \/En[xfj(yz — x;ﬁ)ﬂ\/m
(3) If maxi<jgp /l\]k —Z}7k+1] <vork> K, set the loadings to /l‘\j’k_l,_l, j=1,...,p and stop;
otherwise, set k < k+1 and go to (1).
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A similar algorithm can be defined for using with Lasso instead of Post-Lasso.

Algorithm 2 (Estimation of Square-root Lasso loadings using Post-Square-root Lasso itera-
tions). Set k = 0, and specify a small constant v > 0 as a tolerance level and a constant K > 1
as an upper bound on the number of iterations. (1) Compute the Post-Square-root Lasso es-
timator (3 based on the loadings /l;k (2) Set 2}7k+1 = \/En[mfj(yz - 3345)2]/\/I[En[(yZ — xig)ﬂ
(3) If maxi<j<p |Z;7k flAj’k_H] < v ork > K, set the loadings to Z},k—i—l; j=1,...,p, and stop;
otherwise set k — k+1 and go to (1).

A similar algorithm can be defined for using with Square-Root-Lasso instead of Post-Square-

Root-Lasso.

APPENDIX B. PROOF OF THEOREM 1

The proof proceeds under given sequence of probability measures {P,}, as n — oo.

Let YV = [y17"'7yn]/7 X = [.’L’l,...,.’Ijn]l, D = [dh'“:dn]/? V = [UI,---,Un]/, C = [Cla-“acn]/,
m = [mi,...mp)', Ry = [Fm1, s Tmn)’s, 9 = (915, 9n), Rg = [rg1,-..,7gn)’, and so on. For
AcC{1,..,p}, let X[A] ={X;,j € A}, where {X;,j =1,...,p} are the columns of X. Let

Pa = X[A|(X[A]X[A]) X[A]

be the projection operator sending vectors in R™ onto span[X[A]], and let M4 =1, — P4 be
the projection onto the subspace that is orthogonal to span[X[A]]. For a vector Z € R", let

2 L . _X'pl2. . — .
pz(A) = argmin |Z — Xb|": b; =0, ¥j £ 4,
be the coefficient of linear projection of Z onto span[X|[A]]. If A = &, interpret P4 = 0,, and
BZ = Op-
Finally, denote ¢min(m) = ¢min(m)[Ey[z;z}]] and ¢max(m) = dmax(m)[Ey[ziz]]].
Step 1.(Main) Write & = [D'MzD/n] - [D' M3Y /n] so that
Vi(d — ag) = [D'M:D/n] ™ [D'M:(g + ¢)/v/n) = ii " - .
By Steps 2 and 3,
it =V'V/n+op(1) and i = V'{/v/n+ op(1).
Next note that V'V/n = E[V'V/n] + op(1) by Chebyshev, and because E[V'V/n| is bounded

away from zero and from above uniformly in n by Condition SM, we have ii =1 = E[V'V/n]~ +
op(1).
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By Condition SM o2 = E[v?]'E[¢?v?]E[v?] 7! is bounded away from zero and from above,

uniformly in n. Hence
n
Zn =0, n(a—ag) =n"2Y "z + op(1),
i=1

where z; ,, 1= o, 1v;¢; are in.i.d. with mean zero. For § > 0 such that 4 + 20 < ¢

Blainl?* SB[l 1G] < /Bluft+20 BlGI+2 < 1,

by Condition SM. This condition verifies the Lyapunov condition and thus application of the
Lyapunov CLT for i.n.i.d. triangular arrays implies that

Zn ~> N(0,1).

Step 2. (Behavior of i.) Decompose, using D =m + V,
i=V'(/Vn+m Mfg/f+ m' Mz( /v + V' Mzg/V/n = VP /v/n.

= Zb =i = ’Ld
First, by Step 5 and 6 below we have

lia] = m' Mzg/v/n| < v/l Mzg/v/nll|Mzm/v/nl| Sp /Islog(p v n)]?/n = o(1),

where the last bound follows from the assumed growth condition s?log?(p V n) = o(n).

Second, using that m = X 3,0 + Ry and m' Mz( = R}, ¢ — (Bm(f) — Bmo)' X' , conclude
lio] < [R,C/Vn] + (B (1) = Bimo) X'¢/v/nl Sp V/Islog(p V n)]2/n = op(1).

This follows since

|RinC/Vnl Sp /Ry R /0 Sp /s/n,

holding by Chebyshev inequality and Conditions SM and ASTE(iii), and
(B (1) = Brn0) X'¢/ v/l < 1B (D) = Brnol | X'¢/v/ oo Sp /[5?og(p V )] /n\/log(p V ).
The latter bound follows by (a)
1B (1) = Brmolli < V5 + 5] Bm(1) = Bmoll Sp V/[5* log(p V n)]/n
holding by Step 5 and by § <p s implied by Lemma 1, and (b) by
1X'¢/vnllos Sp Vlog(pV n)
holding by Step 4 under Condition SM.

Third, using similar reasoning, decomposition g = X 40 + Ry, and Steps 4 and 6, conclude

licl < |RGV/V/nl + 1(By(T) = Byo) X'V/v/nl Sp /[s1og(pV n)]?/n = op(1).
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Fourth, we have
[ial < 18v (1) X'¢/v/nl < 1By (DL X'¢/v/nlloo Sp V/slog(p vV n)2/n = op(1),
since by Step 4 below || X'¢/v/nllco Sp y/log(p V n), and

1Bl < VEIBv)| < VEI(XI)X[T)/n) " X1V /0|
< V3oL GIVEIX'V/Vnllso /i Sp sy/Tlog(p V n)] /n.
(5) <p 1 by Condition

The latter bound follows from s <p s, holdmg by Lemma 1, so that ¢+
SE, and from || X'V/y/n|ls Sp \/log(p V n) holding by Step 4.

Step 3. (Behavior of ii.) Decompose

min

it = (m+ V)/Mf(m +V)/n=V'V/n+ m/Mfm/n + Zm'MfV/n — V’PfV/n.

ER5 =11 =:lc
Then |iiq| Sp [slog(pVn)]/n = op(1) by Step 5, |iip] Sp [slog(pVn)]/n = op(1) by reasoning
similar to deriving the bound for ||, and |ii.| <p [slog(pVn)]/n = op(1) by reasoning similar

to deriving the bound for |ig|.
Step 4. (Auxiliary: Bounds on || X'(/v/n||~ and || X'V/y/n||~) Here we show that

(a) [ X'¢/Vnlloo Sp Vlog(pVn) and ()| X'V/Vnlw Sp /log(pV n).

To show (a), we use Lemma 4 stated in Appendix F on the tail bound for self-normalized
deviations to deduce the bound. Indeed, we have that wp — 1 for some #,, — oo but so slowly
that 1/ = ¢, < logn, with probability 1 — o(1)

n—1/2 D i1 TijGi <d1(1-— 1 < \/21 2 p) < \/1 B.41
max < 57 S 0g(2lnp) S Vlog(p V n). (B.41)
1<j<p En[xz‘]CZZ] np

By Lemma 4 the first inequality in (B.41) holds, provided that for all n sufficiently large the
following holds,

1 nt/0 E[z] (2]1/2
-1 . < 2 - U
¢ <1 2€np> S g 2o Efla3 |23

Since we can choose ¢, to grow as slowly as needed, a sufficient condition for this are the

conditions:

logp = o(n'/? in M; > 1
ogp =o(n’’) and min M; 21,

which both hold by Condition SM. Finally,

2021 <
fg?ngn[%yQ] Spl, (B42)
by Condition SM. Therefore (a) follows from the bounds (B.41) and (B.42). Claim (b) follows

similarly.
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Step 5. (Auxiliary: Bound on |[Mzm/| and related quantities.) This step shows that

(a) [|IMgm/v/nl| Sp /[slog(p V n)]/n and (b) [|Bn(T) = Broll Sp V/[slog(p v n)]/n.

Observe that

VlIslog(p v n)]/n PHM .m/v/nl| PIIMAm/fII

where inequality (1) holds since by Lemma 1 [M;m/v/n| < (X Bp(11) — m)/val <p
V/[slog(p VvV n)]/n, and (2) holds by I, C I by construction. This shows claim (a). To show
claim (b) note that

|Mzm//n| P\HX(ﬁm() Brmo) /0l = || B/ v/l

where (3) holds by the triangle inequality. Since ||R,,/v/n| Sp +/$/n by Chebyshev and
Condition ASTE(iii), conclude that

VIslog(pVn)l/n Zp [ X(Bu(1) = Bmo)/Vnll
> VoG +9)|Bn(D) = Broll Zp 1Bm(1) = Bmoll,

since § <p s by Lemma 1 so that 1/¢nin(5+ s) Sp 1 by condition SE. This shows claim (b).

Step 6. (Auxiliary: Bound on [[M3g| and related quantities.) This step shows that

(a) |Mzg/v/nll Sp VIslog(p v n)]/n and (b) [|84(T) = Byoll Sp /[slog(p v n)]/n.

Observe that

V[slog(p v n)]/n %1)3 Mz, (com + g)/v/n]|

zp  [Mz(aom+g)/vn|

()

2p |IMzg/v/nll = [Mzaom/v/nl|

®3)

where inequality (1) holds since by Lemma 1 [M3 (com + g)/v/n| < (X By, (I) — cgm —
9)/vnll <p \/[slog(pV n)]/n, (2) holds by I, C I, and (3) by the triangle inequality. Since
|atg|| is bounded uniformly in n by assumption, by Step 5, [|Mzaom/v/n|| Sp /[slog(p V n)]/n.

Hence claim (a) follows by the triangle inequality:

Vlslog(p v n)l/n Zp |Mzg/v/n|

To show claim (b) we note that

Mg/l = |I1X (By(T) = Byo)/V/nll = | Ry/ /|
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where ||R,/v/n| Sp y/s/n by Condition ASTE(iii). Then conclude similarly to Step 5 that

Vislog(pvn)/n 2p [IX(B,(1) 590)/\f|!
> \/Omin(5+ s) ||5g = Bgoll 2P ||5g( ) Booll-

Step 7. (Variance Estimation.) Since § Sp s = o(n), (n —5 —1)/n = op(1), and since
E[v2¢?] and E[v?] are bounded away from zero and from above uniformly in n by Condition
SM, it suffices to show that

Ea[07C7] - E[v}¢7] —p 0, Eq[07] — E[v] —p 0,

(2
The second relation was shown in Step 3, so it remains to show the first relation.
Let ©; = v; + 7mi and ¢; = G + 74;. Recall that by Condition ASTE(v) we have E[37¢?] —
E[v?¢?] — 0, and E,, [~2C~2] 7[~252] —p 0 by Vonbahr-Esseen’s inequality in von Bahr and

Esseen (1965) since E[|5;¢;|21°] < (E[|:]*2°]E[|¢;|*t%])/? is uniformly bounded for 4+26 <
Thus it suffices to show that E,, [AQZQ] E,[02¢?] —p 0.

By the triangular inequality

[E[07GF — 87G71] < [Bal(®F — 87)C7) + [En[0F (G — CP)]-

=:v =41
Then, expandmgc Cz we have

i < 2B, [{di(a0 — a)}202) + 2B, {15 — 5y0)} 20

+[2Bn[Gidi(c0 — @)07]| + [2E G} (8 — Bg0)77]|
=: Uilq + idy + 1iic + ilig = op(1)
where the last bound follows by the relations derived below.

First, we note

i < 2maxdf|ag — a*Eq[07] Sp n/0=1 = (1) (B.43)
iiic < 2max{|Gl|di[}En[67]|ao — 6] Sp nl0=(2) — o(1) (B.44)

which holds by the following argument. Condition SM assumes that E[|d;|?] which in turn
implies that E[max;<, d?] < n?/4. Similarly Condition ASTE implies that E[max;<, (] < n*/4
and E[max;<, 7?] < n?9. Thus by Markov inequality

max |di| + |G| + 7] <p n'/d. (B.45)
i<n

1/2

Moreover, E,[0] <p 1 and |& — ap| <p n1/? by the previous steps. These bounds and g > 4

imposed in Condition SM imply (B.43)-(B.44).
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Next we bound,

itig < 2max |G max |2} (8 — By0) [En[0]]
i<n i<n

s slog(pVn)

= =or(), (B.46)

<p nY/% max 14 || 0o
i<n

using (B.45) and that for fg = support(fg0) U f, we have
r{lax{x (B = Bg0)}* < < max |[z7 P18 = Bgoll?,

where
12 < T
Ilnglx HxiTg || ‘ ’ 1n<ax H%H P smgax szH

by the sparsity assumption in ASTE and the sparsity bound in Lemma 1, and since /3 [f] =
(X[TVXT) X[ (¢ + g — (& — ag)D) we have

18 = Booll < 1B4(T) = Booll + B¢ (DIl + & — o] - 1B ()| Sp /slog(p v n)/m

by Step 6(b), by

1B (DIl < V3o BIIX'¢/nllow Sp V/slog(p vV n)/n

holding by Condition SE and by § <p s from Lemma 1, and by Step 4, |& — ag| Sp 1/y/n by
Step 1, and

18D (DIl < $ut (3)VE max [En[zijds]| < ¢ty (5)VE max o /En[22d?] Sp /s

Ijsp IAVAS
by Condition SE, § <p s by the sparsity bound in Lemma 1, and Condition SM.
The final conclusion in (B.46) then follows by condition ASTE (iv) and (v).
Next, using the relations above and condition ASTE (iv) and (v), we also conclude that
iy < 2max{ai(8 — By0) Y En[0]]

s slog(pVn)

e =or(), (B.47)

S maXHl‘zHoo

Finally, the argument for iv = op(1) follows similarly to the argument for iii = op(1) and
the result follows. U
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APPENDIX C. PROOF OF COROLLARY 1

Let P, be a collection of probability measures P for which conditions ASTE (P), SM (P), SE
(P), and R (P) hold for the given n. Consider any sequence {P,,}, with index n € {ng, no+1, ...},
with P,, € P,, for each n € {ng,ng +1,...}. By Theorem 1 we have that, for ¢ = ®~(1 —~/2),
limy, 00 Py, (a9 € [& £ oy /+/1]) = ®(¢) — ®(—c) = 1 — 7. This means that for every further
subsequence {P,, } with P,,, € P, for each k € {1,2,...}

kh_}ngo Py, (ag € [ £ cop, //1g]) =1 — 7. (C.48)

Suppose that the claim of corollary does not hold, i.e.

limsup sup |P (oo € [& £ c0,/v/n]) — (1 — V)’ > 0.
n—oo PeP,

Hence there is a subsequence {P,,, } with P, € P,,, for each k € {1,2,...} such that:
kli)rgo Py, (a0 € [&d £ cop, //1i]) #1 — 7~

This gives a contradiction to (C.48). The claim (i) follows. Claim (ii) follows from claim (i),
since P C P, for all n > ng. O

APPENDIX D. PROOF OF THEOREM 2

We use the same notation as in Theorem 1. Using that notation the approximations bounds
stated in Condition HLMS are equivalent to Mg < d,nt/* and |[Mzm|| < §,nt/4,

Step 1. It follows the same reasoning as Step 1 in the proof of Theorem 1.

Step 2. (Behavior of i.) Decompose, using D =m + V
i=V'¢/vntm M,g/f+ m' Mz( /v + V' Mzg/V/n = VP /v/n.

=1 =i =:iq

First, by Condition HLMS we have || Mzg]| = op(n'/*) and [Mzm]| = op(n'/*). Therefore
lia| = |m' Mzg/v/n| < Vnl|[Mzg/Vnl[[Mzm/V/n| Spo(1).

Second, using that m = X f,0 + Ry and m' Mz¢ = R} ¢ — (6m(l) — Bmo)' X'¢, we have
liol <[RS/ v/l + (B (T) = Bmo) X'C/ /7

<R/l + 1B (T) = Brnoll1 [ X7¢/ v/l
Sp/s/n+ /s {o(n™4) + \/s/n}\/log(p V n) = o(1)

This follows because

|R,,.¢/vVn| Sp /Ry Rm/n Sp\/s/n,
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by Chebyshev inequality and Conditions SM and ASTE(iii),
18 (1) = Brnollt < V5 + 8]1Bm(I) = Bmoll Sp Vs {o(n™7*) +/s/n},
by Step 4 and 5§ = |I\ <p s by Condition HLMS, and
1X'¢/vnllos Sp Vlog(pV n)
holding by Step 4 in the proof of Theorem 1.

Third, using similar reasoning and the decomposition g = X 3,9 + R, conclude
lie < [RV/VAl+ 1(By(T) = Byo) X'V/v/n]
e Vs/n+ s {o(nV) 4+ V/s/n} \/log(p V) = op(1)

Fourth, we have
lial < 1By (1) X'¢/v/nl < 1By (DI1X'¢/Valloo Sp Vslog(p v n)2/n = op(1)
since || X'¢/v/ 1l Sp /log(p V n) by Step 4 of the proof of Theorem 1, and
1By (Dl < VaIB (DI < VEI(X IV X(T) /) X 1) V/nl|
< V30, GIWVEIX'V/Villso/ vt Sp sy/Tlog(p V n)]/n.
The latter bound follows from s <p s by condition HLMS so that gbr:lm@) <p 1 by condition SE,
and again invoking Step 4 of the proof of Theorem 1 to establish || X'V/\/n|lec Sp v/log(p V n).

Step 3. (Behavior of ii.) Decompose
i = (m+V)Mzm+V)/n=V'V/n+m'Msm/n+2m' M;V/n - V'P:V/n.

=g =1 ESIP
Then |iiy| <p o(n'/?)/n = op(n~'/?) by condition HLMS, |iiy| = o(n~'/?) by reasoning similar
to deriving the bound for |ip|, and |ii.| <p [slog(p V n)]/n = op(1) by reasoning similar to

deriving the bound for |ig].

Step 4. (Auxiliary: Bounds on Hﬁm(f) — Bmo|| and ||Bg(f) — Bgol].) To establish a bound on
185(I) = Byol| mote that
IMzg/vl = 1XBo(D) = By0)/v/all = 1R/l |
where || Ry/v/n|| Sp 4/s/n holds by Chebyshev inequality and Condition ASTE(iii). Moreover,
by Condition HLMS we have ||[Mzg/v/n|| = op(n~Y/4) and 5= |I| <p s. Thus
(™) + V/s/n zp IX(By(T) = Be0) /v
>/ bmin(s +5)[189 (1) — Byoll
2P [18g(I) = Byoll

since \/@min(s +3) 2p 1 by Condition SE.
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The same logic yields Hﬁm(f) — Bmoll Sp /s/n + o(n=14).

Step 5. (Variance Estimation.) It follows similarly to Step 7 in the proof of Theorem 1 but
using Condition HLMS instead of Lemma 1.

O

APPENDIX E. PROOF OF COROLLARY 2

The proof is similar to the proof of Corollary 1.

APPENDIX F. VERIFICATION OF CONDITIONS FOR THE EXAMPLES

F.1. Verification for Example 1. Let P be the collection of all regression models P that
obey the conditions set forth above for all n for the given constants (p,b, B, ¢5,q). Below we
provide explicit bounds for «/, ¥, ¢, C, J§,, and A,, that appear in Conditions ASTE, SE and
SM that depend only on (p, b, B, q,,q) and n which in turn establish these conditions for any
P eP.

Condition ASTE(i) is assumed. Condition ASTE(ii) holds with |ag| < C{*TF = B. Con-
dition ASTE(iii) holds with s = p and 74 = rp; = 0.

Condition ASTE(iv) holds with §{*>7% := p?log®(p Vv n)/n — 0 since s = p is fixed. Finally,
we verify ASTE(v). Because @ = v;, {; = {; and the moment condition E[|v{|] + E[|¢}|] <
CQASTE = 2B with ¢ > 4, the first two requirements follow. To show the last requirement, note

that because E[||x;||%] < B we have

n 1/qz
P max aifloe > 1o ) <P [ [Slaill®| >t | <nEllleal®)/thy < nB/it = ARSTE,
1<isn 1
i—

(F.49)

Let t1, = (nlogn)/% BY% so that A{STE = 1/logn. Thus we have with probability 1 —
A{lSTE
n

max ||xi||gosn71/2+2/q < (nlog n)2/q“”32/qun71/2+2/q =: 5§4nSTE.
1<i<n

It follows that 057 — 0 by the assumption that 4/q, +4/q < 1.
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To verify Condition SE note that

PP Ba2al] Bl
(2

P(|[Enfeiz}) — Blzial]| > tan) <> ) mjg ZZ mz
k;lj;l 2n k=1 j=1 2n

Bl _ p*BY4 SE

< < =: A7

ZZ nt% nt% n

k=1 j=1 n n

Setting to, := b/2 we have AYF = (2/b)2B¥%p? /n — 0 since p is fixed. Then, with probability
1 — AP we have

> Amin(Elwia]) — | Enleial) - Elaia)] > b/2 =: #,
< Amax(Elzia]) + | Eafeia}) — Blag))l| < Elllai][2] +b/2 < 2B¥% = .

In the verification of Condition SM note that the second and third requirements in Condition
SM(i) hold with ¢§™ = b and Cy™ = B?/4. Condition SM(iii) holds with 07 :=log3 p/n — 0

since p is fixed.

The first requirement in Condition SM(i) and Condition SM(ii) hold by the stated moment

assumptions, for ¢, = v; and ¢; = (;, y; = d; and g; = y;,

Elle]]] <B=4;
E[|df]] <27 'E[l2iBmo|?] + 297 E[|v][] < 297 E]|24]|]]| Bmol|? + 297 E[v{ ]
< 2¢71(BY/% B 4 B) =: A,
E[d)] <23(BY%B*+ B) =: A}
E[y/] < 3(laol|*E[d]] + 3| Boo | *El[lz:]|*] + 3*E[¢}]
< 33B123 A, + 33B1BY e 4 33 B4 =: A3
max Elz3;37] < max (E[z]))*(E[g/)"? < BY% (E[g])/* < BY% (45 v A3)'/? = Ay
G Y 1G<p Y
3 = 3 3 N < p3/4 311 <« B3/at3/az .
wax Bllzijeil”] = max Bflay;|Elle] | 2] < B max Eflay[] < B t As
2
<. < . —
lrgjiogpl/E[%] < 1/ Amin(Elzizf]) < 1/b=: Ag

since 4 < ¢ < ¢,. Thus these conditions hold with C§M = AyV(A;+(AYV A3)Y/ 24 Ay+ A5+ Ag).
Next we show Condition SM(iv). By (F.49) we have maxjgi<n |72, < (nlogn)?/% B2/4
with probability 1 — A‘l“nSTE , thus with the same probability

1 vV 2/4zp] vV
e ]2 2280V E) (B 1og py2/as UPIOBRV M) s

i<n n n

since g, > 4 and s = p is fixed.
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Next for ¢; = v; and ¢; = (; we have

p 4/9+4/q2
B
P max E E > 5 E U Z \ p . QSM
<1<]\p|( )[ Tiji | ) = n( 5SM 2 n(égnM)2 tn

by the union bound, Chebyshev inequality and by E[z} i ] = E[azij[e;1 | ;] < BYat4/a=,
Letting 5%‘4 = B%/a+2/a==1/4 _, (0 we have Aln = p/nl/2 — 0 since p, B, q and ¢, are fixed.

Next for y; = d; and g; = y; we have

P Blxtgh B g1
- i) _p S s
P (s (B, - D32 > ) < ;n(ésm\ S = A

by the union bound, Chebyshev inequality and by
4 ~4 G 14/G [ =14 214/ 4w [ d14 4/qz A4/a
Elz;;3;] < E[z])] RHRERS Efz] laBlgle < B4 Ag
holding by Hélder inequality where 4 < § < ¢, such that 4/q¢+4/G =1, and

1+ 397w |9 E[d]] + 397 B0 | “E]|2:]|7] + 397 E[¢]]

E[gf] <(
< 39(Ay + B1Ay 4 BIBY/% + B) =: As.

Letting (55;{\/[ = B4/qu§/qn*1/4 — 0 we have Agé\/f = p/nl/2 — 0 since p, B, q and g, are fixed.

Finally, we set ¢ = ¢fM, C = max{C{*TF, C45TE OPM OFMY 6, = max{o{5TF §ASTE
oM 4+ 65M + 65MYy — 0, and Ay, = max{A{LTE + APM 4 ASM APFY — 0. O

2n >

We will make use of the following technical lemma in the verification of examples 2, 3, and
4.

Lemma 2 (Uniform Approximation). Let h; = zi0) + p; be a function whose coefficients
On € S%(p), and k < Amin(E[zi7!]) < Amax(E[z;2}]) < k. For s = AYnl/2a q > 1, define Bro
as in (5.26), hi = hi — Bho, for i =1,...,n. Then we have

el < lsloo (/) 3/2{ L /27 + 5 f5Elp? /n} T Lol

Proof. Let Ty, denote the support of By and S denote the support of the s largest components
of 0y,. Note that |T},| = |S| = s. First we establish some auxiliary bounds on the [|0,[7T7]| and
10n[T¢]]]1. By the optimality of T}, and (9 we have that

\/ [(hi — 27810)?] < VE[(@i[S0n[5 + pi)2] < VE|On[S|| + 1/Elp?] and

VEI(hs — 21810)%) = \JE{}(0n — Bro) + pi}?] = ValOW[TH]| — /El).
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Thus we have |0, [T5]|| < /R/E||0n15°| + 21/E[p?]/&. Moreover, since ), € S%(p), we have

00
”eh Sc ||2 z 9 Z j—2a < A25—2a+1/[2a _ 1] < A23—2a+1
j=s+1 j=s+1

since @ > 1. Combining these relations we have

10n[TE]|] < VR/KAS™ at1/2 4 9, /B E[p?|/k
= Vk/k\s/n+ 2,/E[p?]/k.

The second bound follows by observing that

106 (T3]l < V/sllOn[T5 0 ST+ Heh[ N < VsllOn[TEI + As™ /la — 1]
V8% /n/E/k + 24/ sE /H+(5/f)/[a—1]
V2 /n\/k/k alla — 1] +2,/sE

By the first-order optimality condition of the problem (5.26) that defines (9, we have

NN

Elzi[Th]a:[Th] | (BrolTh] — On[Th]) = Elai[Th]: (T3] 100[T5] 4 Elx:[Th] pil.
Thus, since ||Efz[Th]pilll = supyy =1 E[n'zi[Tlpi] < supj, =1 E[('z:i[Th])?]\/E[p?] we have

£l Bro — On[Th]ll

N

RIOLITE + +/FE[P]
RY2As™01/2 | /B + 23ty [Blp?] 1 + [ RE[p?)
Valn (/2 JB) +\JEl?] VR +2¢/F)

where the last inequality follows from the definition of s = A'/9n1/2¢ Therefore

N

[7hil = |hi — 2iBhol = |25(0n — Bro)| + |pil
< @illoollOn — Brollr + |pil
< Vsl ZilloollOnT, — Broll + 1zillool|Onze 1 + |pil
< illoof /52 /n (R/£)¥? + \/sE[p?] /5 \/R/&(1 + 2¢/R/K)}+
Hlzilloo (v/s?/n\/E/E a/la — 1] + 21/sE[p?]/5) + | pil

< Nilloo (R/£) {5 /52 /0 + 54/sEp?) £} + |il-

O

F.2. Verification for Example 2. Let P be the collection of all regression models P that
obey the conditions set forth above for all n for the given constants (k,k,a, A, B,x) and
sequences p,, and d,. Below we provide explicit bounds for &/, k", ¢, C, 6, and A,, that appear
in Conditions ASTE, SE and SM that depend only on (k, &, a, A, B,X), p, 6, and n which in

turn establish these conditions for any P € P. In what follows we exploit Gaussianity of w;
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and use that (E[|n/w;|¥])* < G(E[|n/w;]?])*/? for any vector 1, ||| < oo, where the constant
G, depends on k only.

Conditions ASTE(i) is assumed. Condition ASTE(ii) holds with |jag|| < B =: C{STE.
Because 0,,,0, € S9(p), Condition ASTE(iii) holds with

5= Al/“nl/Qa, Tmi = m(z Z ZiiPmoj, and 7rg = g(2) szﬂgoj
j=1
where ||Bmollo < s and ||Bgoll0 < s. Indeed, we have
2
E[r2,] <E Z Om(i)Zi()) <R Z an(j) < RA%s720 /(90 — 1) < Rs/n
j=s+1 j>s+1
where the first inequality follows by the definition of (0 in (5.26), the second inequality

follows from 6,, € S%(p), and the last inequality because s = Al/apl/2a - Similarly we have

E[r2] S E[(X 5011 990 2i(7)] < BA%s720M /[2a — 1] < Rs/n. Thus let C5*57F = VT

Condition ASTE(iv) holds with 6\57F .= A2?/apl/a=11og?(p v n) — 0 since s = Al/epl/2e,
A is fixed, and the assumed condition n(!=%/%1og?(p v n)log?n < 6, — 0.

The moment restrictions in Condition ASTE(v) are satisfied by the Gaussianity. Indeed, we
have for ¢ = 4/x (where x < 1 by assumption)

E[|Gi|7] <207 'E[I¢]l] + 297 "Ellrg;[] < 297 GH(E[GF)Y? + Elrj;] /%)
< 207 QI{RI? + kY2 (s/n)1/?}
< 2qu q/2 _ CASTE

for s < n, i.e., n > A%~ Similarly, B[|5;|9] < C4£5TF. Moreover,

[E[¢797] — E[¢Fvf]|

% Z % Z

E[ % mz] +E[ gz z] +E[Tmzrgz]

\/ [CHE[r2 ]+ \/E gi 4+ \/E[Tfm-]E[Tﬁi]
G?RE[r mz] + G2RE[r gz] + GQE[T?M]E[T;-]
G2R2{2 4+ Rs/n}s/n =: 65°5TE — (.

<
<
<
<

Next note that by Gaussian tail bounds and Apax(E[w;w}]) < Rk we have
max |2illso < /2R log(pn) with probability at least 1 — AfSTE (F.50)
i<n

where A{STE = 1/, /2klog(pn). The last requirement in Condition ASTE(v) holds with

q=4/x
max 2205~ /2219 < 2R log (pn) AM *nza 3 X2 . 5ASTE
TN

with probability 1 — A’f‘fTE . By the assumption on a, p, x, and n, 5§4RSTE — 0.
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To verify Condition SE with ¢,, = logn note that the minimal and maximal eigenvalues of
E[z;x}] are bounded away from zero and from above uniformly in n. By the sub-Gaussianity
of the regressors, the result follows by Theorem 3.2 in Rudelson and Zhou (2011) (restated in
Lemma 9 in Appendix G) with 7 =1/2, m = slogn, a = \/8/73 Indeed, for

n > N, := 80(a?/7%)(slogn) log(12ep/[rslogn))

we have

I
=

K= /4 < Gmin(slog 1) [Ep[2527]] < dmax(slogn)[Ey [vi27]] < 35 =: k"

with probability 1— A7 where A7F = 2exp(—72n/80a*). Note that under ASTE(iv) we have

APE — 0 and g := max{n : n < N,} < max{(12¢/7)%*A~2, 80%(a®/7*)A%* n*} where n*
is the smallest n such that 6, < 1.

The second and third requirements in Conditions SM(i) holds by the Gaussianity of w;,
E[¢ | zi,v)] = 0, Elv; | ;] = 0, and the assumption on that the minimal and maximum
eigenvalues of the covariance matrix (operator) E[w;w]] are bounded below and above by

positive absolute constants.

The first requirement in Condition SM(i) and Condition SM(ii) also hold by Gaussianity.

Indeed, we have for ¢, = v; and ¢; = (;, §; = d; and §; = y;

E[lof[| + E[I¢]] <297 'GH{(E[v)9/? + (E[(F])V/?} < 29GRY? =: A
E[|d]] <277'E[0),2]9 + 27 'E[|v]|] < 297 G{(E[|0;,2]*))9/2 + 277 G4 (E[v]))9/?
< 291 G0, ]|9RY? 4 2971 GRI? < 29GIRIZ (1 + (24)9) =: Ay
E[d?] < 2E[|0),2]%] + 2E[v?] < 2&||0m | + 27 < 2R(4A4% + 1) =: A)
Ely?] < 3|ao|*E[d?] + 3E][|0),2]?] + 3E[¢?] < 3B2A} + 34} + 3k =: A3
maxi<j<p Bz 07 < maxigiqp(Blzf))V2(E[F)])/? < Gimaxi ;< B[z E[77]
< GIR(AY Vv A3) =: Ay
max; <j<p Bllzijal?] < maxij<p(Elaf)) Y2 (B[e])/? < Gf max ¢ <p(Elad])¥/2(E[e]])?/2
< GSR3 =: A5
maxigj<p 1/B[27] <1/ Amin(Blwiw)]) < 1/ =: Ag
because [|0,,| < 2A and ||6,]| < 24 since 0,,,6, € S%(p). Thus the first requirement in

Condition SM(i) holds with C5™ = Ay. Condition SM(ii) holds with C§M = A; + (AL V A3z) +
Ay + As + As.

Condition SM(iii) is assumed.
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To verify Condition SM(iv) note that for ¢; = v; and ¢; = (;, by (F.50), with probability
1— AzlﬁlSTE’

max;<p 4/ En [xfgeﬂ < max;gy f/En [ngj] f/Enk?]

(F.51)
< V/2&log(pn) maxj<p {/Enlel] {/Enle]
By Lemma 3 with k = 4 we have with probability 1 — Affy , where AM = 1/n
max VY Ey [z} ) < < VEV2e + VERTY1/210g(2pn) < 5VR (F.52)
ISP

for n > n01 = 41log? (2pn). Also, Lemma 3 with £ = 8 and p = 1 we have with probability
1 — APM that
B [€8] < 2R2¢2 4 28n~Y42logn < 5eR (F.53)

for n > ngg! = 161og* n. Moreover, we have
max 4/E[zte!] < max {/E[z%]{/E[¢}] < Ga&>
1<j<p [ij]\lgjgp [7,]] [z]\

Applying Lemma 6, for 7 = 2AASTE + Agn , with probability 1 — 87 we have

21og(2
max |(E,, — E)[ Z] &) < 4y —=—=—= og( p/T \/Q (max Ep[zhel], 1 —7) vV 2V2GER?* /v/n
i<p 1<j<p a

where by (F.51), (F.52) and (F.53) we have

Q(maxigjgp /En [mfjez] 1—7) <R2\/2log(pn)25e%.

So we let 67M = 200e272,/ %wlog(pn) v 2\@(;\%? — 0 under the condition that log?(pV
n)/n < op
ASM

Similarly for y; = d; and y; = y;, by Lemma 3, we have with probability 1 — Ay}, for

n > ngM we have
En[77] < (5e’E[5;])" < (5e?[A3 v A3])". (F.54)

Moreover, {/E[7f] < GZE[§?] < G2[A} V A3]. Therefore by Lemma 6, for 7 = 2A45TE 4 ASM
with probability 1 — 87 we have

4 — !
w8, - B) 2] < 41/ 222 poglomsnse? {4y v )y vavE AL A g
P

5SM

where 65 — 0 under the condition log?(p V n)/n < &, — 0.

We have that the last term in Condition SM(iv) satisfies with probability 1 — A{STE
max || ;|

1
‘gosog(s\/n) < 2R ]og(pn)Al/an_1+1/2a log(p V TL) = 53575\/[

Under ASTE(iv) we have 5 — 0.
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Finally, we set ng = max{ngf’, ngM,n5M}, C = max{CASTE CHTE 2045TE OopM oMY

6n = max{§{I5TE §ASTE §5M 4 s5M 4 55MY (), and A, = max{33ANSTE L16ATM AFEY —
0.

0

Lemma 3. Let f;; ~ N(O,UJZ), oj < o, independent across i = 1,...,n, where j =1,...,p.
Then for any k > 2 and v € (0,1) we have

P <1111jax {E.[| f; |]}1/k > o0v2e + anl/k\/Qlog@p/’y)) <.

Proof. Note that P(E,[|f5]] > M) = P(||f;|If > Mn) = P(||f;|x > (Mn)'/*).

Since ||| flle — llglle] < IIf —glle < |If — gll, we have that || - || is 1-Lipschitz for k > 2

Moreover,

B[l £4lls] < ElI£51IEDY* = ZEIf’“ DYE = n R E]| 1)V
= n!/ 2T (ke + 1) /2)}F < n'Fov/2e

By Ledoux and Talagrand (1991), page 21 equation (1.6), we have
P15l > (Mn)* — BI£511]) < 2exp(—{(Mn) % — B|£,11]}2/20).
Setting M := {ov/2e + on~'/%,/210og(2p/7)}*, so that (Mn)'/* = n'/*5/2¢ + 5+/210g(2p/7)

we have by the union bound and o > o;

kN> M) < Ell > M) <~.
P(fg]a%{pEanwH = M) \pllgja%{pp(Eanz]” = M) 7

O

F.3. Verification for Example 3. Let P be the collection of all regression models P that
obey the conditions set forth above for all n for the given constants (f, f,a,A,b,B,q). Below
we provide explicit bounds for ', ¥”, ¢, C, 6, and A,, that appear in Conditions ASTE, SE
and SM that depend only on (f, f,a,A,b,B,q), p, 6,, and n which in turn establish these
conditions for any P € P.

Conditions ASTE(i) is assumed. Condition ASTE(ii) holds with ||ag|| < B =: C{*TF.
Because 0,,,0, € S%(p), Condition ASTE(iii) holds with

1 1
s=A /an2a, T = E BmojPj(zi) and rg = g(2;) g Bgo; Pj
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where ||Bmollo < s and ||Bgollo < s. Indeed, we have
2
E[r2,] <E Z Orm(i) P (i) Z Hm(j fAZs720 J12q — 1) = fs/n
j=s+1 j=s+1

where the first inequality follows by the definition of §,,0 in (5.26), the second inequality
follows from the upper bound on the density and orthogonality of the basis, the third inequality
follows from 6, € S4(p), and the last inequality because s = Al/apl/2a - Similarly we have
E[rZ] S E[(X 5041 090 2i() 2] < fA%s2 /[2a — 1] = fs/n. Let C45TF = \/F.

Condition ASTE(iv) holds with 657" .= A2?/apl/a=11og?(p v n) — 0 since s = Al/epl/2e,

A is fixed, and the assumed condition n(*=%/%1og?(p vV n) < 8, — 0.

To show that Condition ASTE(v) first recall that max;<n [|Zi[|cc < B. Because f <
Amin(E[i2)]) € Amax(E[zi2}]) < f, by the assumption on the density and orthonormal ba-

sis, by Lemma 2 with p = 0 we have

2a — 2a — 1
a1l V rp| < gua oo F/ )22 /52 < BT/ D225 = o457

1<i<n 1< a—1 a—
where 0557F — 0 under s = A/*n1/2¢ and a > 1.
Next we establish the moment restrictions in Condition ASTE(v) First, we have
E[IGl <207 EI¢!) + 20 Ellrg;[] < 2971 B + 2071 (84,77F)
<277 B + 207 (50T E )1 = C4I5TE,
Similarly, E[|9;]9] < C4*TF. Moreover, since 65°7F — 0 we have
[BIG757] — E[GPvf]l - < El¢Fra] + Elrgivf] + Elrpirg]

iV gzz

< \EIGIEIrS )+ \/ElrgIElv] + | /Elrs, JE]
<

gt
QBZ/q(ééLXnSTE)Q + (5§4nSTE)4 = 5§4nSTE - 0.

Finally, the last requirement holds because (1 — a)/a + 4/q < 0 implies

max||wi]]gosn_1/2+2/q < B2AVap1/2a-1/2+2/q _, JASTE _,

~X

since s = AYanl/2e and maxi<y | Zil|eo < B.

To show Condition SE with ¢, = logn note that regressors are uniformly bounded, and
minimal and maximal eigenvalues of E[z;2]] are bounded below by f and above by f uniformly
in n. Thus Condition SE follows by Corollary 4 in the supplementary material in Belloni and
Chernozhukov (2011) (restated in Lemma 8 in Appendix G) which is based on Rudelson and
Vershynin (2008). Let

67F .= 20 B+/slognlog(slogn)+/log(p V n)y/logn/vn
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and APE = (2/£)(05F)% + 63F(2f/f), where C is an universal constant. By this result and
the Markov inequality, we have with probability 1 — Aff

—f/2 Grmin(slog n) [Ey [2:2)] < dmax(slogn)[Ey[z2h] < 2f =: &

We need to show that A7E — 0 which follows from §7F — 0. We have that

1/2a nl/2a
§5E \2C'B(1+A) Vnl/2alog?(n) log(an)_zCB1+A log*n logp\/n
n NG \/ n2/3 nl/3

By assumption we have log® p/n < 6, — 0 and a > 1 we have 5

The second and third requirements in Condition SM(i) hold with CY™ = B/ and ¢;™ = b

by assumption. Condition SM(iii) is assumed.

The first requirement in Condition SM(i) and Condition SM(ii) follow by, for ¢; = v; and
€ =G, Yi = d; and g; = y;

E[lf[l + E[I¢]]] <2B=:4
E[|d] <207 'E[0),2i] + 29 E[|v]]] < 297 |0m[[{E[l|l2:]1%] + 2771 B
< 297Y2A)91BY +2971B =: Ay
Eld;] <2f|0m|* + 2E[vf] < 8FA% + 2B/ =: 4
E[yf] < 3laol’E[d]] + 3]0, [ITE[|lz]%] + 3E[CF]
< 3B%Al, +1242B2 + 3B4 =: A3
maxi gj<p Bl2597] < B°E[g7] < B*(AyV A3) =: Ay
maxi<j<p Bllzijeil’] < BPE[|e}|] < BSB¥1 =: 45
maX1<j<p1/E[xz2j] < 1 min(Elzizi]) < 1/f =: Ae

where we used that max;<y, ||2i[|cc < B, the moment assumptions of the disturbances, [|6,,|| <
0m]1 < 24, ||64]1 < 24 since 6,6, € S%(p) for a > 1. Thus the first requirement in
Condition SM(i) holds with C5™ = A,. Condition SM(ii) holds with C§M := A; + (A} v
Asz) + Ay + As + Ag.

To verify Condition SM(iv) note that for ¢; = v; and ¢; = (; we have by Lemma 6 with
probability 1 — 87, where 7 = 1/logn,

2 92 2log(2p/T) 4 B
max |(En —E)lzgiel]l <4y TEEET Q(max  [En [z} €], 1 7)V2max 2E[xj;€;]

4/ o5 g2y [R, [, 1 — ) v 282 [2E[el]
4\/@3232/‘1 logn =: 67"

where we used E[e}] < B*/% and the Markov inequality. By the definition of 7 and the assumed
rate log®(p V n)/n < 6, — 0, we have 67M — 0.

NN

N
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Similarly, we have for ¢j; = d; and ; = y;, with probability 1 — 87

_ 2
max |(E, - B)[o} 7

N

2log(2p/T) 4 _
4 ?Q(lgjagp En[xzjyz] 1 T)\/2112Ja‘§p 2E[ zjyz]

N

2108Cp/T) B2y (, B [§2],1 — 7) V 2B%/2E[g4]

4
4\/@32/17 logn =: o5

where we used the Markov inequality and

N

E[d;] + 3%|ao|'E[d]] + 3%[|64 [ 1E[||lz:%] + 3°E[¢]]
AYT 4 33BAAYT 4 33(24)4B4 + 33BY/1 =: A,

E[g] <
<

By the definition of 7 and the assumed rate log®(p V n)/n < 8, — 0, we have 55 — 0.

The last term in the requirement of Condition SM(iv), because max;<y, ||Zil|cc < B and
Condition ASTE(iv) holds, is bounded by 65M := B2AYn1/2%10g(p v n)/n — 0.

CfSTE,CASTE CASTE CigM CQS‘M C:;G'M} 5 —

Finally, we set ¢ = ¢;™, C = max{
max{d,, 6{5TE GASTE SASTE §ASTE sSM 4 s5M 1 §8MY 0 A, = max{16/logn, ATF} —
0. O

F.4. Verification for Example 4. The verification of Conditions ASTE, SE, and SM follows
as in Example 3. Here we point out the few needed adjustments. To show Condition ASTE(iii),

the sparsity condition, follows from 6,,,6, € S%(p). Indeed, we have

Tmi = m( Zﬁm()g Pip(zi) and 14 = g(2) Zﬁgoﬂ in (%)

7j=1

where ||Bmollo < s and ||Bgollo < s, so that

\/E[TQ \/E i=s+1090) P p(20))%] + \/E[p?n,p(zi)]
V(F/Ra—1)s/n+ Ap= T2 < /Fs/n+ (62)"1/2/s/n,

since a > 1, s = AY/on1/2% L pj,,, where 6, — 0. Similarly /E[rgi] <AV fs/n+(0,)4 Y2 /s/

Also, because maxi<y ||Zilloo < B and f < Amin(Elziz}]) < Amax(E[ziz}]) < f by the
assumption on the density and orthonormal basis, by Lemma 2 with p = p,, , where /E[p?] <
Ap=2t1/2 and |p| < Ap~**!, we have

o < B {25 TsAp 2 4 a7t < 5T

<
<

since s2/n — 0, s < pdn, a > 1 and s — oo. O



58 BELLONI CHERNOZHUKOV HANSEN

APPENDIX G. ToOOLS

G.1. Moderate Deviations for a Maximum of Self-Normalized Averages. We shall be

using the following result, which is based on Theorem 7.4 in (de la Pena, Lai, and Shao, 2009).

Lemma 4 (Moderate Deviation Inequality for Maximum of a Vector). Suppose that
_ i Uy

N

where U;j are independent variables across i with mean zero. We have that

Sj

A
. =11 = < kel
P (112%153\ > ¢ (1 7/2p)> ST (1 + eg) :
where A is an absolute constant, provided for £, > 0
. 1/2
nl/6 (% i E[Uzzg])

minsz—l, M; = . RNV
(2 2 EIu3))

0<d (1 —~/(2p) <
(1—~/(2p)) R

The proof of this result, given in Belloni, Chen, Chernozhukov, and Hansen (2010), follows
from a simple combination of union bounds with the bounds in Theorem 7.4 in de la Pena,
Lai, and Shao (2009).

G.2. Inequalities based on Symmetrization. Next we proceed to use symmetrization ar-
guments to bound the empirical process. In what follows for a random variable Z let Q(Z,1—7)

denote its (1 — 7)-quantile.

Lemma 5 (Maximal inequality via symmetrization). Let Zi,...,Z, be arbitrary independent
stochastic processes and F a finite set of measurable functions. For any 7 € (0,1/2), and
d € (0,1) we have that with probability at least 1 — 4T — 40

sup |G, (f(Z:))] < {4\/210g(2fl/5) Q (Sup VEL[f(Zi)?],1 = T) } V2max Q <Gn(f(Zi))|7 1) :
fer feF fer 2
Proof. Let
e1n = /21og(2|F]/6) Q (?22 En[f(Zi)?],1 - T) ;e =MaxQ <|Gn(f)|, ;)

and the event & = {sup;cr /En [f?(Z)] < Q (supfey_- VEf2(Zi)], 1 — 7')} which satisfies

P(€) > 1 — 7. By the symmetrization Lemma 2.3.7 of van der Vaart and Wellner (1996) (by
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definition of ey, we have (,(z) > 1/2 in Lemma 2.3.7) we obtain

4P {Supr]: ‘Gn(ng(zl)” > 61"}

P {supfej_- |Gn(f(Z:))| > 4e1n V 262n} <
< 4P{supf€}- G (eif(Zi))] > elnlé’} + 47

where ¢; are independent Rademacher random variables, P(e; = 1) = P(g; = —1) = 1/2.

Thus a union bound yields

P {sup \Gn(f(Z:))] > 4en(.7:)} < AT + 4| F|sup P{|Gp(ei f(Zi))] > enlE} . (G.55)
fer feF
We then condition on the values of Zi,...,Z, and &, denoting the conditional probability
measure as P.. Conditional on Z1, ..., Z,, by the Hoeffding inequality the symmetrized process
Gn(eif(Z;)) is sub-Gaussian for the Lg(IPn) norm, namely, for f € F, P.{|G,(c;f(Z;))| >z} <
2exp(—22/[2E,[f%(Z;)]]). Hence, under the event £, we can bound

exp(—e?,/[2En[f%(Z;)))

P, {|G (Elf( ))| >€1n‘Z1,...,Zn,g} 2
2 exp(—log(2|F|/0)).

N IN

Taking the expectation over Z1, ..., Z, does not affect the right hand side bound. Plugging in
this bound yields the result. (I

The following specialization will be convenient.

Lemma 6. Let {(z},¢;)) € RP xR,i=1,...,n} be random vectors that are independent across

1. Then with probability at least 1 — 81

_ 2log(2p/T) m 2E[wjse]
9 2 o7 2log(2p/T) . oy
112?§p|1€ [ ij €] E[:EUE%” <4 n 1<Ja§pIE nl] i Z} L=r VQK?%CP n

Proof Let Z; = xiei, f(Z;) = a2€2, F ={f1,..., f»}, s0 that n=2G,,(f;(Z;)) = Ep[x?€l] —

ij 10 ij i
E[z? i €2]. Also, let

e1n = /2log(2p/m1) \/ m %61] 1 7'2) and ey, = 1rgjax QUG,(f;(Z:)|,1/2)

<\ <J<p

where we have eg, < maxigj<p y/2E[z];€]] by Chebyshev.

By Lemma 5 we have

2 .2 2
P (s Bl ] - Ble ) >

The first result follows by setting 71 =7 =7 < 1/2. O
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G.3. Moment Inequality. We shall be using the following result, which is based on Markov
inequality and (von Bahr and Esseen, 1965).

Lemma 7 (Vonbahr-Esseen’s LLN). Let r € [1,2], and independent zero-mean random vari-
ables X; with E[|X;|"] < C. Then for any £, > 0

Pr <|Zi:lXi| S gnn—(l—l/r)> < 20

n 148
G.4. Matrices Deviation Bounds. Based on results in Rudelson and Vershynin (2008), the
following lemma for bounded regressors was derived in the supplementary material of Belloni
and Chernozhukov (2011).

Lemma 8 (Essentially in Theorem 3.6 of Rudelson and Vershynin (2008)). Letx;, i =1,...,n,
be i.i.d. random wvectors in RP with uniformly bounded entries, ||zillcc < K a.s. for all

i =1,...,n. Let 6, = 2 (CK\/Elog(k:)\/log(p\/n)«logn) /v/n, where C is the universal

constant. Then,

<02+ 6, sup E[(a/z;)?].

E [ sup |En [(Oé’g;‘z»)Q _ E[(a/$z)2]] ‘ lallo <k, |lal|=1

lallo<k, llall=1

The following result establishes an approximation bound for sub-Gaussian regressors and
was developed in Rudelson and Zhou (2011). Recall that a random vector Z € RP is isotropic
if E[ZZ'] =1, and it is called 15 with a constant « if for every w € RP we have

1Z"wllys, = imf{t : Blexp( (Z'w)?/t*)] < 2} < afjw]l2.

Lemma 9 (Essentially in Theorem 3.2 of Rudelson and Zhou (2011)). Let ¥; be i.i.d. isotropic
random vectors in RP that is 1o with a constant o. Let x; = Y120, so that ¥ = Elx;z}]. For

m < pand T € (0,1) assume that

4
n> 80ma log (126}?) '

T2 mT

Then with probability at least 1 — 2exp(—72n/80a?), for all m-sparse vectors u € RP,

(1= DI=2ull2 < /Eal(zfw)?] < (14 1) S 2ull2.

For example, Lemma 9 covers the case of z; ~ N(0,X) by setting ¥; ~ N(0,I) which is

isotropic and 19 with a constant o = /8/3.
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Table 1. Simulation Results for Selected R Values

First Stage R’=.2 First Stage R’=.2 First Stage R’=.8 First Stage R’=.8
Structure R =0 Structure R = .8 Structure R*=0 Structure R = 8
Estimation Procedure RMSE Rej. Rate RMSE Rej. Rate RMSE Rej. Rate RMSE Rej. Rate
A. Design 1. Quadratic Decay
Oracle 0.090 0.048 0.090 0.048 0.045 0.057 0.045 0.057
Double-Selection Oracle 0.102 0.050 0.102 0.050 0.143 0.047 0.143 0.047
Post-Lasso 0.137 0.205 0.110 0.064 0.402 0.987 0.489 0.974
Double-Selection 0.107 0.063 0.107 0.058 0.109 0.074 0.104 0.062
Double-Selection + Ridge 0.260 0.064 0.256 0.055 0.132 0.049 0.130 0.050
B. Design 2. Quadratic Decay with Heteroscedasticity
Oracle 0.139 0.060 0.139 0.060 0.066 0.062 0.066 0.062
Double-Selection Oracle 0.169 0.072 0.169 0.072 0.225 0.085 0.225 0.085
Post-Lasso 0.175 0.139 0.178 0.097 0.409 0.994 0.501 0.993
Double-Selection 0.165 0.098 0.167 0.081 0.162 0.082 0.165 0.083
Double-Selection + Ridge 0.308 0.060 0.290 0.058 0.183 0.064 0.185 0.075
C. Design 3. Quadratic Decay with Random Coefficients
Oracle 0.070 0.055 0.070 0.055 0.041 0.060 0.041 0.060
Double-Selection Oracle 0.114 0.056 0.114 0.056 0.151 0.058 0.151 0.058
Post-Lasso 0.105 0.082 0.131 0.133 0.329 0.940 0.435 0.953
Double-Selection 0.109 0.055 0.118 0.075 0.105 0.056 0.117 0.086
Double-Selection + Ridge 0.227 0.040 0.230 0.035 0.151 0.054 0.153 0.057

Note: The table reports root-mean-square-error (RMSE) rejection rates for 5% level tests (Rej. Rate) from a Monte Carlo simulation
experiment. Results are based on 1000 simulation replications. Data in Panels A and B are based on models with coefficients that decay
quadratically, and the data in Panel C are based on a with five quadratically decaying coefficients and 95 random coefficients. Further details
about the simulation models are provided in the text as are details about the estimation procedures. Rejection rates are for t-tests of the null
hypothesis that the structural coefficient is equal to the true population value and are formed using jack-knife standard errors that are robust
to heteroscedasticity; see MacKinnon and White (1985).
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FIGURE 2. This figure presents rejection frequencies for 5% level tests, biases,

and standard deviations for estimating the treatment effect from Design 1 of the

simulation study which has quadratically decaying coefficients and homoscedas-

ticity. Results are reported for a one-step Post-Lasso estimator, our proposed

double selection procedure, and the infeasible OLS estimator that uses the set of

variables that have coefficients larger than 0.1 in either equation (2.6) or (2.7).

Reduced form and first stage R? correspond to the population R? of (2.6) and

(2.7) respectively. Note that rejection frequencies are censored at 0.5.



BELLONI CHERNOZHUKOV HANSEN

Post-Lasso RP(0.05)

DS RP(0.05)

Oracle DS RP(0.05)

04 0.4 0.4
03 0.3 0.3
0.2 0.2 0.2
0.1 0.1 0.1
0 0 0
0.5 0.5 0.5
” 04 06 - 04 0.6 ” 04 0.6
First Stage R* 0o Second Stage R? First Stage R* 0o Second Stage R? First Stage R 0o Second Stage R*
Post-Lasso Mean Bias DS Mean Bias Oracle DS Mean Bias
0.5 0.5 0.5
0 0 0
-0.5 -0.5 -0.5
0.5 0.5 0.5
02 0.4 06 02 0.4 06 02 04 08
First Stage R* 00 Second Stage R? First Stage R 0o Second Stage R? First Stage R 0o Second Stage R*
Post-Lasso Std Dev. DS Std Dev. Oracle DS Std Dev.
04 0.4 0.4
0.3 0.3 0.3
0.2 0.2 0.2
0.1 0.1 0.1
0 0 0
0.5 0.5 05
” 04 06 - 04 0.6 ” 04 0.6
First Stage R* 0o Second Stage R? First Stage R* 0o Second Stage R? First Stage R 0o Second Stage R*

FIGURE 3. This figure presents rejection frequencies for 5% level tests, biases,
and standard deviations for estimating the treatment effect from Design 2 of
the simulation study which has quadratically decaying coefficients and het-
eroscedasticity. Results are reported for a one-step Post-Lasso estimator, our
proposed double selection procedure, and the infeasible OLS estimator that uses
the set of variables that have coefficients larger than 0.1 in either equation (2.6)

r (2.7). Reduced form and first stage R? correspond to the population R? of

(2.6) and (2.7) respectively. Note that rejection frequencies are censored at 0.5.
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FIGURE 4. This figure presents rejection frequencies for 5% level tests, biases,
and standard deviations for estimating the treatment effect from Design 3 of
the simulation study which has five quadratically decaying coefficients and 95
Gaussian random coefficients. Results are reported for a one-step Post-Lasso
estimator, our proposed double selection procedure, and the infeasible OLS
estimator that uses the set of variables that have coefficients larger than 0.1
in either equation (2.6) or (2.7). Reduced form and first stage R? correspond
to what would be the population R? of (2.6) and (2.7) if all of the random
coeflicients were equal to zero. Note that rejection frequencies are censored at
0.5.
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FIGURE 5. This figure presents rejection frequencies for 5% level tests and

RMSE’s for estimating the treatment effect from Design 3 of the simulation

study which has five quadratically decaying coefficients and 95 Gaussian random

coefficients. Results in the first column are for the proposed double selection

procedure, and the results in the second column are for the proposed double
selection procedure when the ridge fit from (2.6) is added as an additional
potential control. Reduced form and first stage R? correspond to what would
be the population R? of (2.6) and (2.7) if all of the random coefficients were

equal to zero. Note that the vertical axis on the rejection frequency graph is

from 0 to 0.1.
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Table 2. Estimated Effects of Abortion on Crime Rates (Levels)

Violent Crime Property Crime Murder
Effect Std. Err. Effect Std. Err. Effect Std. Err.

A. Donohue and Levitt (2001) Table IV
DL (2001) Table IV -0.129 0.024 -0.091 0.018 -0.121 0.047
Fixed Effects -0.131 0.045 -0.091 0.016 -0.131 0.058
Fixed Effects + State Trends -0.149 0.185 0.060 0.093 -0.383 0.207
All Controls 0.183 0.447 0.013 0.067 0.855 0.974
Post-Double-Selection 0.133 0.303 -0.053 0.044 -0.692 0.438
Polynomial Trend 0.321 0.349 -0.032 0.060 0.851 0.616
Post-Double-Selection, Polynomial Trend 0.013 0.251 -0.041 0.047 -0.178 0.276

B. Donohue and Levitt (2008) Table IlI
DL (2008) Table IlI -0.160 0.088 -0.062 0.030 -0.248 0.100
DL (2008) Specification -0.158 0.087 -0.057 0.026 -0.249 0.099
Fixed Effects -0.186 0.063 -0.110 0.046 -0.061 0.078
All Controls 0.516 0.400 0.146 0.127 0.611 0.523
Post-Double-Selection 0.060 0.214 -0.025 0.086 0.460 0.322
Poynomial Trend 0.203 0.296 0.141 0.089 0.199 0.309
Post-Double-Selection, Polynomial Trend -0.264 0.179 0.090 0.046 -0.088 0.192

Note: The table displays the estimated coefficient on the abortion rate, "Effect," and its estimated standard error. Numbers in the first
row of Panel A are taken from Donohue Il and Levitt (2001) Table IV, columns (2), (4), and (6). Numbers from the first row of Panel B are
taken from Donohue Il and Levitt {2008) Table IIl, column (8). The remaining rows are estimated by OLS of the crime rate on the abortion
rate and different sets of controls described in the text and use standard errors clustered at the state-level. In Panel A, the row labeled
"All Controls" uses 311 control variables as discussed in the text that include the 68 controls from the original specification of Donchue IlI
and Levitt (2001) Table IV along with 243 variables meant to allow for flexible, smooth trends. The row labeled "Polynomial Trend" in
Panel A restricts the set of controls added to allow for flexible trends to include only polynomial terms and uses only 149 total regressors,
the 68 from the original specification and 81 added variables. In Panel B, the row labeled "All Controls" uses 713 control variables as
discussed in the text that include the 473 controls from the original specification of Donohue Il and Levitt (2008) Table IIl along with 240
variables meant to allow for flexible, smooth trends. The row labeled "Polynomial Trend" in Panel B restricts the set of controls added to
allow for flexible trends to include only polynomial terms and uses only 553 total regressors, the 473 from the original specification and 80
added variables. The rows "Post-Double-Selection" report results from regressing the crime rates on the variables from the original
Donohue Ill and Levitt (2001) and Donohue lll and Levitt (2008) along with additional variables selected using the technique developed in
this paper from among the set of variables considered in the corresponding "All Controls" row. The rows "Post-Double-Selection,
Polynomial Trend" report results from regressing the crime rates on the variables from the original Donohue IIl and Levitt (2001) and
Donohue Ill and Levitt (2008) along with additional variables selected using the technique developed in this paper from among the set of
variables considered in the corresponding "Polynomial Trend" row. Further details are provided in the text.



