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Estimating 𝐹𝐹2
Input: A data stream 𝑆𝑆 = (𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3, … , 𝑒𝑒𝑁𝑁), that are seen one by one, where each 
𝑒𝑒𝑖𝑖 ∈ [𝑛𝑛] (for known 𝑛𝑛 or an upper bound on 𝑛𝑛).
• Let 𝑓𝑓𝑖𝑖 denotee the frequency of item 𝑖𝑖 in the stream
• Consider vector 𝒇𝒇 = (𝑓𝑓1, … ,𝑓𝑓𝑛𝑛)

The Goal: Compute 𝐹𝐹2

The generic AMS estimator gives (1 ± 𝜖𝜖)-estimation in 𝑂𝑂( 1
𝜖𝜖2

𝑛𝑛) space. 
Can we do better?



𝑘𝑘-wise independence

Consider flipping two unbiassed coins, and define following three events:
• A: The first coin is Heads (Pr(𝐀𝐀) = 1/2)
• B: The second coin is Heads (Pr(𝐁𝐁) = 1/2)
• C: Two coins show different outcomes (Pr 𝐂𝐂 = 1/2)
Are they pairwise independent?
• Pr 𝐀𝐀 ∩ 𝐁𝐁 = 1/4
• Pr 𝐀𝐀 ∩ 𝐂𝐂 = 1/4 (and similarly Pr 𝐀𝐀 ∩ 𝐂𝐂 = 𝟏𝟏/𝟒𝟒)
Are they 3-wise independent?
• Pr 𝐀𝐀 ∩ 𝐁𝐁 ∩ 𝐂𝐂 = 0 ≠ 1/8 = Pr 𝐀𝐀 × Pr 𝑩𝑩 × Pr 𝐂𝐂



Estimating 𝐹𝐹2 (AMS data structure)

AMS-𝑭𝑭𝟐𝟐-Estimate (stream):
     let ℎ: 𝑛𝑛 → {−1,1} be chosen from a 

4-wise independent hash family ℋ 
     
     𝑧𝑧 ← 0
     foreach item 𝑒𝑒𝑖𝑖 in the stream:
        𝑧𝑧 ← 𝑧𝑧 + ℎ(𝑒𝑒𝑖𝑖)
 
    return 𝑧𝑧2

let 𝑌𝑌1, … ,𝑌𝑌𝑛𝑛 be 4-wise independent r.v.s 
  𝑧𝑧 ← 𝑧𝑧 + 𝑌𝑌𝑒𝑒𝑖𝑖      

𝑍𝑍 = ∑𝑖𝑖=1𝑛𝑛 𝑓𝑓𝑖𝑖 ⋅ 𝑌𝑌𝑖𝑖 

• 𝔼𝔼 𝑌𝑌𝑖𝑖 =

• Var 𝑌𝑌𝑖𝑖 = 𝔼𝔼 𝑌𝑌𝑖𝑖2 =

• For 𝑖𝑖 ≠ 𝑗𝑗, 𝔼𝔼 𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗 =

𝑍𝑍2 = ∑𝑖𝑖=1𝑛𝑛 𝑓𝑓𝑖𝑖2 ⋅ 𝑌𝑌𝑖𝑖2 + 2∑𝑖𝑖≠𝑗𝑗 𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗 

So, 𝔼𝔼 𝑍𝑍2 = ∑𝑖𝑖=1𝑛𝑛 𝑓𝑓𝑖𝑖2 = 𝐹𝐹2



Variance Computation of AMS Estimator

Var 𝑍𝑍2 = 𝔼𝔼 𝑍𝑍4 − 𝔼𝔼[𝑍𝑍2] 2
. So, needs to bound 𝔼𝔼[𝑍𝑍4].

𝔼𝔼 𝑍𝑍4 = �
𝑖𝑖∈[𝑛𝑛]

�
𝑗𝑗∈[𝑛𝑛]

�
𝑘𝑘∈[𝑛𝑛]

�
ℓ∈[𝑛𝑛]

𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗𝑓𝑓𝑘𝑘𝑓𝑓ℓ𝔼𝔼[𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗𝑌𝑌𝑘𝑘𝑌𝑌ℓ]

4-wise independence implies 𝔼𝔼 𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗𝑌𝑌𝑘𝑘𝑌𝑌ℓ = 0 if there is an index 

among 𝑖𝑖, 𝑗𝑗, ℓ, 𝑘𝑘 that occurs only once; otherwise, it is 1.

𝔼𝔼 𝑍𝑍4 = ∑𝑖𝑖∈[𝑛𝑛]∑𝑗𝑗∈[𝑛𝑛]∑𝑘𝑘∈[𝑛𝑛]∑ℓ∈[𝑛𝑛] 𝑓𝑓𝑖𝑖𝑓𝑓𝑗𝑗𝑓𝑓𝑘𝑘𝑓𝑓ℓ𝔼𝔼[𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗𝑌𝑌𝑘𝑘𝑌𝑌ℓ] 

𝔼𝔼 𝑍𝑍4 = ∑𝑖𝑖∈[𝑛𝑛] 𝑓𝑓𝑖𝑖4 + 6 ⋅ ∑𝑖𝑖∈[𝑛𝑛]∑𝑗𝑗∈[𝑖𝑖+1⋯𝑛𝑛] 𝑓𝑓𝑖𝑖2𝑓𝑓𝑗𝑗2
𝑭𝑭𝟒𝟒



Variance Computation of AMS Estimator

Var 𝑍𝑍2 = 𝔼𝔼 𝑍𝑍4 − 𝔼𝔼[𝑍𝑍2] 2
 

Var 𝑍𝑍2 = 𝐹𝐹4 + 6 ⋅ ∑𝑖𝑖∈[𝑛𝑛]∑𝑗𝑗∈[𝑖𝑖+1⋯𝑛𝑛] 𝑓𝑓𝑖𝑖2𝑓𝑓𝑗𝑗2 − 𝔼𝔼[𝑍𝑍2] 2
 

Var 𝑍𝑍2 = 𝐹𝐹4 + 6 ⋅ ∑𝑖𝑖∈ 𝑛𝑛 ∑𝑗𝑗∈ 𝑖𝑖+1⋯𝑛𝑛 𝑓𝑓𝑖𝑖2𝑓𝑓𝑗𝑗2 − 𝐹𝐹4 + 2 ⋅ ∑𝑖𝑖∈ 𝑛𝑛 ∑𝑗𝑗∈ 𝑖𝑖+1⋯𝑛𝑛 𝑓𝑓𝑖𝑖2𝑓𝑓𝑗𝑗2  

Var 𝑍𝑍2 = 4 ⋅ ∑𝑖𝑖∈ 𝑛𝑛 ∑𝑗𝑗∈ 𝑖𝑖+1⋯𝑛𝑛 𝑓𝑓𝑖𝑖2𝑓𝑓𝑗𝑗2 
 Var ≤ 2 ⋅ 𝐹𝐹2



Estimating 𝐹𝐹2 (AMS data structure)

AMS-𝑭𝑭𝟐𝟐-Estimate (stream):
     let ℎ: 𝑛𝑛 → {−1,1} be chosen from a 

4-wise independent hash family ℋ 
     
     𝑧𝑧 ← 0
     foreach item 𝑒𝑒𝑖𝑖 in the stream:
        𝑧𝑧 ← 𝑧𝑧 + ℎ(𝑒𝑒𝑖𝑖)
 
    return 𝑧𝑧2

𝔼𝔼 𝑍𝑍2 = 𝐹𝐹2 and Var 𝑍𝑍2 ≤ 2𝐹𝐹22

• Averaging 8
𝜖𝜖2

 estimator
• By Chebyshev, (𝜖𝜖, 1

4
)-relative estimate

• Reduce error by median trick over 
𝑂𝑂(log 1/𝛿𝛿) averaged estimators,

• By Chernoff, (𝜖𝜖, 𝛿𝛿)-relative estimate

Total space is 𝑶𝑶(𝐥𝐥𝐥𝐥𝐥𝐥 𝟏𝟏
𝜹𝜹
⋅ 𝟏𝟏
𝝐𝝐𝟐𝟐
⋅ 𝐥𝐥𝐥𝐥𝐥𝐥𝒏𝒏) Tug-of-War sketch



Negative Updates

• So far, we only studied the “insertion only” streaming.

• However, we can think of the setting where an item can be deleted.

oAmazon inventory management: (items may be added to the inventory, or sold)

oBank Account Balances: (a deposit to, or withdrawal from the account)



Negative Updates

• So far, we only studied the “insertion only” streaming.

• However, we can think of the setting where an item can be deleted.
• In case of vector processing, we may allow for update Δ𝑖𝑖 ∈ {−1,1} on 

item 𝑒𝑒𝑖𝑖
• i.e., 𝑓𝑓𝑒𝑒𝑖𝑖 ← 𝑓𝑓𝑒𝑒𝑖𝑖 + Δ𝑖𝑖

• In particular, at the end, some coordinates may have negative values.
Can we still use AMS algorithm to compute 𝑭𝑭𝟐𝟐 in this setting? 

In HW 1: You’ll answer this question.



Linear Sketching



Linear Sketch

A sketch of a stream 𝑆𝑆 is a summary data structure sketch(𝑆𝑆) (most 
relevant to our goal if it is of small size).
Does the AMS algorithm provide a sketch for 𝐹𝐹2-estimation?

A sketch is linear, if 
 sketch 𝑆𝑆1 ∘ 𝑆𝑆2 = sketch 𝑆𝑆1 ∘ sketch 𝑆𝑆1

Equivalently, sketch(𝑆𝑆) = Π 𝑆𝑆 (𝑆𝑆 ∈ ℝ𝑚𝑚 and Π ∈ ℝ𝑘𝑘×𝑚𝑚)

Does the AMS algorithm provide a linear sketch for 𝐹𝐹2-estimation?



AMS as a Sketch

AMS-𝑭𝑭𝟐𝟐-Sketch:
     let 𝑚𝑚 = 𝑐𝑐 log 1

𝛿𝛿
/𝜖𝜖2

     let Π be a 𝑚𝑚 × 𝑛𝑛 matrix with {−1, +1} entries
     (i) rows are independent and
 (ii) in each row, entries are 4-wise indep.
     𝑧𝑧 ← 0 is a 𝑚𝑚 × 1 vector initialized to 𝟎𝟎
     
     foreach item 𝒊𝒊𝒋𝒋 in the stream do:
        𝑧𝑧 ← 𝑧𝑧 + 𝑀𝑀𝑒𝑒𝒊𝒊𝒋𝒋
 
    return 𝑧𝑧 as sketch 



AMS as a Sketch

- the sketch is mergeable.
- 𝑧𝑧𝑆𝑆∪𝑇𝑇 = 𝑧𝑧𝑆𝑆 + 𝑧𝑧𝑇𝑇

How to get the final estimate 
from the sketch 𝑧𝑧?

�𝐹𝐹2 = median𝑔𝑔=1…𝑘𝑘
1
𝑡𝑡
∑𝑗𝑗∈𝐺𝐺𝑔𝑔 𝑧𝑧𝑗𝑗

2  

where 𝐺𝐺1, … ,𝐺𝐺𝑘𝑘 are partition of 
the 𝑚𝑚 rows (𝑚𝑚 = 𝑡𝑡𝑡𝑡).

AMS-𝑭𝑭𝟐𝟐-Sketch:
     let 𝑚𝑚 = 𝑘𝑘 × 𝑡𝑡
     let Π be a 𝑚𝑚 × 𝑛𝑛 matrix with {−1, +1} entries
     (i) rows are independent and
 (ii) in each row, entries are 4-wise indep.
     𝑧𝑧 ← 0 is a 𝑚𝑚 × 1 vector initialized to 𝟎𝟎
     
     foreach item 𝒊𝒊𝒋𝒋 in the stream do:
        𝑧𝑧 ← 𝑧𝑧 + 𝑀𝑀𝑒𝑒𝒊𝒊𝒋𝒋
 
    return 𝑧𝑧 as sketch 



Sketching

• Sketching is a powerful algorithmic technique with broad 
applications in both theory and practice.

• Linear sketches are a particularly important subclass, as they 
naturally handle dynamic data streams that include deletions or 
negative updates.

• The theory of sketching is deeply connected to fundamental 
concepts like dimensionality reduction (the Johnson-Lindenstrauss 
Lemma) and subspace embeddings.



Heavy Hitters



Streaming Models: Revisit

• The goal is to estimate a function of a vector 𝑥𝑥 ∈ ℝ𝑛𝑛 which is initially 
all 0’s vector.

• Each element 𝑒𝑒𝑗𝑗 of the stream is a tuple of (𝑖𝑖𝑗𝑗 ,Δ𝑗𝑗) where 𝑖𝑖𝑗𝑗 ∈ [𝑛𝑛] and 
Δ𝑗𝑗 ∈ ℝ is the update to coordinate 𝑖𝑖𝑗𝑗 ; i.e., this updates

𝑥𝑥𝑖𝑖𝑗𝑗 ← 𝑥𝑥𝑖𝑖𝑗𝑗 + Δ𝑗𝑗
o Δ𝑗𝑗 > 0 for all 𝑗𝑗: cash register, insertion only (when Δ𝑗𝑗 = 1) streams
o Δ𝑗𝑗 is arbitrary: dynamic or turnstile stream
o Δ𝑗𝑗 is arbitrary but 𝑥𝑥 ≥ 0 at all times: strict turnstile model



Frequent Items Problem (𝐹𝐹∞-Moment)

Recall: What is 𝐹𝐹∞?

• 𝐹𝐹∞ is very brittle and hard to estimate with low memory.
• Even strong lower bounds even for very weak relative approximations.

Hence, we need to settle for weaker (additive) guarantees.

Heavy Hitters Problem: Find all items 𝑖𝑖 such that 𝑓𝑓𝑖𝑖 > 𝑚𝑚
𝑘𝑘

 for some fixed 𝑘𝑘.
Heavy hitters are very frequent items. 



Finding Majority Element (interview question)

Offline: given an array/list 𝑨𝑨 of 𝑚𝑚 integers, is there an element that 
occurs more than 𝑚𝑚/2 times in 𝑨𝑨?
Streaming: is there an 𝑖𝑖 such that 𝑓𝑓𝑖𝑖 > 𝑚𝑚/2?



Boyer-Moore Voting

Lemma. If there exists a 
majority item 𝑖𝑖, the algorithm 
outputs 𝑠𝑠 = 𝑖𝑖 and 𝑐𝑐 ≥ 𝑓𝑓𝑖𝑖 −

𝑚𝑚
2

. 

Why it works?

Majority (in streams):
     let 𝑐𝑐 ← 0, 𝑠𝑠 ← 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
    
     foreach item 𝑒𝑒𝑗𝑗 in the stream do:
        if 𝒆𝒆𝒋𝒋 = 𝑠𝑠 then 
     𝑐𝑐 ← 𝑐𝑐 + 1
 else if 𝑐𝑐 = 0
     𝑐𝑐 ← 1 and 𝑠𝑠 ← 𝒆𝒆𝒋𝒋
 else
     𝑐𝑐 ← 𝑐𝑐 − 1      
    return 𝑐𝑐 and 𝑠𝑠 



Boyer-Moore Voting

Lemma. If there exists a 
majority item 𝑖𝑖, the algorithm 
outputs 𝑠𝑠 = 𝑖𝑖 and 𝑐𝑐 ≥ 𝑓𝑓𝑖𝑖 −

𝑚𝑚
2

. 

Why it works?

What if no majority item exists?
How to verify?

Majority (in streams):
     let 𝑐𝑐 ← 0, 𝑠𝑠 ← 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
    
     foreach item 𝑒𝑒𝑗𝑗 in the stream do:
        if 𝒆𝒆𝒋𝒋 = 𝑠𝑠 then 
     𝑐𝑐 ← 𝑐𝑐 + 1
 else if 𝑐𝑐 = 0
     𝑐𝑐 ← 1 and 𝑠𝑠 ← 𝒆𝒆𝒋𝒋
 else
     𝑐𝑐 ← 𝑐𝑐 − 1      
    return 𝑐𝑐 and 𝑠𝑠 
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