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ABSTRACT 
 
Optical coherence tomography (OCT) is an emerging, high-resolution near-infrared imaging and microscopy 
technique.  The axial and transverse resolutions in OCT can each be analyzed independently, with the axial resolution 
inversely proportional to the spectral bandwidth of the optical source and the transverse resolution defined by 
standard Gaussian beam optics.  While high numerical-aperture objectives are preferred to improve the transverse 
resolution, the reduced confocal parameter limits the depth-ranging capabilities of OCT and more complex en face 
imaging with focus tracking must be employed.  We present a method for increasing the apparent transverse 
resolution in OCT outside of the confocal parameter using Gaussian beam deconvolution of adjacent axial scans, and 
thereby reducing the limitations associated with the hourglass profile of a tightly focused Gaussian beam.  
Specifically, our method determines how measurements depend on the object when blurred with a Gaussian beam, 
and subsequently finds an estimate of the original object.  Possible reconstruction estimates are explored and 
evaluated using a variety of regularization techniques as well as estimation maximization algorithms.  Numerical 
simulations demonstrate effectiveness of each technique.  When applied to experimentally-acquired OCT data, the 
use of these algorithms can improve the apparent transverse resolution outside of the confocal parameter, extending 
the comparable confocal parameter range along the axial direction.  These results are likely to further improve the 
high-resolution cross-sectional imaging capabilities of OCT. 
 
Keywords: Optical coherence tomography, Deconvolution, Gaussian beam, Transverse resolution, Focusing, 

Richardson-Lucy. 
 

INTRODUCTION 
 

Optical coherence tomography (OCT) is an emerging, near-infrared imaging and microscopy method capable 
of micrometer-scale resolutions in biological specimens1-3.  In an OCT system, axial resolution is inversely proportional 
to the spectral bandwidth of the optical source, which is dependent on the optical coherence.  The intensity versus the 
difference in reference and sample path lengths with respect to time is called an interferogram; it is the cross-correlation 
signal.  The interferogram is a real signal, thus it is composed of positive and negative frequencies.  The interferogram 
can be used to generate a complex analytic signal composed of only positive frequencies.  Doppler OCT and structural 
OCT images are generated using the phase and magnitude information of the complex analytic signal4-6.  The complex 
analytic signal is most relevant when deciding the feasibility of each algorithm presented in the following sections.  
Specifically, some algorithms have positivity constraints7,8, that do not apply to OCT refractive index reconstruction, 
but still may be useful under an assumption of point-like scatterers. 

Typically, assembling transverse-aligned, adjacent axial scans generates a two-dimensional, cross-sectional 
OCT image2,3.  Namely, the beam is assumed to be perfectly collimated at every point in the sample.  However, in 
Gaussian optics, the geometry of the beam profile exhibits an hourglass shape after passing through a lens, as illustrated 
in fig. 1.  This profile assumes a direction of propagation incident perpendicular to the lens.  The transverse resolution is 
not constant, but has a dependence on the depth and the focal region of the lens.  Furthermore, lenses with a higher 
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numerical aperture (NA) are able to focus a beam to a smaller spot size but produce a more pronounced hourglass 
shape.  Hence, high NA lenses are typically used for optical sectioning in planes parallel (en face) to the surface of the 
specimen such as in confocal or multiphoton microscopy9.  Lenses with a lower numerical aperture are typically 
preferred for OCT, where a relatively uniform transverse resolution over the entire axial (depth) scan is desired.  
Typically when choosing a lens for OCT, the confocal parameter (distance about the focus where the beam width is 
relatively uniform) is chosen to closely match the depth of imaging penetration in a particular tissue type. 
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Fig. 1.  The geometry of a Gaussian beam for low and high numerical aperture (NA) lenses.  These geometries are contrasted with the 
assumption of a collimated axial OCT scan.  b is the confocal parameter, wo is the beam radius at the focus, and Lc is the coherence 
length of the source. 
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where f is the focal length of the lens, D is the beam diameter incident on the objective lens, and 
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Equation (2) indicates that the size of the confocal region decreases as the square of the transverse resolution decreases.  
Transverse resolution is significantly reduced outside of the confocal region, thus blurring features of the specimen.  In 
OCT, the focusing Gaussian beam profile remains fixed, while varying the reference arm pathlength scans the depth at 
which backscattered signal is detected.  In OCT images, if a high NA objective is used and the depth scan length 
exceeds the dimension of the confocal region, then the loss of transverse resolution will be evident in the image and 
features located outside of the confocal region will appear blurred.  Our goal for this research is to digitally reduce the 
transverse blurring outside of the confocal region by using deconvolution techniques.  The solution will be to determine 
how OCT measurements depend on an object that is blurred with a Gaussian beam, and then find a suitable estimate of 
the deblurred signal. 
 A multitude of deconvolution algorithms has been developed for estimating a genuine signal based on 
idealizations of physical properties.  For instance, the astronomy community has developed several algorithms, which 

≠
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have proven to be paramount for extracting relevant stellar information10.  Furthermore, optical microscopy has 
benefited from use of these restoration techniques, which solve problems such as out-of-focus flare in fluorescence 
imaging11.  Several deconvolution algorithms have been implemented in OCT to correct for axial blurring12-14.  These 
algorithms correct either the effect of the laser spectrum or the dispersion induced by the optical system and the 
specimen.  Experimental setups have utilized additional optical hardware such as adaptive optics or axicon lenses to 
increase the transverse resolution over large depths in the specimen15,16.  Dynamic focusing techniques have been 
implemented for OCT and optical coherence microscopy to generate images with high transverse resolutions over 
relatively large depths, which can be useful for en face imaging2,17.  Although these methods are feasible, each requires 
specific hardware modifications that may be expensive or difficult to control in the OCT system setup.  One algorithm 
for generating OCT images with high transverse resolution over large apparent depth scans involves composite (C-
mode) imaging18, and is analogous to one used in ultrasound imaging.  This algorithm involves the acquisition of 
multiple OCT images, with the beam focus placed at incrementally increasing depths within the specimen.  From each 
image, data located within the short confocal region is segmented out and subsequently assembled to produce a single 
composite image.  A significant advantage of the transverse deconvolution algorithm presented here is the reduction of 
the transverse blurring and the apparent improvement in transverse resolution inside and outside of the confocal region 
without the addition of new optical hardware or the need to acquire multiple images of the same specimen. 

The main objective of this study is to investigate a set of algorithms for improving the transverse resolution of 
OCT by deconvolving the Gaussian beam blurring caused by a lens.  The next section demonstrates a general approach 
to modeling the physical parameters that characterize the lens.  Then, a number of solutions to remove the effect of the 
Gaussian beam blur are introduced.  Simulations for each of these solutions are used to assess algorithm performance.  
Finally, the algorithms are applied to experimentally-acquired OCT images to further characterize the Gaussian beam 
problem.   

A more uniform resolution throughout an image can impact the way an object is categorized.  For example, a 
biological specimen with pre-cancerous cellular changes may go unnoticed if it lies in an imaging region where the 
blurring occurs19,20, and a non-uniform resolution could result in a misdiagnosis21.  Finally, there is the potential for 
reducing data acquisition time since a higher percentage of the OCT image may be more clinically useful. 
 

MODELS AND METHODS 
 
It is necessary to create an accurate mathematical model of the transverse beam dynamics in the OCT system to 
characterize the transverse resolution.  Specifically, the Gaussian beam profile of the lens characterizes the depth-
dependent lateral resolution.  A Gaussian beam can be represented by the following equation: 
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where the depth dependent beam waist size is given by 
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the radius in Cartesian coordinates is given by 
2 2x yρ = + ,       (5) 

the radius of curvature of the wavefront is given by 
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and the wave number (neglecting dispersion) is given by 
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where vg is the group velocity (envelope speed), k0 is a constant wave number, 
0

ω  is a constant frequency, ω  is the 

frequency of the light, A0 is a constant amplitude, 
0

W  is the waist radius, x and y are the transverse coordinates, and z is 

the axial coordinate where z=z0 at the boundary of the confocal region22.  The wavefronts are approximately planar at 
the beam waist, but gradually curve at distances away from the waist (outside of the confocal region).  The wavefront 

emitted from a scattering object in the Gaussian beam has a curvature dependent on the phase term, 
2

2 ( )
jk

R z

ρ
− .  The 

Gaussian wavefront has spherical constant-time surfaces that in this work are approximated as planes.  Fig. 2 shows the 
cross-section of curved wavefronts in gray and the planar wavefronts as dashed lines.  The Gaussian beam equation for 
planar wavefronts is 
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Fig. 2.  Gaussian beam wavefronts from nonlinear exponential quantities (solid gray) and an approximation with the quantities 

removed (dashed), 
s

r  is the vector from the center of the lens to a scatterer, ( )G r  is the Gaussian envelope, ( )rΓ  is the Green’s 

function, and ( )rη∆  is the index of refraction change in the imaged medium.  Red arrows represent the first Born approximation 
(single backscatter). 
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Fig. 2 also diagrams the first Born approximation, usually sufficient in OCT, as applied to the Gaussian beam 
deconvolution problem.  The Green’s function ( )rΓ  represents the reflection due to a change in index in the imaged 

object, ( )rη∆ .  The Gaussian beam profile is ( )
s

G r r− , where 
s

r  is the distance from the center of the lens.  Thus, a 

first Born (single scattering) approximation of the reflection is given by 

( )( ) ( )* ( ) ( - )
s

R r r r G r rη= Γ ∆ ⋅ ,     (10) 

where * denotes three-dimensional spatial convolution. 
A single axial scan of OCT data can be formulated as the projection of reflected light returning into the lens 

from the Gaussian beam, 

( )[ ]( , ) ( ) ( ) ( ) ( )
s s s

S r G r r r r G r r drω η= − Γ ∗ ∆ −∫ .    (11) 
When the spherical waves from the Gaussian beam are scattered off of the object, they are matched to the mode re-
entering the fiber.  Thus, in the paraxial zone, the field collected by the fiber can be approximated by: 
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Next, we can formulate the axial scan data as a function of time and space by integrating over the frequencies present in 
the laser spectrum ( )I ω , 
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produces coherence gating, the quantity in square brackets represents a separable Gaussian 

convolution kernel having a depth-dependent standard deviation, W(z), and the remaining terms represent a depth-

dependent magnitude and phase.  Next, we can estimate a y-blurred version of the object for an axial scan, ( , )
s

S x t  

since kernel is separable.  The bracketed quantity in (14) can be rewritten as 
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where the new bracketed term is a y-blurred version of the object and can be denoted by ( , )
s

x zη ′∆ .  Therefore, by 

applying a deconvolution algorithm to each of the approximated Gaussian kernels in the x direction, the object can be 
reconstructed with blurring in only the y direction. 

Since this design models noise, there will be a need for a regularized solution.  The truncated SVD (TSVD) is 
used to provide a regularized solution, 
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where k is determined by a regularization parameter, α, which is a corresponding threshold such that all σi >α are 
retained23,24.  This method is chosen because it reduces the emphasis on smaller singular values in the minimum norm 
solution, which are more correlated to the noise.   

Tikhonov regularization is also used, 
1

Tikh
( )H H Hx A A L L A yλ −= + ,     (17) 
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where λ is a regularization parameter, which can be estimated to be half the noise variance for a reasonable solution 
when L is the identity matrix25,26.  Tikhonov regularization offers a method for compromising between the size of the 
residual norm and the side constraint, λ. 

An iterative deconvolution scheme, known as Richardson-Lucy, converges to the maximum likelihood solution 
for Poisson statistical data, which is appropriate in some cases for modeling optical data that has shot noise, a result of 
counting statistics27.  The algorithm is implemented in the following manner: 

1

1, ,

1 ,

ˆ ˆ
ˆ

j i j
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j j k n kk
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x x
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where hn is the point-spread function (PSF), in this case the Gaussian blurring kernel7,8.  This method forces the restored 
image to be positive for each iteration.   
 

SIMULATIONS 

 The simulations of the OCT system follow a method developed by Marks, et al.12.  To create simulation OCT 
fringes for a set of point (delta) scatterers, (reflections from sub-resolution-sized particles), four parameters must be 
taken into account.  First, the point scatterers must have random phase so as to model random positions of particles 
situated within a coherence volume.  Second, the system must have bandwidth support, which is limited by the laser 
spectrum.  The bandwidth of our system is 100nm and is centered at 820nm.  Third, the lens must create a Gaussian 
beam depth-dependent blur.  Our lens focal length f is 5mm, spot size 2w0 is 5µm, confocal parameter b is 48µm, and 
diameter of beam on the lens D is 2mm.  Fourth, the system noise can be approximated with Gaussian white noise. 

  
(a) 

  
(b) 

Fig. 3.  Simulated OCT image of oversampled point scatterers.  (a) Before a Gaussian beam blur (left) and zoom on scatterers (right), 
when parameters 1 and 2 are satisfied.  (b) After a Gaussian beam blur (left) and zoom on scatterers (right), with SNR = 35 dB, and 
when parameters 3 and 4 are satisfied. 

250µm 30µm
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The effects of the first two parameters can be seen in fig. 3(a) and represent our deblurred and denoised image 
where delta scatterers are oversampled in the axial direction.  The methodology for this testing is to characterize the 
resilience of the algorithm.  Testing algorithms with a SNR of 35 dB serves to evaluate the algorithm performance and 
determine useful regularization parameters.  The resulting image after addition of Gaussian blurring and white noise is 
seen in fig. 3(b).  The simulated figures have every scatterer at the same position for direct comparison. 
 The minimum norm solution with Tikhonov regularization can be compared using both the magnitude and 
complex analytic fringe data.  Several values for the regularization parameter were explored, but λ = 0.02 optimally 
balanced the seminorm with the residual norm when L = I.28  Fig. 4(a) shows the reconstruction based on only the 
magnitude data.  Reconstruction artifacts such as ringing are somewhat apparent in this image, while the reconstruction 
with the complex analytic signal has less ringing artifacts, as seen in fig. 4(b). 

  
(a) 

  
(b) 

Fig. 4.  Tikhonov regularization, λ = 0.02, SNR = 35 dB, using (a) magnitude signal (some ringing artifacts), and (b) complex analytic 
signal (minimal ringing). 
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 The pseudo inverse with TSVD regularization is used to generate the minimum norm solution using both the 
magnitude and complex analytic fringe data.  Several values for the regularization parameter were explored, but α = 
0.01 optimally balanced the noise with the reconstruction (verified with the Picard condition)28.  Fig. 5(a) shows the 
reconstruction based on only the magnitude data.  Reconstruction artifacts such as ringing are quite apparent in this 
image, while the reconstruction with the complex analytic signal has minimal ringing artifacts, as seen in fig. 5(b). 
  

 Implementation of the Richardson-Lucy algorithm shows improvement in blurry regions of the image with 
increasing number of iterations.  The Richardson-Lucy algorithm uses only the magnitude fringe data and has a 
positivity constraint for each iteration.  Fig. 6(a) shows the magnitude data reconstruction for a single iteration of the 
Richardson-Lucy algorithm.  Comparatively, since Gaussian beam blurring is a physical parameter, a number of 
iterations can be associated with each focal depth in the lens.  Fig. 6(b) shows the magnitude for a dynamically-iterative 
reconstruction where the number of iterations is depth dependent.  Specifically, the iterations increase proportional to 
the size of the Gaussian blurring kernel from 1 to 21.  Some authors have addressed the optimality criterion for selecting 
parameters for algorithms like the Richardson-Lucy, which may lead to image convergence29.  
 

  
(a) 

  
(b) 

Fig. 5.  Truncated singular value decomposition, α = 0.01, SNR = 35 dB, using (a) magnitude signal (ringing artifacts), and (b) 
complex analytic signal (minimal ringing). 
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EXPERIMENTAL DATA 

 A tissue phantom was designed to test the point-spread function of our experimental setup.  To design an 
appropriate tissue phantom, it is desirable to include individual scatterers on the size order of cellular structures and near 
our resolution limit.  A solution of 4.0 grams of polydimethylsiloxane (PDMS) was mixed with 7 mg of Magnetite 
(Fe3O4), each having an average diameter of 1.9 µm.  These microparticles act as point scatterers in OCT, thus 
providing a physical embodiment of our simulated experiment.  Furthermore, these microparticles are used to simulate 
individual cells/nuclei in engineered tissues30.  Images were taken at an axial scan rate of 25 Hz, with a 20 mm focal 
length lens, a system bandwidth of 100 nm full-width at half-maximum, a center wavelength of 800nm, and 15.6 mW of 
power incident on the sample.  The calculated axial resolution is 3 µm, the transverse resolution was 15 µm, and the 
confocal region was 430 µm.  Fig. 7 shows the original and Richardson-Lucy corrected images.  The final deblurred 
region can be estimated by measuring the distance of the resolved points outside of the confocal region.  The criteria for 
determining a resolved point is that the energy compaction of particles outside of the confocal region in the new image 
is equivalent to the energy compaction of particles on the edge of the confocal region in the original image.  Based on 
this image data, the deblurred region extended over 500 µm above and below the confocal region, or a total distance of 
approximately 1.43 mm. 
 A second experiment was conducted by acquiring OCT image data from an in vivo Xenopus laevis (African 
frog) tadpole, a common developmental biology animal model and one used routinely for demonstrating OCT imaging 
performance31.  Imaging along the dorsal surface of the tadpole, details of mesenchymal cells were imaged with a 
20mm focal length lens at an axial scan rate of 40 Hz.  The image has the same corresponding axial and transverse 

  
(a) 

  
(b) 

Fig. 6.  Richardson-Lucy reconstruction using magnitude data, SNR = 35 dB, for (a) one iteration, and for (b) depth-dynamic 
iterations (1 to 21 linearly spaced from focus to image edge). 
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resolutions, and therefore the same confocal parameter, as the previous image (fig. 7).  Fig. 8 illustrates the original and 
corrected images. 

The original image exhibits a loss of transverse resolution out of the confocal region due to the effect of the 
Gaussian beam, which spreads the energy of a cellular boundary or feature across several pixels, thus blurring and 
misrepresenting the cellular structure.  By comparing cellular regions outside of the confocal region in the two images 
(boxed regions in fig. 8(a), and 8(b)), the boundaries of the cell membranes and the nuclei appear more distinct in the 
deconvolved image (fig. 8(b)).   

 
CONCLUSIONS 

 
The Richardson-Lucy algorithm tends to concentrate energies near boundaries, which provides a good approximation to 
cellular boundaries and sub-cellular features, and tends to be more robust against errors from the defocused blur.  The 
Richardson-Lucy algorithm deblurs the intensity of an image therefore concentrating the power near the strong 
scatterers. These strong scatterers often correspond to the cell nuclei and membranes.  Therefore, the implementation of 
a dynamically-iterative Richardson-Lucy algorithm offers the best performance for distinguishing physical features of 
the specimen at the cellular level.  In particular, the transverse deblurring effect of this algorithm can extend the 
apparent confocal region of the image, providing high transverse resolution over extended distances, without the need 
for implementing new optical hardware or the acquisition, segmentation, and assembly of multiple OCT images from 
the same specimen.  The improvements afforded by a dynamically applied Richardson-Lucy algorithm are most 
pronounced when imaging specimens at the cellular level and at the resolution limits afforded by current OCT systems. 

        

200µm 200µm 

        (a)    (b) 
Fig. 7.  Application of the dynamic Richardson-Lucy algorithm on 
a tissue phantom. (a) Original and (b) Richardson-Lucy corrected 
image. 

 

200µm 

 
(a) 

 

200µm 

 
   (b) 
Fig. 8.  Application of the dynamic Richardson-Lucy 
algorithm to in vivo cellular data.  OCT images of the 
mesenchymal cells of the Xenopus laevis, represented (a) 
without deconvolution, and (b) with the dynamic Richardson-
Lucy algorithm.  Comparison of cellular feature within the 
dashed box outside the confocal region shows more distinct 
cell boundaries and features in (b). 
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