
1

A Bayesian Approach to Forced Oscillation Source
Location Given Uncertain Generator Parameters
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Abstract—Since forced oscillations are exogenous to dynamic
power system models, the models by themselves cannot predict
when or where a forced oscillation will occur. Locating the sources
of these oscillations, therefore, is a challenging problem which
requires analytical methods capable of using real time power
system data to trace an observed oscillation back to its source.
The difficulty of this problem is exacerbated by the fact that
the parameters associated with a given power system model can
range from slightly uncertain to entirely unknown. In this paper,
a Bayesian framework, via a two-stage Maximum A Posteriori
optimization routine, is employed in order to locate the most
probable source of a forced oscillation given an uncertain prior
model. The approach leverages an equivalent circuit represen-
tation of the system in the frequency domain and employs a
numerical procedure which makes the problem suitable for real
time application. The derived framework lends itself to successful
performance in the presence of PMU measurement noise, high
generator parameter uncertainty, and multiple forced oscillations
occurring simultaneously. The approach is tested on a 4-bus
system with a single forced oscillation source and on the WECC
179-bus system with multiple oscillation sources.

Index Terms—Bayesian analysis, forced oscillations, inverse
problems, low frequency oscillations, parameter estimation, pha-
sor measurement unit (PMU), power system dynamics

I. INTRODUCTION

W ITH the continued wide-scale deployment of Phasor
Measurement Units (PMUs) across the transmission

grid, power system operators have an increasingly adept ability
to observe and respond to low frequency oscillations. Of par-
ticular concern are forced oscillations (FOs), which generally
refer to a system’s response to an external periodic distur-
bance [1]. A broad range of causes [1], [2], such as control
valve malfunctions, and resulting detrimental effects [3], [4],
such as power quality degradation, are attributed to FOs.

Across industry and academia, there is general consensus
that the most effective way to deal with a FO is to locate
the component which is the source of the oscillation and
disconnect it from service. Accordingly, a range of oscillation
source location algorithms, many of which are outlined in [5],
have recently been developed. Most notable is the Dissipating
Energy Flow (DEF) method [6] which tracks the system-wide
flow of so-called “transient energy” in order to locate the
source. This method has been successfully applied to many
actual FO events in the ISO New England and WECC systems.
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Although successful in practice, a number of questions related
to its modeling assumptions still remain open [7], [8].

Non energy-based methods have also shown great promise.
In [9], eigenvalue decomposition of the linearized system’s
state matrix is used in conjunction with the FO’s measured
characteristics to perform source location identification. The
authors of [10] employ machine learning techniques, via mul-
tivariate time series analysis, to perform source identification;
all off-line classifier training is based on simulated data. A
fully data driven method, which employs convex relaxation
to optimally locate sparse FO sources, is introduced in [11].
Due to the characteristically narrow bandwidth of FOs, other
authors have embraced frequency domain techniques. In [12],
the pseudo-inverse of a set of system transfer functions are
multiplied by a vector of PMU measurements to yield a FO
solution vector. Similarly, [8] introduces a method for building
the frequency response function (FRF) associated with a
dynamic generator model. The FRF is then used to predict
generator responses to terminal voltage oscillations: large
deviation between the prediction and the PMU measurements
at the forcing frequency indicate the source of a FO.

Model based source location algorithms incorporate the
unfortunate drawback of solution accuracy being constrained
by the accuracy of the model parameters used in the analysis.
Purely data driven approaches, on the other hand, don’t
leverage known system structure and dynamics. To mitigate
these drawbacks, this paper introduces a Bayesian approach
for performing source identification, where PMU data is incor-
porated in a likelihood function and confidence in the system
model is incorporated in a prior function. Others have applied
Bayesian analysis to power systems in past. For example, [13]
used a Bayesian particle filter for power plant parameter
estimation, and [14] solved a maximum a posteriori (MAP)
optimization problem in the time domain to perform power
system parameter identification. While parameter estimation is
an important aspect of our solution to the FO source location
problem, our primary goal is to locate the sources of the FOs.

Building off the FRF analysis presented in [8], the primary
contributions of this paper are as follows.

1) A likelihood function and its physically meaningful co-
variance matrix are derived with respect to a generator’s
terminal signal perturbations in the frequency domain.

2) A Bayesian source location algorithm, via two-stage
MAP optimization, is formulated to find the most likely
set of dynamic model parameters and FO injection terms.

3) A numerical procedure is given which engenders compu-
tational tractability in the context of large scale systems.
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II. PROBLEM FORMULATION

In this section, we first recall the concept of a generator’s
frequency response function (FRF) which was introduced in
[8]. Next, we introduce the maximum a posteriori (MAP)
framework — the central concept of this manuscript — and
show how it may be leveraged for locating the sources of FOs.
Finally, we present a MAP solution technique.

A. Representing Generators as Admittance Matrices

As in [8], we start by considering a generator1 connected to
a power system and assuming PMU data from the generator’s
terminal bus are available. We also assume the generator is
operating with steady state terminal voltage phasor V0e

jθ0 and
current phasor I0e

jφ0 . We respectively define V(t), θ(t), I(t)
and φ(t) to be the measured voltage magnitude, voltage phase,
current magnitude and current phase deviations from steady
state. The Fourier transform F of these signals is

X̃(Ω) =

∫ −∞
∞

X(t)ejΩtdt, X ∈ {V, θ, I, φ}. (1)

To avoid confusion, we note that the frequency Ω has nothing
to do with the fundamental AC frequency of 50 or 60 Hz;
the transformation in (1) is performed on phasors with AC
frequencies already excluded. We now consider the FRF Y≡
Y(Ω) from [8] which relates a generator’s terminal current
(magnitude and phase) perturbations to its terminal voltage
(magnitude and phase) perturbations in the frequency domain:[

Ĩ(Ω)

φ̃(Ω)

]
︸ ︷︷ ︸

Ĩ

≈
[
Y11 Y12

Y21 Y22

]
︸ ︷︷ ︸

Y

[
Ṽ(Ω)

θ̃(Ω)

]
︸ ︷︷ ︸

Ṽ

Ω ≥ 0 (2)

where the approximation is employed since measurement
noise prevents (2) from constituting an exact relationship. We
refer to the vector Ĩ as the current measurement, since it is
directly measured by PMUs. Similarly, we refer to the vector
YṼ as the current prediction, since the measured voltage
vector Ṽ is multiplied by an admittance matrix model to
yield a current estimate. The error between the measured (Ĩ)
and predicted (YṼ) currents, at each frequency Ω, may be
quantified via the l2 norm:

prediction error =
∥∥∥Ĩ− YṼ∥∥∥

2
. (3)

For small perturbations, the primary contributors to the pre-
diction error are PMU measurement noise, generator model
parameter inaccuracies, and unmodeled generator inputs such
as external perturbations. It is further shown in [8] that when
generators are transformed into their equivalent FRFs, any FO
at a source bus acts as a current injection represented by the
2×1 complex vector I, where I = [II Iφ]> is used to denote
the complex current magnitude (II) and complex current phase
(Iφ) injections around particular forcing frequency Ωd:

Ĩ ≈ YṼ + I. (4)

This relation is illustrated at Fig. 1. Since FOs are usually dom-

1While this paper exclusively considers generators as the sources of FOs,
the given framework may be extended to any dynamic system component.

~ ~

Fig. 1. A FO in a time domain power system model (left) shows up as
a current injection source at the forcing frequency Ωd (bottom right) when
the system is transformed to the frequency domain (F ). While generator 1 (a
non-source bus) is transformed into just its FRF, generator 2 (a source bus) is
transformed into its FRF plus a parallel current source when Ω = Ωd. When
Ω 6= Ωd, this current injection is absent (top right).

0  0.5 1  0  0.5 1  

Fig. 2. The modulus of the measured and predicted current magnitude Ĩ
and current phase φ̃ spectrums at a source generator are plotted in panels
(a) and (b), respectively. At the forcing frequency of fd = 0.5 Hz, the
current injection magnitudes |II| and |Iφ| can be seen as deviations from the
predicted terminal current spectrum.

inant at some forcing frequency Ωd and nonexistent elsewhere
in the frequency spectrum (neglecting nonlinear harmonics),
the current injection I will be equal to 0 for all frequencies
Ω 6= Ωd. At any generator which is not the FO source, the
current injection is zero for all Ω.

An example of the measured and predicted current spec-
trums associated with a source generator (in the absence
of measurement noise and model uncertainty) is shown by
Fig. 2. Panels (a) and (b) show the presence of the FO
current injection magnitudes which cause deviation between
the measured and predicted current spectrums. At non-source
generators, these injections do not exist and the measurements
and predictions match.

B. Constructing the System Likelihood Function

Identifying the source of a FO based on a generator’s
FRF, as outlined in the previous subsection, relies on the
knowledge of the generator model in order to construct its
Y-matrix. If the generator model parameters are not known
with sufficient accuracy, the method cannot be applied directly.
However, since the current injection function I is only non-
zero in a narrow band around the forcing frequency Ωd, one
can use the generator’s measured response in the remainder
of the spectrum in order to identify its parameters. This is
accomplished by employing the MAP framework.

To construct the likelihood function which characterizes the
admittance matrix relationship of (4), let us first consider the
following generalized dynamical system:

y = Ax + η (5)
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where η is some independent identically distributed (IID)
vector of additive white Gaussian noise (AWGN) variables
with ηi ∼ N (0, σ2) and x and y are input and output vectors.
The covariance matrix of the likelihood function is thus

E
[
(y −Ax) (y −Ax)

>
]

= E
[
ηη>

]
. (6)

Since η is an IID vector, then Γη := E[ηη>] = σ21 where
1 is the identity matrix. The multivariate normal distribution
associated with this system is thus given by

pη(η1, ..., ηr) =
e−

1
2 (y−Ax)>Γ−1

η (y−Ax)√
(2π)

l
det (Γη)

. (7)

Since the measurement noise associated with PMU data is
approximately white [15], a similar likelihood function may
be constructed for the system in (4), where “system” in this
subsection refers to a single generator. To build this likelihood
function, the expanded RHS of (4) is subtracted from the
expanded LHS. Assuming an accurate admittance matrix, the
system dynamics cancels out and only measurement noise
terms are left over on the RHS of (8):[

Ĩ

φ̃

]
−
[
Y11 Y12

Y21 Y22

] [
Ṽ

θ̃

]
−
[
II

Iφ

]
=[

ε̃I
ε̃φ

]
−
[
Y11 Y12

Y21 Y22

] [
ε̃V
ε̃θ

]
(8)

where ε̃X , X ∈ {V, θ, I, φ} is a complex random variable
associated with the frequency domain representation of the
AWGN distribution εX . Accordingly, measured signal X(t)
and its associated true signal X(t) are related by

X(t) = X(t) + εX , X∈{V, θ, I, φ}. (9)

We now assume εX is sampled 2K+ 1 times with sample
rate fs. The values are placed into discrete vector εX [n], and
its Discrete Fourier Transform2 (DFT) is taken. The resulting
single-sided output, ε̃X [w], will be a function of the K+1
frequencies

Ωw = 2π ×
[
0,

fs
2K+1

,
2 · fs

2K+1
, . . . ,

K · fs
2K+1

]
. (10)

Since the input distribution to the DFT is a Gaussian, the
output will be a frequency dependent set of complex Gaus-
sians which are IID across frequency. Accordingly, ε̃X in
fact does not depend on frequency since ε̃X [w1] and ε̃X [w2]
are distributed identically. Additionally, ε̃X can be split into
its real and imaginary components via ε̃X = ε̃Xr + jε̃Xi ,
where ε̃Xr and ε̃Xi are both real valued, IID Gaussians with
E[ε̃Xr

] = E[ε̃Xi
] = 0. By the central limit theorem and basic

statistics, the variances of ε̃Xr and ε̃Xi , which are essential
for eventually building the likelihood covariance matrix, can
be computed:

E[ε̃2Xr
] = E[ε̃2Xi

] =
4 (2K+1)

2
E[ε2X]. (11)

To continue building the likelihood function, (8) must be
separated into its real and imaginary parts in order to preserve

2We define the 2K + 1 point double sided DFT of x[n] as x̃[w] =∑2K
k=0 x[n]e

−j 2πwn
2K+1 where w = 0, 1, ..., 2K.

the Gaussian nature of the measurement noise. It is important
to note that there are no measurement noise terms associated
with the current injections since vector I is not measured but
is instead a mathematical artifact which represents the current
flow attributed to a FO. For notational convenience, the LHS
of (8) may be rewritten in terms of the complex variables
M̃ = M̃r+jM̃i (magnitude) and P̃ = P̃r+jP̃i (phase) while
the RHS of (8) may be rewritten in terms of the corresponding
complex noise variables Ñ = Ñr + jÑi and Q̃ = Q̃r + jQ̃i:[

M̃r + jM̃i

P̃r + jP̃i

]
=

[
Ñr + jÑi
Q̃r + jQ̃i

]
. (12)

Equation (12) is valid across all frequencies, and it is entirely
analogous to writing (5) as y−Ax = η. Explicitly, the residual
expressions on the LHS of (12) take on the following forms:

M̃r= Ĩr − Y11rṼr + Y11iṼi − Y12r θ̃r + Y12iθ̃i−IIr (13)

M̃i= Ĩi − Y11iṼr−Y11rṼi − Y12iθ̃r − Y12r θ̃i − IIi (14)

P̃r= φ̃r − Y21rṼr + Y21iṼi − Y22r θ̃r + Y22iθ̃i−Iφr (15)

P̃i= φ̃i − Y21iṼr − Y21rṼi − Y22iθ̃r − Y22r θ̃i−Iφi (16)

where the subscripts r and i denote the real and imaginary
parts of the admittance matrix entries, complex frequency
domain signals, and current injection terms. The noise-related
expressions, on the RHS of (12), take on the following forms:

Ñr = ε̃Ir − Y11r ε̃Vr + Y11iε̃Vi − Y12r ε̃θr + Y12iε̃θi (17)

Ñi = ε̃Ii − Y11iε̃Vr − Y11r ε̃Vi − Y12iε̃θr − Y12r ε̃θi (18)

Q̃r = ε̃φr − Y21r ε̃Vr + Y21iε̃Vi − Y22r ε̃θr + Y22iε̃θi (19)

Q̃i = ε̃φi − Y21iε̃Vr − Y21r ε̃Vi − Y22iε̃θr − Y22r ε̃θi (20)

where the real and imaginary components of the measure-
ment noise distributions, as characterized by (11), have been
employed explicitly. In equating the real and imaginary parts
of (12), four equations are yielded: M̃r = Ñr, M̃i = Ñi,
P̃r = Q̃r, and P̃i = Q̃i. Assuming each of these can be
written for the K + 1 frequencies of (10), then (12) may be
used to generate a total of 4(K+1) equations. It is thus useful
to define the following RK+1 function vectors:

Zr :=
[
Z̃r[0], . . . , Z̃r[K]

]>
Zi :=

[
Z̃i[0], . . . , Z̃i[K]

]> , Z∈ {M,N,P,Q} (21)

where each vector entry is a function of one of the K + 1
frequencies from vector (10). The full noise function vector L
is now defined which represents the concatenation of the four
individual noise function vectors:

L = [N>r N>i Q>r Q>i ]>. (22)

The residual function vector R may be defined similarly:

R = [M>r M>i P>r P>i ]>. (23)

The 4(K+1)×4(K+1) covariance matrix of L is thus

ΓL = E
[
LL>

]
(24)

=


ΓNr

0 ΓNrQr
ΓNrQi

0 ΓNi
ΓNiQr

ΓNiQi

ΓQrNr
ΓQrNi

ΓQr
0

ΓQiNr
ΓQiNi

0 ΓQi

 (25)
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Fig. 3. The frequencies between Ωp = Ωd − Ωr and Ωq = Ωd + Ωr
represent the frequency range over which the FO has significant effect on the
system. Ωr is half the range over which the forcing frequency has effect.

where the zero matrices 0 are inserted due to the fact that
E[ÑrÑi] = E[Q̃rQ̃i] = 0, by inspection, for all frequencies.
By direct extension, ΓNrNi

= ΓQrQi
= 0. Each of the

non-zero sub-covariance matrices in (25) will be diagonal
due to the fact that the frequency domain representation of
measurement noise at the kth frequency is uncorrelated with
everything except for itself at the particular kth frequency.

The multivariate Gaussian likelihood function may now be
constructed. In Bayesian analysis, the likelihood probability
density function (PDF) plikely quantifies the likelihood of the
observed data in d given some set of model parameters in
Θ. In this context, Θ is a vector filled with the generator
parameters Θg which are necessary to construct Y (such as
reactances, time constants or AVR gains) and the current
injection terms ΘI :

Θ =

{
Θg ⇒ generator parameters
ΘI ⇒ current injection terms. (26)

Entirely analogous to (7), the likelihood function itself is

plikely(d|Θ) =
e−

1
2R
>Γ−1

L R√
(2π)

4(K+1)
det (ΓL)

. (27)

C. Constructing the System Prior Function

Typically, the generator model parameter values in the vec-
tor Θg ∈ Rm are not certain, and it is common to quantify this
initial certainty with another multivariate Gaussian PDF [14]:

pprior1(Θg) =
e−

1
2 (Θg−Θg)

>
Γ−1
g (Θg−Θg)√

(2π)
m

det (Γg)
(28)

where Θg is the mean vector of prior generator parameter
constants and Γg is the corresponding diagonal covariance
matrix. High model parameter confidence corresponds to low
variance values. Also contained in Θ is the vector ΘI ∈ R4v:

ΘI =


IIr (Ω)
IIi(Ω)
Iφr (Ω)
Iφi(Ω)

, Ω ∈ {Ωp . . .Ωq} (29)

where IIr , IIi , Iφr and Iφi are used in (13)-(16). By
leveraging prior knowledge about the central FO frequency
Ωd, we define these injections to exist only across the small
range of DFT frequencies where the FO energy is dominant:
Ωp through Ωq as shown by Fig. 3. In defining v discrete
frequencies is this range, there are a total of 4v current
injection parameters (per FO) at each generator to include in
(29). The prior distribution for these parameters will be taken

as an unconditional IID Laplace distribution [16] (this choice
shall be justified at the end of subsection II-D):

pprior2(ΘI) =

4v∏
j=1

λ

2
e−λ|ΘIj | (30)

where ΘIj refers to the jth current injection variable from
(29). The generator’s full prior is the product of the generator
parameter prior (28) and the current injection prior (30).

D. Applying the MAP Formulation to the Forced Oscillation
Source Location Problem

By leveraging the given likelihood and prior functions, a
Bayesian framework, via MAP optimization, can be used to
locate the sources of FOs in the context of a power system with
poorly known generator parameters. The posterior distribution,
which represents the likelihood of the model parameters given
the data that have been observed, is computed through the
application of Bayes’ rule at each generator:

ppost(Θ|d) ∝ plikely(d|Θ)pprior1(Θg)pprior2(ΘI). (31)

We now seek to maximize the posterior since max{ppost}
corresponds to maximum confidence in the model parameters
for a given set of observed data. Maximizing this distribution
is equivalent to minimizing the negative of its natural log3:

ΘMAP = argmin
Θ∈Rz

{− log(ppost(Θ|d))} (32)

= argmin
Θ∈Rz

{∥∥Θg−Θg

∥∥2

Γ−1
g

+R>Γ−1
L R+λ ‖ΘI‖1

}
(33)

where ||x||1 =
∑
i |xi| and z = m + 4v. The unconstrained

optimization problem formulated by (32) is similar in structure
to the LASSO problem [17] with the regularization parameter
λ acting as a penalty on non-sparse solutions for the vector
ΘI , although the admittance matrix Y contained in R is highly
nonlinear. Generally, optimization problems with objective
functions which are formulated as

min
x,y

L(x,y) + λ ‖y‖1 (34)

are non-differentiable when elements of y are zero. A
workaround for solving (34) transforms the unconstrained
problem into a constrained problem [18] by introducing slack
variables in the vector u such that (34) may be restated as

min
x,y,u

L(x,y) + λ
∑
i

ui

s. t. − u ≤ y ≤ u.

(35)

The unconstrained FO optimization problem may be restated
similarly, where slack variable vector s has been introduced:

Minimize
∥∥Θg −Θg

∥∥2

Γ−1
g

+ R>Γ−1
L R + λ

4v∑
i=1

si

subject to − s ≤ ΘI ≤ s.

(36)

This optimization problem is written for a single generator.
We now consider a power system with g generators of which

3To make this statement, we assume the determinant of the covariance
matrix in (27) is roughly constant across plausible model parameters.
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one, or more, may be the source(s) of the FO(s); PMU data
from each generator is assumed to be available. In defining the
scalar cost function fi =

∥∥Θg −Θg

∥∥2

Γ−1
g

+R>Γ−1
L R+λ1>s

associated with the ith generator, we may minimize the sum
of these cost functions over g generators:

Minimize
g∑
i=1

fi

subject to − si ≤ ΘIi ≤ si, i ∈ {1 . . . g}.
(37)

Particularly useful is that (37) may be solved as a set of g
uncoupled optimization problems: one for each generator. This
is made possible due to a relaxation introduced in choosing
the current injection prior of (30), which is now explained.
If a system operator knows that a FO is occurring in a
system, but the source generator is unknown, then the most
appropriate prior distribution for (29) would be one which
introduces an l0 norm constraint on current injections among
all system generators; this would constrain the number of non-
zero current injections found in the system to be equal to
the number of occurring FOs. Aside from the NP-harness
associated with such a formulation [17], an l0 norm con-
straint would require that the generator posterior distributions
be optimized simultaneously, thus coupling the optimization
problems of (37) and introducing large computational burden.
As a relaxed alternative, a Laplace prior [16] is chosen to
quantify the initial confidence in the current injection pa-
rameters because it ultimately introduces an l1 norm penalty
in (32). This l1 norm penalty naturally encourages sparse
regression parameter selection [16] and introduces the benefit
of uncoupled optimization despite inheriting the drawback of
relaxed sparsity. As evidenced by LASSO’s popularity, this is
a common relaxation approach [17] applied to problems which
seek sparse parameter recovery.

E. A Numerical Procedure for MAP Solution

In numerically solving (37), the problem becomes compu-
tationally burdensome if the true likelihood covariance matrix
of (25) is used in the objective function. Since ΓL depends
directly on the model parameters in Y , obtaining an analytical
solution for Γ−1

L , such that it can be used in computing the
necessary gradients and Hessians, is computationally inten-
sive. In order to minimize (36), the following heuristic steps
effectively balance formulation fidelity with tractability:

1) At the ith iterative optimization step, ΓL is numerically
evaluated with the ith parameter values of Θg such that
ΓLi ≡ ΓL|Θgi

2) Constant matrix ΓLi replaces analytical matrix ΓL in (36)
3) One iterative step is taken in the direction which mini-

mizes this altered cost function, thus computing Θgi+1

4) In returning to step 1, these steps are repeated for the
(i+1)th iteration, and so on

This process is applied for the covariance matrices of all g
generators in (37). In treating these matrices as numerically
constant at each optimization step, the objective function for
a single ith generator may now be restated as

fi =
∥∥Θg −Θg

∥∥2

Γ−1
g

+ R>Γ
−1

L R + λ1>s. (38)

Since d
dΘ (Γ

−1

L ) = 0, Hessian element i, j associated with
C := R>Γ

−1

L R is therefore simply

d2C

dΘjdΘi
= 2

(
d2R>

dΘjdΘi
Γ
−1

L R +
dR>

dΘj
Γ
−1

L

dR

dΘi

)
. (39)

An interior point method may be used to solve the optimization
problem set up by (37) with objective function (38).

III. DEFINING A FORCED OSCILLATION SOURCE
LOCATION ALGORITHM

In this Section, the formulations introduced in [8] and
Section II are tied together to explicitly define a FO source
location algorithm. For enhanced effectiveness, a two-stage
Bayesian update optimization scheme is introduced. This two-
stage scheme allows the optimizer to primarily focus on gen-
erator parameter selection in stage 1 (by excluding data in the
bandwidth of the FO) and current injection selection in stage 2
(by tightening the variances of the generator parameters based
on the results of stage 1).

Stage 1

In stage 1, current injections are not considered. This is
made possible if the system operator has prior knowledge
about the location, in the frequency spectrum, of the current
injections (FOs). By instructing the optimizer to ignore current
injection variables ΘI and all data in the FO range of
Fig. 3, the optimizer is able to tune generator parameters
without considering current injections. Since this optimization
formulation does not incorporate injection variables, it is thus
unconstrained and has the following form across g generators:

Minimize
g∑
i=1

fi

fi =
∥∥Θg −Θg

∥∥2

Γ−1
g

+ R>Γ
−1

L R.

(40)

Once the optimizer has converged to some local minimum
(termed ΘMAP1) and stage 1 is complete, the resulting poste-
rior distribution will have mean ΘMAP1 and covariance matrix
ΓΘMAP1 equal to the inverse Hessian H−1 of (40) evaluated
at the solution ΘMAP1 [14].

Stage 2

Stage 1 is effectively a Bayesian update for the generator
parameters. In stage 2, the prior variances associated with the
generator parameters in Γg are set equal to the diagonal values
of the inverse Hessian H−1 from stage 1, and the mean values
of the generator parameters in Θg are set equal to ΘMAP1.
Additionally, the full set of data in Ṽ and Ĩ is included
in building the likelihood function, and the current injection
variables are introduced into the framework. Again, current
injections outside the range of Ωd ± Ωr may be neglected
if it is known a priori that the FO is not occurring in these
frequency bands. Otherwise, the optimization problem and
solution in stage 2 are fully characterized by the formulation
introduced in subsections II-D and II-E. The value of λ
from 36 should be set sufficiently high such that the optimizer
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finds a sparse set of current injection parameters. Although
a cross-validation approach should typically be employed to
choose this regularization parameter, our ultimate desire is to
locate the sources of FOs rather than build the most accurate
predictive model possible, meaning increased regularization
may be permissible.

The full set of steps necessary to implement this FO source
location procedure are outlined in Algorithm 1; several of these
steps reference equations from [8]. This algorithm concludes
by comparing the size of the current injection solutions in ΘI
to an operator specified threshold parameter ι.

START
repeat

1 Analytically construct FRF Y of [8, eq. (46)]
via DAE sets [8, eq. (44)] and [8, eq. (45)]

2 Take DFT of generator terminal PMU data V(t),
θ(t), I(t), and φ(t) to yield Ĩ(Ω) and Ṽ(Ω)

3 Define parameter prior means and variances
4 Use (11) and (17)-(20) to build the likelihood

covariance matrix of (25)
until completed for each of the g generators;
Bayesian Stage 1

7 Identify the range of frequencies Ωd ± Ωr where
the forced oscillation has significant effect and
remove corresponding data from Ĩ(Ω) and Ṽ(Ω)

8 Iterate to local minimum (ΘMAP1) of (40)
• Continuously update the covariance matrix at

each iteration, as described by steps in II-E

Bayesian Stage 2

12 Update generator parameter prior means with
ΘMAP1 and prior variances with H−1 of (40)

13 Iterate to local minimum (ΘMAP2) of (37) while
neglecting injection variables outside Ωd ± Ωr

14 Via (26) and (29), parse the stage 2 solution
for generator i injection vector Ii = [I>Ii I

>
φi ]
>

if ‖Ii‖∞ > ι then
Source found at generator i

else
No source found at generator i

end
Algorithm 1: Generator Source Detection Method

IV. TEST RESULTS

In this section, we test our FO source location method on
two tests cases. First, we consider a 4-bus power system (Fig.
4), and we apply a sinusoidal oscillation to the mechanical
torque supplied to one of the generators. Second, we apply
two FOs to generators in the WECC 179-bus power system.
In each test, white measurement noise is added to all PMU
data (magnitude and phase) to achieve an SNR4 of 45 dB
in accordance with [15]. For model explanation brevity, all

4In setting the SNR, the signal power of all angular data is found after
angles are subtracted from the angle associated with the system’s so-called
center of inertia angle θcoi where θcoi = (

∑
Hiδi)/(

∑
Hi) [19].

~~~

Fig. 4. Three 3rd order generators (with AVRs) are radially tied to an infinite
bus with white noise. A FO is applied to generator 2’s torque.
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Fig. 5. Shown are the measured (Ĩ) and predicted (YṼ) current magnitude
(̃I) and current phase (φ̃) power spectral density (PSD) across a range of
frequencies around the forcing frequency (0.5 Hz) before optimization has
occurred. Panels (a) and (b) correspond to generator 1, panels (c) and (d)
correspond to generator 2, and panels (e) and (f) correspond to generator 3.

simulation code has been publicly posted online5 for open
source access.

A. Three Generators Tied to an Infinite Bus

In this test case, three 3rd order generators, each outfitted
with first order automatic voltage regulators (AVRs), were
radially tied to an infinite bus, as given by Fig. 4. At the infinite
bus, white noise was applied to simulate stochastic system
fluctuations. The mechanical torque applied to generator 2
was forcibly oscillated via τm(t) = τ0(1 + 0.05 sin(2π0.5t)).
After 120 seconds of simulation, we built the generator ad-
mittance matrices using AVR and generator parameter (D,
H , Xd, X ′d, Xq , T ′d0, KA, and TA) values which were
numerically perturbed by a percentage value randomly chosen
from U(−75, 75). These perturbed parameter values represent
the prior means placed into Θg for MAP stage 1. Fig. 5
compares the predicted current YṼ with the measured current
Ĩ across a small range of frequencies before MAP is solved. At
all generators, there is significant spectral deviation between
the measurements and predictions. From this data alone, it is
not clear which is the source generator of the FO.

Next, stage 1 of the Bayesian update was run, where data
in the range of the FO (the red shaded band in Fig. 5) was
taken out of the problem altogether and current injections
were not considered. After converging to ΘMAP1, the new set
of generator parameters were used to compute the predicted
spectrums in Fig. 6. Strong agreement between the measured

5https://github.com/SamChevalier/FOs
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Fig. 6. Shown are the measured (Ĩ) and predicted (YṼ) current magnitude
(̃I) and current phase (φ̃) power spectral density (PSD) around the forcing
frequency (0.5 Hz) after stage 1 of the optimizer has been run.
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Fig. 7. Shown are the stage 2 current injection results, as quantified by (41).

and predicted spectrums is evident outside of the red band of
the forcing frequency (which were not included in the stage
1 optimization). In running stage 2 of the optimization, the
current injection variables were reintroduced and the full set of
frequencies were optimized over. The results are summarized
in Fig. 7 which shows the norm of the of the current injections
found at each frequency at each generator. For clarity, we plot

‖I‖ =
√
I2

Ir
+ I2

Ii
+ I2

φr
+ I2

φi
. (41)

In viewing these results, the size of the current injections
identified by MAP at generator 2’s forcing frequency of 0.5
Hz are sufficiently large enough, when compared to the other
generators (which are many orders of magnitude smaller),
to clearly indicate the presence of a forcing function at this
generator.

B. Two Forced Oscillations in the WECC 179-bus System

In conjunction with the IEEE Task Force on FOs, Maslen-
nikov et al. developed a set of standardized test cases to
validate various FO source detection algorithms [20]. For
further testing, we applied the methods presented in this paper
on data collected from a modified version of test case “F1”
in [20], in which the Automatic Voltage Regulator (AVR)
reference signal at a generator (generator 1) in the WECC 179-
bus system was forcibly oscillated at 0.86 Hz. In modifying
the system, a second FO of frequency 0.7 Hz was added
to the mechanical torque of the generator (generator 15) at
bus 65. Additionally, PMU measurement noise was added
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Fig. 8. The prediction error, as quantified by the percent difference in the
measured and predicted currents in (42), are shown for the system forcing
frequencies of 0.70 Hz in panel (a) and 0.86 Hz in panel (b).

as described previously and Ornstein-Uhlenbeck noise (with
parameters taken from [21]) was added to all constant power
loads, as described in [8]. After simulating the system, the
admittance matrices for all system generators were constructed
by parameters which were perturbed as in the previous sub-
section. For the second order generator model, parameters H ,
D, X ′d and E′ were perturbed. For the third order generator
model, the time constant, reactance, inertia, and AVR gain
parameters were perturbed.

Next, the measured and predicted spectrums were compared
at both of the forcing frequencies of fd = 0.70 Hz and
fd = 0.86 Hz. To visualize the initial prediction error, the
percent difference between measured and predicted currents
are quantified via

Prediction Error % Difference⇒

∥∥∥Ĩ− YṼ∥∥∥
1
2

∥∥∥Ĩ∥∥∥+ 1
2

∥∥∥YṼ∥∥∥ (42)

and plotted in Fig. 8. The true source generator is identified
in each panel, but because prediction error is sufficiently large
due to parameter inaccuracies, it is not readily identifiable.

Stage 1 of the algorithm was then run. The results are
given for two representative generators: a non-source generator
at bus 9 (Fig. 9) and a source generator at bus 65 (Fig.
10). Panel (a) in Fig. 9 seems to indicate that generator 3
might be the source of the 0.86 Hz FO due to the large
measurement/prediction deviations at this frequency, but the
optimizer is able to reconcile the spectrums in panel (b).
Panel (b) in Fig. 10, however, shows a significant gap between
the measured and predicted spectrums at 0.70 Hz caused
by the FO. Due to the physically meaningful way in which
the covariance matrix is constructed, the amplification of the
measurement noise at the points of FRF resonance does not
prevent the optimizer from converging to the true set of
generator parameters, but the effect can become troublesome
if the the SNR of the PMU data drops too low.

Finally, stage 2 of the optimization was run. Fig. 11 shows
the magnitude of the current injections, as quantified by (41),
found by the optimizer. Although no threshold has been
established, it is clear that generator 15 is the source of the
0.70 Hz oscillation and that generator 1 is the source of the
0.86 Hz oscillation. In general, as the PMU measurement
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Fig. 9. The predicted current magnitude spectrum is plotted in panel (a) for
generator 3 (located at bus 9) before stage 1 of the optimization procedure.
The predicted current magnitude spectrum is the replotted in panel (b) after
stage 1 in completed. Generator 3 is not a FO source.
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Fig. 10. The predicted current magnitude spectrum is plotted in panel (a) for
generator 15 (located at bus 65) before stage 1 of the optimization procedure.
The predicted current magnitude spectrum is the replotted in panel (b) after
stage 1 in completed. Generator 65 is a FO source at 0.70 Hz.

SNR is driven higher, the injections found by the l1 norm
minimization in (32) at non-source generators are driven to 0.

V. CONCLUSION AND FUTURE WORK

In this paper, we have developed a Bayesian framework for
locating the sources of forced oscillations in power systems
assuming noisy PMU signals and uncertain generator param-
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Fig. 11. Current injection magnitudes of (41) found by the optimizer in
stage 2 at both forcing frequencies.

eters. In both test cases provided, generator parameters are
chosen with a sufficiently high degree of accuracy and the
origins of the FOs are successfully located. Although applied
exclusively to generators in this paper, we plan to extend these
methods to other dynamic elements of the power system, such
as dynamic loads or FACTS devices, which may also represent
FO sources.

REFERENCES

[1] M. Ghorbaniparvar, “Survey on forced oscillations in power system,”
Journal of Modern Power Systems and Clean Energy, vol. 5, no. 5, pp.
671–682, Sep 2017.

[2] “Reliability guideline: Forced oscillation monitoring and mitigation,”
North American Electric Reliability Corporation, Tech. Rep., Sep 2017.

[3] S. A. N. Sarmadi, V. Venkatasubramanian, and A. Salazar, “Analysis of
november 29, 2005 western american oscillation event,” IEEE Transac-
tions on Power Systems, vol. 31, no. 6, pp. 5210–5211, Nov 2016.

[4] L. Vanfretti, S. Bengtsson, V. S. Peri, and J. O. Gjerde, “Effects of
forced oscillations in power system damping estimation,” in 2012 IEEE
International Workshop on Applied Measurements for Power Systems
(AMPS) Proceedings, Sept 2012, pp. 1–6.

[5] B. Wang and K. SUN, “Location methods of oscillation sources in power
systems: a survey,” Journal of Modern Power Systems and Clean Energy,
vol. 5, no. 2, pp. 151–159, Mar 2017.

[6] S. Maslennikov, B. Wang, and E. Litvinov, “Locating the source of
sustained oscillations by using pmu measurements,” in 2017 IEEE Power
Energy Society General Meeting, July 2017, pp. 1–5.

[7] L. Chen, F. Xu, Y. Min, M. Wang, and W. Hu, “Transient energy
dissipation of resistances and its effect on power system damping,”
International Journal of Electrical Power and Energy Systems, vol. 91,
pp. 201 – 208, 2017.

[8] S. Chevalier, P. Vorobev, and K. Turitsyn, “Using effective generator
impedance for forced oscillation source location,” IEEE Transactions
on Power Systems, 2018.

[9] I. R. Cabrera, B. Wang, and K. Sun, “A method to locate the source
of forced oscillations based on linearized model and system measure-
ments,” in 2017 IEEE Power Energy Society General Meeting, July
2017, pp. 1–5.

[10] Y. Meng, Z. Yu, D. Shi, D. Bian, and Z. Wang, “Forced oscillation source
location via multivariate time series classification,” ArXiv e-prints, Nov.
2017.

[11] T. Huang et al., “Localization of forced oscillations in the power
grid under resonance conditions,” in 2018 52nd Annual Conference on
Information Sciences and Systems (CISS), March 2018, pp. 1–5.

[12] U. Agrawal et al., “Locating the source of forced oscillations using pmu
measurements and system model information,” in 2017 IEEE Power
Energy Society General Meeting, July 2017, pp. 1–5.

[13] T. Bogodorova, L. Vanfretti, V. S. Perić, and K. Turitsyn, “Identifying
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