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Abstract

This paper presents a parametric and feature-based methodology for the design of solids with local composition control
(LCC). A suite of composition design features are conceptualized and implemented. The designer can use them singly or in
combination, to specify the composition of complex components. Each material composition design feature relates directly to
the geometry of the design, often relying on user interaction to specify critical aspects of the geometry. This approach allows
the designer to simultaneously edit geometry and composition by varying parameters until a satisfactory result is attained.
The identified LCC features are those based on volume, transition, pattern, and (user-defined) surface features. The material
composition functions include functions parametrized with respect to distance or distances to user-defined geometric features;
and functions that use Laplace’s equation to blend smoothly various boundary conditions including values and gradients of
the material composition on the boundaries. The Euclidean digital distance transform and the Boundary Element Method
are adapted to the efficient computation of composition functions. Theoretical and experimental complexity, accuracy and
convergence analyses are presented. The representations underlying the composition design features are analytic in nature
and therefore concise. Evaluation for visualization and fabrication is performed only at the resolutions required for these
purposes, thereby reducing the computational burden.

Keywords: Solid free-form fabrication, 3D Printing, local composition control, functionally graded materials

1 Introduction components can be created which integrate the function of

multiple discrete components, saving part count, space and

weight and enabling concepts that would be otherwise im-
1.1 Background and motivation practical. Controlling the spatial distribution of properties
via composition will allow for control of the state of the en-
tire component (e.g., the state of residual stress in a compo-
nent). Integrated sensors and actuators can be envisioned
which are enabled by LCC (e.g., bimetallic structures, in-
situ thermocouples, etc.). Devices which have as their func-
tion the control of chemical reactions are possible. The util-
ity of “mesoscopic” parts made by SFF will depend strongly
on the ability to locally control composition.

One of the great potential benefits offered by Solid Freeform
Fabrication (SFF) technology is the ability to create parts
that have composition variation within them. Such Lo-
cal Composition Control (LCC) has the potential to cre-
ate new classes of components. Material composition can
be tailored within a component to achieve local control of
properties (e.g., index of refraction, electrical conductivity,
formability, magnetic properties, corrosion resistance, hard- Among the SFF processes, Three-Dimensional Printing (3D
ness vs. toughness, etc.). By such local control, monolithic
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Figure 1: 3D Printing illustrating Local Composition Control (LCC)

Printing) is particularly well suited to the fabrication of
parts with LCC. 3D Printing creates parts in layers by
spreading powder, and then ink-jet printing materials into
the powderbed [40, 41, 42]. In some cases, these materials
are temporary or fugitive “glues”, but in many cases, these
materials remain in the final component. Examples of the
latter include: ceramic particles in colloidal or slurry form,
metallic particles in slurry form, dissolved salts which are
reduced to metal in the powderbed, polymers in colloidal or
dissolved form, and drugs in colloidal or dissolved form. 3D
Printing has been extended to the fabrication of LCC com-
ponents by printing different materials in different locations,
each through its own ink-jet nozzle(s). Figure 1 illustrates
this conceptually with three different colors, each represent-
ing the printing of a different material into the powder bed
with local control of position. 3D Printing is thus capable
of fully three-dimensional control of composition.

Several promising applications are under active develop-
ment. Drug delivery devices are being created by printing
different drugs at prescribed locations within the interior of a
pill or implantable device. These drugs are then released into
the body according to designed release profiles [25]. Gradi-
ent Index Lenses (GRIN) are another class of LCC appli-
cations which refract light by gradients in the index of re-
fraction, rather than by external geometry. Such lenses can
provide the functionality normally associated with multi-
component ground optics at lower cost and in a smaller
space. The drug delivery and GRIN applications are for
high value added devices which are small in size and thus
can reasonably be manufactured by 3D Printing. LCC is
also being applied to the fabrication of tooling by 3D Print-
ing. Hard phases such as TiC are being printed local to
the surface of a tool for increased wear resistance. Tools
with local control of porosity (for venting of gases) are be-
ing fabricated by printing a material which acts to block
the infiltrant during furnace densification. Although large
in size, tooling applications can be economical because small
quantities are required.

Realizing the potential utility of LCC in SFF is a challenge
because of the absence of knowledge, methods and tools in
the area of computer representation and design of parts with
LCC. Generic computer representations are necessary to al-

low for electronic specification of composition within a com-
ponent and it is desirable to devise a suite of tools which
allows a designer to communicate with this representation
using high level features that are sensible to a designer. The
designer must be able to visualize and interrogate the evolv-
ing model. This paper is focused on the design methods for
LCC solids. The resulting tools will be generic and applica-
ble to a broad range of SFF technologies.

This paper is organized as follows: in the rest of Section 1,
past work on design of LCC objects is reviewed and summa-
rized. A review of feature-based design is given in Section 2.
In Section 3, we present the detailed approach of our meth-
ods. Complexity, accuracy and convergence analyses of our
methods are given in Section 4. In Section 5, the system
implementation and some examples are presented. Finally,
Section 6 concludes the paper.

1.2 Past work on design of LCC object

Jackson et al. [24] presented a review of representation
methods for heterogeneous solids such as voxel- or mesh-
based structure, volumetric texture-based structure, and
generalized modeling methods. Pratt et al. [35] classified the
existing approaches into exact boundary-based parameteri-
zations of object interiors, volume discretization approaches
and non-boundary conformant parameterization methods.
Chandru et al. [10] suggested using a voxel-based represen-
tation to build composite structures by associating material
information with each voxel. Pegna and Safi [34] suggested
using a finite-element mesh to represent the model and as-
sign material values to each node of the mesh. Liu et al. [29]
developed a finite-element based representation system and
a distance function-based design method and a related ef-
ficient evaluation method. The algorithm developed allows
specification of the locally controlled composition as a piece-
wise polynomial or rational function of the minimum dis-
tance d from the entire boundary surface.

Kumar and Dutta [28] presented r,, set-based representation
method and a Boolean operation-based material composi-
tion function design method. Shin and Dutta [47] extended
the work in [28] to a constructive representation scheme.
Under such a scheme, 7, sets are not disjoint interiors of



the heterogeneous object anymore. Where different sets join
each other, the material function in the joint is the distance
based weighted sum of the material function of each set.
They also proposed material design function related to the
coordinates, and geometric specific blendings of materials
and its sweeping [47]. Park et al. [33] developed a volumetric
multi-texturing method based on a procedural algorithm for
evaluating material variation within a model. Their method
attaches material blending functions to entities in an existing
solid modeling system. Martin and Cohen [30] presented a
framework for representing attribute data independently of
geometric data within a trivariate NURBS volume. They ex-
tended an existing modeling and data fitting techniques and
developed efficient algorithms for volume evaluation and vi-
sualization. Siu and Tan [48] presented a scheme of including
a grading source in the design of material composition vari-
ation and constructed a design method with the extended
CSG type Boolean operations. Biswas et al. [3] presented
a heterogeneous material modeling method for solids based
on distance fields.

1.3 Summary of limitations of existing ap-
proaches

Current approaches either based on volume meshing or cel-
lular decompositions are awkward in editing geometric and
material composition information simultaneously, because
they lack the concept of editable LCC features; in effect,
they permit sequential editing (first of geometry and then
composition), which is not flexible and limits the designer’s
options. Current LCC models are limited to low level data
and operators and do not allow for the symbolic represen-
tation of the designer’s intent with respect to composition.
Also as such, design changes cannot be efficiently propa-
gated. Tessellation of the volume of a model (e.g., via tetra-
hedral meshing) early in the design and fabrication pathway,
although expedient for testing of ideas, does not provide a
long term solution for the following reasons: (1) Tessellation
implies both approximation of surface geometry and mate-
rial composition, which is undesirable in general, and for
realistic accuracies of approximation leads to verbose evalu-
ated representations, that are unattractive for general LCC
modelers. (2) Tessellation approximation accuracy for sur-
face geometry and material composition can be improved
via adaptive meshing procedures, however these are diffi-
cult to implement robustly and efficiently. (3) Methods for
tessellation of a volume into tetrahedral meshes suffer from
the general robustness problem in computational geometry
relating to inexact computation.

2 Feature-based design

Feature technology has emerged in response to vital industry
needs in design and manufacturing. A recent definition of a

feature is: a representation of shape aspects of a product that
are mappable to a generic shape and functionally significant
for some product life-cycle phase [2]. Compared to the ap-
proach of feature recognition, feature-based design is rapid
and easier by making use of the information in the process.
In addition, from the design point of view, feature-based
design has the potential of supporting the design process
better, such as improving the quality of design and improv-
ing the link between design and applications [44, 45]. With
rapid development of feature technology, feature-based de-
sign is becoming one of the fundamental design paradigms
of CAD systems.

In feature-based design, parts are constructed from a se-
quence of feature adding operations. This paradigm lends
itself to separating the design into two layers, one comprising
an unevaluated, generic representation, the other comprising
an evaluated, instance representation. Pratt [36] first sug-
gested an explicit volumetric representation of features via
extension of the radial-edge data structure, a non-manifold
boundary representation data structure. Rossignac [38] pro-
posed a cellular scheme that permits mixed-dimension rep-
resentation with the Selective Geometric Complex (SGC)
structure. He presented methods based on space decom-
position and the concept of intentional feature to correct
validity errors caused by feature interactions. He also ad-
dressed the issue of editing form features. Bidarra et al. [1]
presented a cellular model as an alternative to SGC model
to avoid excessive generality. Cellular model is a connected
set, of volumetric quasi-disjoint cells. This model integrated
shapes of a feature with cells in the cellular model. Each
feature has an explicit volumetric representation, a set of
associated cells. Feature interactions are maintained in at-
tributes of cells, cell faces and cell edges. With this cellular
model, Bidarra et al. have classified feature interactions and
developed an algorithm for detecting these interactions. A
summary of their work on feature modeling is presented in
[2].

In terms of feature definition, the procedural method is very
general and convenient specifically for object-oriented pro-
gramming. In this manner, CAD/CAM integration can
be carried out more easily. An example of neutral proce-
dural definition language is Erep by Hoffmann and Joan-
Arinyo [20]. Dedhia et al. [17] presented the ASU testbed for
rapid prototyping of feature-based applications. Each fea-
ture has a feature type identifier, a name, a list of generic,
compatible features and a CSG tree representation. Hoff-
mann and Joan-Arinyo [21] presented a procedural mech-
anism for generating and deploying user-defined-features
(UDF) in a feature-based design paradigm. The proposed
paradigm is to address customization needs in a simple, ef-
fective way. The usefulness of that mechanism relies on
three basic capabilities: use of standard tools, parametriza-
tion of UDFs, and graphical interaction. The advantage
of UDF also lies in that design changes can be prestruc-
tured and then compound features can be made to have



greater independence from each other so that validity error
induced by feature interaction is less likely to happen. In the
area of designing and editing features within the constraint-
based frame, Chen and Hoffmann [11] presented seman-
tics for feature attachment; Vasilis et al. [51] developed
a schema for generic naming of geometric entities; based on
the schema mentioned, Chen and Hoffmann [12] presented
algorithms for naming matching, which is the mapping from
abstract features to the corresponding geometric entities in
the boundary representation for the purpose of design reeval-
uation.

By feature-based design, functionality can be captured us-
ing constraints as mathematical equations of the variables
that the design depends on. An approach for capturing en-
gineering meaning has been described by Nielsen et al. [31].
Ullman [50] explored the evolution of information during
the design process and gave some insights in the design of
function.

The feature-based approach has also been introduced into
assembly design. Shah and Rogers [46] presented an as-
sembly model as an extension of feature-based design. It
showed several basic structures that can be used to define
relationships between assemblies, parts, features, feature
volume primitives and evaluated boundaries. Generic re-
lations which facilitate constraint specification between tar-
get and reference entities were also presented. Cugini [16]
studied the concept of assembly feature and developed a
prototype system for application in aeronautics field. Re-
cently, Brunetti and Golob [8] presented an approach for
conceptual design via extension of a recent feature-based
parametric part and assembly modeling system. The func-
tions considered are such that they are mappable to a work-
ing principle of the assembly. Holland and Bronsvoort [22]
introduced an integrated object-oriented product model for
both single-part and assembly and showed the usefulness of
such modeling in planning.

3 Approaches

In order to overcome limitations summarized in section 1.3,
we propose an approach which builds on the concept of
feature-based design (FBD) [45, 21, 2], which involves the
following key concepts: (1) by introducing the concept of ed-
itable LCC features, the simultaneous editing of geometric
and material information is formalized and simplified; (2)
maintenance of an unevaluated exact representation for the
geometry and composition for as long as possible along the
information pathway, provides a high level codification of the
design useful in data exchange and in a general setting not
associated with a specific SFF process; (3) evaluation of the
above exact representation is performed as needed at later
stages of the pathway, e.g., for visualization and design ver-
ification at an appropriate resolution corresponding to the
visualization parameters or for fabrication only at the reso-
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Figure 2: LCC feature class definition

lution printable by a particular process. Our feature-based
approach for modeling parts with LCC can be character-
ized as a procedural, unevaluated representation. Although
the current FBD systems carry rich information in terms
of features, they only allow users to create multi-material
solids with piecewise constant composition using composite
structures and assemblies. Due to the nature of FBD, such
systems usually cover a limited number of features. In order
to address these problems, we propose to extend the defini-
tion of features in geometric feature models so as to define
the semantics of an LCC feature and extend an existing FBD
system to facilitate model creation through LCC features.

3.1 Definition and classes of LCC features

The basic approach is to identify potential classes of LCC ap-
plications and for each class, identify features, which would
be useful in design. For the purpose of allowing users to spec-
ify composition variation in the interior of a solid, we define
an LCC feature as follows: An LCC feature is a construct
composed of two major attributes: (a) a generic parametriz-
able shape; (b) a composition function defined over that
shape. LCC features as conceived here do not involve di-
rect specification of higher level functional properties of a
part (e.g., strength, wear), which are beyond the scope of
this work. As shown in Figure 2, in terms of data struc-
ture, an LCC feature is composed of two substructures/sub-
features, one providing the representation of generic shape,
the other providing the representation of composition pro-
file. The arrow in Figure 2 illustrates that the composi-
tion sub-feature is applied to the domain of the geometric
sub-feature whether it is in the form of volume or surface.
The block named “Interface methods” refers to the meth-
ods within LCC feature for user interactions. Therefore,
an LCC feature can be viewed as primarily comprising two
sub-features, for geometric shape and composition profile.
The geometric sub-feature can be any standard geometric



feature or its extension to a general user-defined feature
(UDF) [21], e.g. user-defined surface feature, volume fea-
ture, transition feature, pattern feature. Composition pro-
file sub-feature has parameters such as material subspace
and constraints on material composition. It also possesses
attributes defined through composition functions. Material
space is a catalog of materials available to the designer for
LCC object design. Material subspace is a subset of the
material space. Composition is the vector of volume frac-
tions of each material defined over the material subspace
and the generic shape of the feature. Composition function
is the mapping function from the geometric sub-feature to
the material subspace. Therefore, composition profile sub-
feature is a dependent feature of the LCC geometric sub-
feature. Composition constraints (design rules) are typically
inequalities that specify e.g., what material composition or
what gradient of material composition can be fabricated.
The procedural or declarative definitions in a manner anal-
ogous to conventional feature-based design are needed for
the design by LCC features. LCC feature design should be
tailored to both geometry and composition design intent.

LCC Feature Examples: A bimetalic sensor or actuator
can be designed by defining the composition in a plane and
extruding this composition along a line or sweeping it along
a curve. A cylindrical Gradient Index Lens with composi-
tion gradient as a function of the distance from axis and
distance from the bottom face can be created by revolu-
tion of a 2D closed sketch, while the composition function
is parametrized with respect to the axis and the 2D sketch
entities. The impeller of Figure 3-(a), has fin features de-
signed as bosses. Each fin has a composition which varies
with height from the base so that it can have high wear re-
sistance at the tip and ductility at the root. This feature is
then replicated by patterning. In Figure 3-(b), a drug prim-
itive has a composition as a function of distance to its axis,
and a pattern of the drug is inserted to a pill.

Using the above examples as conceptual prototypes, creation
methods for the two attributes of LCC features (generic
shape and composition function) are discussed in the next
two sub-sections 3.1.1 and 3.1.2.

3.1.1 Construction of generic shapes for LCC fea-
ture

1. LCC features based on volume features — LCC
volumes: The generic shape of a volume feature can be con-
structed with a series of form features. According to [21],
three primary form features are generated features, modify-
ing features and datum features. In such a design paradigm,
the generic shape is both an abstraction in terms of features
and an evaluated geometry. Under the user-defined feature
design scheme, the feature structure is expressed with an
acyclic directed graph where the nodes are form features
and the edges are dependencies between them. Examples
of volume feature creation methods in current FBD sys-

tems include Extrusion, Boss, Sweep, Thicken, Draft, Rev-
olution, Sweep Cut, Revolution Cut, Surface Cut, Thicken
Cut, Holes, and Shell [49]. A generic shape may frequently
be created by alternative methods. For example, a cylinder
can be created via either a revolution or an extrusion.

2. LCC features based on user-defined surface fea-
tures — LCC surfaces: The generic shape of an LCC sur-
face feature is the surface which is user-defined with a series
of form features. For some applications graded composition
may be desired for the volumetric domain bounded by a set
of boundary surface features and some kind of composition
variations need to be assigned on these surface features. An
example is a smooth blending of composition between the
composition values on different sets of boundary. The exam-
ple of Figure 4 illustrates such a case. Here the top surface of
the cylinder has a composition variation which is a function
of distance to the axis of the cylinder, the rest of the surfaces
belong to the base-extrude feature and have compositions at
constant value. These are the two LCC surface features, i.e.
the top surface and the rest of the surfaces. The domain
of the volume is assigned a composition which is a blend of
the LCC surfaces, and it is therefore an LCC volume fea-
ture. Another example are applications that require users
to define LCC feature shapes with half-space divisions. The
half-spaces can be defined with either a plane or a curved
surface and used as generic shapes in LCC Surface features.

3. LCC features based on pattern features — LCC
pattern: A pattern feature is a set of features arranged
in circular or multi-dimensional array. The generic shape
of an LCC pattern is a group of volumes patterned from
a seed volume. The material compositions are patterned
from the seed LCC volume in the same way. Figure 3-(b)
demonstrates the use of pattern feature to place drug cell
primitives in a pill in a cylindrical lattice pattern. Figure 3-
(a) also shows another example of circular pattern feature.

4. LCC features based on transition features — LCC
fillet: In conventional feature-based geometric modeling,
transition features, such as fillets and chamfers, blend two
or more surfaces. By extension, an LCC fillet feature blends
the composition in a volumetric domain defined by transi-
tion surfaces and other user-defined surfaces which do not
have to be conventional edge or corner blends. For example,
for the root of the fins in Figure 3-(a), the specification of
the transition volume can be easily constructed by surface
cutting operations. The surfaces can be planes or curved
surfaces. In order to edit the transition volume, the sur-
faces are defined with variable parameters. LCC fillet is a
special type of the LCC volume feature in that the material
compositions are smooth blending of the adjacent volumes.
In Figure 23, a blending method using Laplace’s equation is
used, as described in later sections.
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Figure 4: Top surface of the cylinder is an LCC surface with composition as function of distance to its axis

3.1.2 Material composition functions

A feature-based design system provides a convenient environ-
ment for parametric design of composition because it car-
ries rich information at different levels of abstraction. The
scheme is to specify the composition as a function of one
variable or several variables. These variables are mapped
from any interior point to user specified form features in the
model, e.g., to specify composition normal to a surface fea-
ture of a part. With such a scheme, when the reference form
features are edited, the composition variables are either au-
tomatically reevaluated or the user is prompted to change a
design for the composition function. Composition function
of dependent LCC features can be designed from that of the
parent LCC features. For example, general blending of two
disjoint LCC features can be designed through a smooth-
ing operation based on Laplace’s equation. Such a design is
based on user-defined features, therefore it is also editable.

As shown in Figure 2, the composition function con-
tains parameters such as the material it is related to, the
parametrization method chosen by the user from the meth-
ods library, the identified reference features for parametriza-
tion, the identified value parameters and the subfunctions.

The subfunctions include the functions that identify refer-
ence features from LCC geometric sub-feature or from user-
defined feature through GUI, functions that map feature
into value parameters, analytic functions that map value
parameters to composition ratio of the specified material,
etc. For example, in case the feature uses design accord-
ing to distance from a reference feature, the subfunctions
should contain the functions that identify and register the
user-specified feature. The subfunctions should also contain
the distance function from an input point to a reference
feature. Finally, subfunctions should contain the analytic
function that maps the distance into a composition ratio of
the specified material.

3.2 Distance function based design of com-
position function

Distance is chosen as the parameter for the design of com-
position because the distance function is a continuous func-
tion, distance as a concept is very intuitive, and distance
to different form features captures varieties of parameters.
For example, Cartesian coordinates are distances to three
orthogonal planes.
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3.2.1 Single distance based composition function

This method computes composition in a single LCC fea-
ture as a single analytic function that uses distance as its
independent variable. The distance is the minimum dis-
tance from an interior point of the LCC feature to a user
selected form feature in the model. The analytic function is
defined by the user and applied within a distance value limit
supplied by the user. Beyond the distance limit, the value
defaults to a constant which allows the function to be contin-
uous at the limit distance. The form feature can be any gen-
erated features, modifying features or datum features [21].
Examples in Figures 5 demonstrate such a design method
using different form features. For example, in Figure 5-(a)
an axis feature is used, while in Figure 5-(b) user-defined
surface and sweep feature are used. Distance to simple fea-
tures such as axis and plane can be easily evaluated, but
in the case that the minimum distances are evaluated to
free-form surfaces, the computation of distance can be bur-
densome. Efficient distance computation developed by Liu
et al. [29] is used. The algorithm is based on preprocessing
the geometry of the form features and the digital distance
transform algorithm [5]. The method of preprocessing the
geometry can be found in [29]. When the evaluation is done
at sufficiently fine resolution for visualization or printing, the
exact distance can be approximated with the Euclidean dig-
ital distance. The square of the Euclidean digital distance
is defined as:

Sz',j,k = mln{dt((7’7]7 k): (p7 q7 T))2§fp,q,r = 07 1 S p S L7
1<g¢<M,1<r <N},
= min{(i—p)* + (G —@)* + (k- )%
fogr=0,1<p< L,
1<¢<M,1<r <N}, (1)

where L, M, N are the number of voxels in i, j, k respec-
tively, and f, 4, is any voxel that intersects the geometry
of the reference features, whose Euclidean digital distance
is therefore 0. The algorithm developed in [43] is one of the
fastest in the literature. The following formulas summarize
the basic algorithm:

1. gije = min{(i — 2)*; fojr =0,1 <z < L},

2. hijr = min{giyk + (i —y);;1 <y < M},
3. sijk = min{hy, + (i —2)%1 <z < N}.

The efficiency is improved by reducing the search areas in
step 2 and step 3 calculating h;j; and s;j;. For example,
during step 2, the search is limited in n; = (gijx — gi(j—1)k —
1)/2 for each index j. This number is the intersection of the
curves fi1(n) = gijr+n? and fa(n) = g;;_1yx +(n+1)%. The
analysis for Euclidean digital distance algorithm is given in
a later section.

3.2.2 Multiple distance based composition function
applied simultaneously

This method involves use of multiple distance function-based
profiles to a single LCC feature simultaneously. Distance
profiles are defined as shown in Figure 6-(a). With the up-
per and lower distance limits, each distance profile is only
applied within a subdomain of the LCC feature. The com-
position feature of LCC feature is represented by a queue of
single distance based features. The last applied profile is at
the tail of the queue. The profile at the front of the queue
is the default constant value applied to the whole domain
represented with 2. Thus the domain of the LCC feature
can be represented as a binary subdivision tree with leaves
which are quasi-disjoint subdomains as demonstrated in Fig-
ure 7. The root node of the tree has the domain of the whole
volume of the LCC feature. Here in Figure 7 it is the whole
bounded region of the rectangle. Each left node has the
domain defined by the intersection of the parent node and
the effective volume of the composition profile at that level.
The right node has the domain defined by the difference.
The effective volume of the composition profile is the point
set such that from every point in the set the distance to the
referenced feature is within the specific limit dj[d,,, dp]. For
the example in Figure 6-(b), d,, is 0 for both profiles A and
B. The composition at each left node (excluding the root)
is defined as the weighted sum of that of the parent and
the evaluated value of the composition profile at that level,
which is expressed mathematically as

do

Compleft = Compparent . m +
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Com o —_ 2
Pcurrent_profile_in_queue dl —|—d2 ( )

where d; represents the distance from a point located in the
volume of the left node to the right node, d» represents the
distance from a point located in the volume of the left node
to the domain defined by the difference between the current
profile and the parent. One special case is that when the
domain of a left node completely enclose the domain of the
profile, the distance ds is equal to zero. The composition at
each right node inherits the composition of its parent node.
Figure 6 demonstrates how this design method works. The
rectangular shape represents an LCC feature, which has two
distance-based composition profiles applied to two surface
features A and B (A is the one with bold line) on the LCC
feature. The whole region 2 of the LCC feature is then
subdivided into 4 subdomains which are the leaf nodes in
the tree.

profile queue

Q

A

Figure 7: Subdivision tree underlying the multiple profile
design method

As in the design method of single distance-based profile, we
use the digital distance transform for the evaluation of dis-
tance functions. For each distance profile we assign a buffer
for the distance transform. For efficient evaluation for vi-
sualization and printing, we keep a buffer B for the whole
LCC feature. All these buffers are 3D arrays. With the use
of the information in these buffers and the definition param-
eters such as the distance limits for the distance profiles, we
can build up the above described binary tree. On each right
node in the tree, we store a list of voxels that define the
interface boundaries between the domain of this right node
and the domain of its sibling left node in the tree. And
on each left node, we store a list of voxels that define the
interface boundaries between the effective volume of the cur-
rent distance profile and the domain of this left node. The
algorithm for searching for these voxels is based on the Eu-
clidean distance transform [43] buffers for each composition
profile and the information stored for each voxel in buffer B
that maps each voxel to a node in the binary tree. These
two lists are used for the evaluation of d; and dy. For the
example in Figure 6, the voxel lists are stored as illustrated
with numbers in circles in Figure 7. When the neighboring
left node has an empty list, it is not necessary to store the
list of the right node.

3.3 Laplace’s equation based blending de-
sign

We use Laplace’s equation to compute the blending of the
material composition from the boundary conditions moti-
vated by its use in surface design. Laplace’s equation has
been used extensively in smooth surface design with few pa-
rameters, as in Bloor and Wilson [4]. Although we present
only the constant coefficient Laplace equation based blend-
ing, the same method can be applied to more general elliptic
partial differential equation problems. Qian and Dutta [37]
presented a related diffusion-based design method for het-
erogeneous material turbine blades.

3.3.1 Setting of the boundary conditions

Users can intuitively assign boundary conditions for blend-
ings by using the LCC surface features. The procedure is
to select one or several surface features in the model and
assign some composition design profile to apply on them,
then select the domain to blend the LCC surface features,
and the system will set the boundary conditions automati-
cally. In the case that the blending is between several LCC
volumes, the boundary conditions (boundary composition
value or its normal derivative) are derived from those LCC
volumes automatically. If all the involved geometric fea-
tures are parametrizable, the users can edit the parameters
affecting the Laplace’s equation based blending.

3.3.2 Solving Laplace’s equation with the Bound-
ary Element Method

We employed the Boundary Element Method (BEM) [32, 6],
which utilizes the second form of Green’s theorem to express
the potential function in the domain by an integral repre-
sentation involving the potential function and its normal
directional derivative on the boundary and the fundamental
solution of Laplace’s equation.

If ¢ and 9 are scalar functions of position defined on a region
D bounded by a surface I' (see Figure 8-(a)), the second form
of Green’s theorem [32] is given by

/D (6(2) V2(x, 2) — B(x, ¥)V?(z))dv(z)
= [(s0F ) - v FEw) dw) . ®

where x,z € D andy € T.

If we assume that the function ¢ corresponds to the variable
in question and v corresponds to the fundamental solution
of the Laplace’s equation, they satisfy
V3¢(z) =0 zeD, (4)
V3(x,2) + A(x,2) =0, A(x,2) =0,x#1z
x,z€ D, (5)
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where A(x,z) is Dirac’s delta function, which plays a role
of a unit source applied at point x. The solution to (5) is
given by

1

b=1— ©)
where r is a radial distance between the unit source at x and
the point z that are of interest. Since v has a singularity at
x, we need to isolate this point to avoid integration through
a singularity. As in Figure 8-(a), if we enclose the domain
D., which includes point x by a sphere T'. of radius €, the
new integration domain will become D — D, with boundary
I' + T¢. The result is obtained by considering the limit as
€ tends to zero. Consequently the second form of Green’s
theorem in equation (3) can be rewritten as

lim #(2)V>9(x,z)dv(z) —

e—0 D-D.

lim Y(x,2)V?¢(z)dv(z)

e—0 D-D.

=/F (d)(ﬁ%(x,w —¢(x,y)%(>')> ds(y) +
i [ (60050 x09) — 0y ) ) dsty) . ()

e—0
where z € D — D, x € D.,y € T or I'.. Using equation
(5), the left hand side of equation (7) is zero. The limit of
the first part of the singularity integral of the right hand side
converges to ¢(x), while the second tends to zero. The limits
of these singular integrals exist independent of how € goes
to zero, and the singularity is said to be weak. Rewriting of

(7) leads us to the base equation of the BEM:

60 = [ ()2 ) o) G e) ) dsty) . (®

where x € D and y € I'. This base equation tells us that
at any point x inside the domain D, the potential function
¢(x) can be obtained from the the potential qb(yg and its
derivative %(y) on the boundary. However ¢(y), 8—2(y) are
initially not known and need to be computed, which is the
main task of BEM.

To obtain the unknowns ¢(y), g—ﬁ (y) we start from (3) again,

but this time x is on the boundary instead of being inside
the domain. Similar to the case when x is inside the domain,
the left hand side is zero and we have

, o ¢
0=tim [ (60150 0e¥) v 5200 ) dsy) +
i [, (960G 00 - we 0320 ) s, )

where x € I, and y € T — T, or I, (see Figure 8-(b)). The
limit of the first part of the second singularity integral of
the right hand side converges to %:) (x), where a(x) is the
internal angle at point x, while the second part tends to
zero. For a smooth boundary a(x) is w. The first part of
the first singularity integral in (9) can be evaluated in the
sense of Cauchy Principal Value, as the limit is undefined
unless € satisfies certain conditions as it approaches zero,
while the second part is a weak singularity and the limit
exists independently of how e approaches zero. Equation



(9) therefore reduces to
0 +P[ 605 (x y)ds(y) =
waw%wmwu

where x,y € I' and the symbol P denotes a principal value.

(10)

The boundary of the region I is discretized by triangular
elements I'r = >, I'y,. The collocation points of the
boundary integral equation are located at the centroid of the
elements. We need to supply either the composition value
¢ or the normal derivative of ¢, i.e.g—z , at each collocation
point. Since the collocation points are taken at the centroid
of the elements, the boundary is always smooth there hav-
ing a(x) equals to m, and hence (11) at the centroid of the
elements takes the form:

1am+P o)

. 2 (x, y)ds(y) =

Y05 3) 92 (v)ds(y) @y

Lr
where x,y € I'7. At the collocation point x = x;, Equation
(11) becomes:

(12)

where y € I“T,c and x; represents the k-th nodal point.
Equation (12) can now be written as the linear system

Az =b, (13)

where A is a nonsingular n x n matrix, and b is a vector of
length n.

3.3.3 Solution methods for the linear system

The drawback of the BEM compared with the Finite Ele-
ment Method (FEM) is that the matrix A is non-symmetric
and fully occupied [6, 32]. Traditionally these linear sys-
tems were solved by the direct method, such as the Gauss
elimination method due to its robustness. However its com-
putational cost is proportional to n3, where n is the size of
the matrix, and becomes prohibitive when n is large. Re-
cently, a number of efficient iterative methods were devel-
oped and are gaining in popularity. Among these newly
developed iterative methods, we employed the Generalized
Minimum Residual (GMRES) method which is useful for
general non-symmetric matrices [27, 39]. If we denote the
initial approximation by z,, the corresponding residual of
(13) can be written as r, = b— Ax,. Also let us denote the
Krylov subspace of dimension m by

Kn(A,1,) = span{r,, Ar,, A%r,,--- A" 1r,} . (14)

10

In GMRES the solution of (13) is approximated by

T = To + Viny (15)
where V,, is an orthonormal basis for the Krylov space of
dimension m, and y is a vector of length m (typically m is
small compared with n). The orthonormal basis V;, is con-
structed through Arnoldi’s procedure which uses the Mod-
ified Gram-Schmidt orthogonalization algorithm [39]. And
the vector y is determined so that the norm of the residual
rm = b— Az, is minimized. It is guaranteed that the GM-
RES algorithm converges in at most n steps in exact arith-
metic, however the algorithm becomes impractical when m
is large because of the memory growth of the orthogonal
basis V,,. The restarted GMRES overcomes this storage
limitation by restarting the iteration after a chosen number
of iterations.

When the condition number of the matrix A is large, the
GMRES may suffer from slow rate of convergence and low
accuracy. To overcome the efficiency and robustness of the
iterative methods, preconditioning is introduced, where the
linear system (13) is transformed into one that has the same
solution, but has a smaller condition number. If a precondi-
tioning matrix M approximates the matrix A in some way,
then the matrix M 1A may be close to the identity ma-
trix, and hence may have a smaller condition number. If we
pre-multiply M ~!, the transformed linear system

M Az =M""b, (16)
has the same solution as that of (13), and may perform bet-
ter in efficiency and robustness. The preconditioning done
in this way is called left conditioning. Of course, we can
pre-multiply M to have

AM~ Yy =b, (17)
which is first solved for y, and then for the solution z
z=M"y. (18)

In this case matrix M is called the right preconditioner. In
this work we employed a symmetric successive overrelax-
ation (SSOR) left preconditioner [39, 27]

M = (D +wL)D™Y(D +wl) , (19)
where D, L, U are the diagonal, strict lower triangular, strict
upper triangular matrices of A, respectively, and w is a pa-
rameter which takes the value between 0 and 2. We can also

express the SSOR preconditioner as

M

(I +wLD™Y)(D +wl),

= (D+wL)(I+wD™'U). (20)
In the actual implementation, M is never inverted and the
system Mr = b — Az is solved for the residual r by taking

the advantage of triangular decomposition. If M = (D +



wL)(I + wD~'U), then we first solve the lower triangular
system

(D+wL)y=b— Az, (21)
for y and then solve the upper triangular system
(I+wD 'U)r =y, (22)

for r. In the implementation, we used the value w = 0.5.
The pseudocode for the GMRES algorithm with left pre-
conditioner is given in the Appendix [39].

4 Complexity, accuracy and conver-
gence analyses

4.1 Euclidean distance transform (EDT)

Complexity An analysis of the complexity of the EDT al-
gorithm developed in [43] is summarized here. Given a 3D
binary image with 0-voxels as the reference for distance cal-
culation, the computation includes three parts, the time on
computing g;;r (T1), the time on computing h;;r (T2) and
the time on computing s;;r (T3). The time cost on the first
step (T1) is obviously O(V'), where V.= LM N is total num-
ber of voxels. The time cost on the second step is sensitive
to the input, and therefore we give the upper bound here.
The algorithm for the second step will scan for each voxel,
therefore, it will cost at least O(V'), plus for each j index,
the algorithm will loop for at most (gix — gij—1)x — 1)/2
steps. Therefore, for each fixed pair of i and k, the worst
estimate for the extra steps is Zj\/l(g”k — gi(j—1k — 1)/2
which is equal to (gpr — g1 — M + 1)/2. The value gy is in
the worst case the square of the half dimension of the image
along i direction, and it is L? /4. Given there are L N num-
ber of pair of i and k, the time cost for step 2 in worst case is
O(V)+O(L?* L N) = O(V + L3 N). Similarly, the time cost
for step 3 in worst case is O(V + L*M). If the dimension in
each direction of the 3D image is the same, and denoted as
N, the worst time cost for steps 2 and 3 is in the order of
O(N*). The algorithm is sensitive to the input shape. In the
following, we give two examples, one is a regular cone and
the other is a cube. Using these two examples, we can gen-
erate the input images and after the first step. The images
demonstrated in Figure 9 are the 2D images in ¢ — j planes
that are in the middle of the two examples with respect to
k axis. For the example of the cube, one can see that in
the step 2 computation, mostly the extra iteration of each
J is zero, because mostly g; = gj—1. The extra iterations
only happen to the voxel next to 0-voxels. The number of
such voxels is in the order of O(N?), and the extra iteration
number for each such voxel is at most N. Therefore the
extra iteration as a whole is of O(N?), then the time cost
for step 2 is of O(N?), and similarly the time cost for step
3 is also of O(N3). Therefore, the time complexity of EDT
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Figure 10: Time performance of Euclidean distance trans-
form

on a cube is O(N?). For the example of cone, consider the
array of voxels in j direction with both ¢ and k at the center
of the planar face of the cone, the extra iteration of all the
voxels in this array is in the order of O(N?). For each array
immediately surrounding the center array, the iteration is of
O[(N —1)?]. The number of such arrays that have the same
number of iterations is linear to the radius relative to the
axis. Therefore the total number of extra iterations can be
estimated with the following sum:

N24c¢(N—-1?4+---+¢cN 1%,

which is equal to N* +¢ Y,_) N —2(N —i)(i + 1)2. This
sum can be simplified to O(N*) which is equal to O(V4/3).
One can see that a sphere is a shape that is somewhat in
between these two shapes. We tested experimentally for
three examples: a cube, a sphere and a tool part which is
the example in Figure 20. The time performance curves on
these models are shown in Figure 10, one can see the time
cost for cube is linear to the volume, the time cost for the
tool part is also almost linear to the volume, but slower in
terms of slope and the time cost for the sphere is about

o(V*2).

Accuracy Given the definition of Euclidean digital dis-
tance, we can derive the maximum error of Euclidean dig-
ital distance as approximation to exact Euclidean distance
between two points. For any two points located in vox-
els centered at X and Y respectively (Figure 11), with
the assumption that the length of each voxel is §, the
square distance measured with Euclidean digital distance
is XV = [(1X, — Y2)? + (X, — V)% + (IX. — Y2)?] 6%,
The maximum square distance between the two points is

g’ = (0+0X, - Y|’ + (040X, -V, |)* +
(6+ 01X, —Y2[)?,

302 +28%(| X, — Y| + | X, — V| +
X - Vi) + XV
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Figure 9: Cone and cube examples for analysis of EDT complexity

Figure 11: Accuracy of Euclidean digital distance

Therefore the maximum error in terms of square distance is:
ag’ — XY = 307 + 26%(|X, — Yol + X, = Y| + | X. - Vi)
And
X, = Y| +]X, - Y|+ |X. - V2| <
V3 J(1Xe = V)2 + (X, = V)2 + (X2 - Va])2,
=V3XY/$

(24)

Therefore, the maximum error in terms of square distance
is 362 + 2v36XY

4.2 Laplace’s equation based blending

Complexity From the description above on the BEM
method, we can see that the computation time of the method
isT = T1+T5, where T; and T, are the times spent on setting
up and solving the linear equation system. Here we omit the
time on meshing the boundary into planar panels. Set the
number of panels as n, which is equal to the dimension of the
matrix for the equation system, then we have n? coefficients
in the matrix for evaluation, and the time for each coefficient
is constant, therefore time T is asymptotically O(n?). The
algorithm of the left-preconditioned GMRES is given in the
Appendix. We have used the GMRES algorithm developed
by Frayssé et al. [19]. The performance of the GMRES al-
gorithm depends on both the number of boundary elements
(n) and the number of iterations m of GMRES. Line 1 of the
Algorithm consists of matrix-vector multiplication, forward
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substitution (21) and back substitution (22) of a triangular
system. Since matrix-vector multiplication takes n? mul-
tiplications and additions, and each substitution takes %
arithmetic operations, in total Line 1 costs 2n2. Line 4 also
involves matrix-vector multiplication, forward substitution
and back substitution of a triangular system for each j step,
resulting in 2mn? arithmetic operations for m iterations.
Line 6 is an inner vector product and Line 7 is constant-
vector multiplication and a vector subtraction where both
lines are inside the nested for-loops. Therefore the two lines
take m(m + 1)n arithmetic operations. Line 14 involves
transformation of the Hessenberg matrix into upper trian-
gular form by using Givens rotation matrix [27] which costs

w, and solving the resulting triangular system

which can be solved in W Consequently the GMRES
algorithm performance time T% is of O(mn? + m2n + m?).
In conclusion, the time cost on solving the blending prob-
lem with Laplace’s equation is O(n?) +O(mn? +m?2n +m3).
Because in most cases m is small compared with n, the time
complexity is almost O(n?). Figure 12 gives the experimen-
tal result on a model called “Sample_split”, which confirms
our analysis. The computation time with the LU decom-
position (LU) method, which is one of the direct methods
for solving linear equation system, is of O(n®). While the
computation time with GMRES is of O(n?).

Convergence Studies in BEM methods have shown that
the convergence rate of the constant panel method is of
O(n~2) [52]. We tested the example “Cube” with boundary
conditions such as with one face out of the 6 faces at constant
value 1 and the parallel one to it set at value 0.5 and the
rest of the 4 faces at constant 0. Comparing with theoretical
solution we have the result as in Figure 13 which confirms
the quadratic convergence. Figure 14 shows the convergence
test on the example in Figure 23. With the number of pan-
els equal to 1000, the relative error of the solution is already
less than 2% when the linear system solution is precisely
computed. We also tested the convergence of the GMRES
method with and without left pre-conditioning. Figure 16
shows the result on a “Mug” example that is shown in Fig-
ure 15. The inner surfaces of the “Mug” is designed as an
LCC surface with material composition of constant value
0. The outer surfaces of the “Mug” is designed as an LCC



Figure 15: The Mug example with composition of Laplace’s equation based blending between its outer surfaces and inner
surfaces
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For the example of Figure 24-(b), we tested for different

densities of discretizations, and Figure 17 shows a signifi- Figure 14: Convergence on example “Sample_split”
cant reduction in the number of iterations when solving the

system with GMRES method using left pre-conditioning.
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Figure 19: Scaffold for tissue engineering

5 System implementation and ex-
amples

A prototype system that includes all the design methods
described above is implemented on an Intel Pentium IIT PC
rated at 1GHz. Our system is written in C++ and inte-
grated with SolidWorks [49] system via its API modules,
forming a unified solid modeler for heterogeneous objects.
Figure 18 shows the user interface of this prototype system.
In terms of modules, there exists a material system module,
a design module and a visualization and processing module.
The material module allows the user to set up an array of
materials and assign for each material some property, i.e.
the color code. The Design module includes setting default
material to all components in the assembly, designing an
LCC composition feature for a component or surface in the
feature tree of the SolidWorks system, designing an LCC
pattern to a component pattern in the feature tree and de-
signing an LCC fillet for a component in the assembly. The
composition feature can be designed with any of the meth-
ods described previously. The visualization module includes
visualization of the cross-section of the LCC object on any
user defined plane, visualization of the outer boundary of
the object with the material composition color-coded, and
processing of the LCC object at user input grid into a data
file for lower level postprocessing. The user interface for
editing of LCC features is located in the right mouse button
pop-up menu for each component or surface feature in the
assembly. In the following, several examples are presented.

Tissue scaffold with distance based composition
function: Figure 19 shows a tissue scaffold that is assigned
a composition profile which is a function of the distance to
side planar faces which bound the component (which are de-
fined as the base feature). Such a design can promote the
growth of tissue into the scaffold.

Tooling part design: using distance function from
surface features: The example in Figure 20 demonstrates
how the composition as a function of distance to different
surface features is applied to the tooling part. In Figure 20-
(b), a material composition profile is assigned as a function
of distance to the cooling channel (a sweep feature geomet-
rically) in the tool. Such a design may achieve the local
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control of porosity in the part and potentially improve the
efficiency in tool cooling. In Figure 20-(c), the part is as-
signed a composition profile that is a function of distance to
the outer boundary of the part (exclude the cooling chan-
nel). The boundary is composed of a series of features that
the user used when designing the geometry. This design can
be used to control the wear resistance of the tool where near
the surface hard phases such as TiC can be printed. In Fig-
ure 20-(d), the tool is assigned two distance based composi-
tion profiles, one to the well, dome and the fillets between
them, another to the cooling channel. Such a design can
facilitate multiple design purposes, i.e. wear resistance con-
trol with the first profile and local porosity control with the
second profile.

(b)

()

Figure 20: Example of tool part design using distance to
features method

Design of multiple overlapping distance function
based composition profiles: The example in Figure 21
demonstrates the design result of overlapping composition
profiles. Here there are two geometric surface features in
the part, the rectangular base and the cylindrical extrusion.
Suppose the user wants to modify the compositions near the
two surface features with two different distance based pro-
files, then there is an overlap similar to the example in Sec-
tion 3.2.2. Here the default composition of the part is 100%
yellow, the profile applied to the base grades from 100% red
to 100% yellow into the part in the normal direction from
the base feature, and the profile applied to the cylindrical
extrusion grades from 100% green to 100% yellow into the
part in the normal direction from the cylindrical extrusion
feature. A design like this allows smooth change of material
volume ratio between different profiles.
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Pill matrix with LCC pattern The example in Figure 22
shows the design of LCC pattern for structured repeat of a
particular LCC feature. Here the original pill is inserted
an LCC component which was assigned a distance based
composition profile with respect to the boundary of that
component. The boundary again is the series of features
the designer used in design of the geometry of the compo-
nent. Then the component is circularly patterned based on
user input parameters. Then the original pill was cut with
these inserted LCC components. This design may be used
to achieve certain desired functional delivery of drugs.

Design of material fillet using Laplace’s equation
based blending: The example in Figure 23 shows the de-
sign of material fillet for adjacent components. The smooth
blending is based on solving Laplace’s equation with bound-
ary conditions. Here the example is an assembly of three
components A, B and C, where the components are derived
by cutting a single part with parametrized surfaces (two
spherical surfaces). The user can assign to component A
and C as separate LCC features and then assign material
fillet on component B. Then the automatic blending solving
as described in Section 3.3 is done by our system. Using such
a design method, smooth transition between LCC volumes
is achieved which may provide better material property than
is otherwise achievable.

Editing of geometric feature and composition fea-
ture simultaneously: Figure 24 shows the simultaneous
editing of geometric feature and composition feature with
this system. The example in Figure 24-(a) shows editing on
an LCC feature that is assigned two different distance based
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composition profiles. The example in Figure 24-(b) shows
editing of the volume fillet of adjacent LCC components.

6 Conclusions

The major barrier to the wide-spread exploration of the po-
tential of LCC in SFF is due to the lack of electronic repre-
sentations and design tools for objects with LCC. Most CAD
research has focused on the representation of 3D geometry
of homogeneous objects, on methods and tools for designers
to interact with these representations at a high level, and
on derivation of machine specific instructions for machining.
Current approaches proposed for modeling LCC objects are
awkward in editing geometric and material composition in-
formation simultaneously. In effect, they permit sequential
editing (i.e., first of geometry and then composition), which
is not flexible and limits the designer’s options. Current
LCC models are also limited to low level data and opera-
tors and do not allow for the symbolic representation of the
designer’s intent with respect to composition. Also as such,
design changes cannot be efficiently propagated. In order to
address these limitations, our proposed approach builds on
the concept of feature-based design (FBD) and extends it
from a geometric domain to simultaneous material and geo-
metric editing of features. We identify and formalize the con-
cept of LCC features. The classes of LCC features include
LCC features that are based on volume, transition, pattern,
and (user-defined) surface features. Methods for LCC fea-
ture creation and editing are developed. Specifically, ma-
terial composition functions such as functions parametrized



Figure 23: Example of material fillet using Laplace’s equation based blending

(a)

()

Figure 24: (a) Edit a multi-profile design; (b) Edit a volume fillet design

with respect to distance or distances to user-defined geo-
metric features; and functions that use Laplace’s equation
to blend smoothly various boundary conditions including
values and gradients of the material composition on the
boundaries are developed. The Euclidean digital distance
transform and the Boundary Element Method are utilized
and developed for the efficient computation of composition
functions. In addition, the General Minimization of Resid-
ual Method is employed as an appropriate iterative method
for solving the resulting linear equation system. Theoreti-
cal and experimental complexity, accuracy and convergence
analyses are presented as well.

With such a feature-based scheme the efficient and robust
evaluation of an LCC object is done at different levels of
resolution for both visualization and fabrication purposes.
An unevaluated exact representation for the geometry and
composition is maintained for as long as possible along the
information pathway. Therefore, a high level codification of
the design useful for data exchange in general setting not
associated with a specific SFF process is provided.

In this paper, we gave examples that demonstrate the useful-
ness of such a system in exploring the potential applications
in Solid Freeform Fabrication with local composition con-
trol. Examples include tissue scaffold, tool part with local
control, drug delivery device, GRIN lense, material fillet,etc.
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Appendix

Algorithm: Left-preconditioned GMRES method [39] with

Z, an initial guess.

1. Solve r, from Mr, = b— Az,

2. v =r,/B where f = ||r,]|2

3. forj=1,---,m

4. Solve w from Mw = Av;

5. fori=1,---,j

6. hi; = (w,v;)

7. w=w — h; ;v;

8. end

9. i1, = [lwll2
10. if hj11,; = 0set m = j and go to 13
11. Vjp1 = w/hji1;
12.  end
13. Define V;;, = [v1,v2,- -, Um],

Hp, = [hijhi<i<jia<icm

14.  Compute y,, which minimizes ||e; — Hpy||2



15, xpm =20+ Viym
In other words the solution in the i-th iterate of GMRES is
constructed as

29 =z, +yo® + - 4y (25)

where y; is determined to minimize the residual norm ||b —
Az
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