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Abstract

We consider a privacy-utility trade-off encountered by users who wish to disclose some information to an analyst, that is correlated with their private data, in the hope of receiving some utility. We propose a general framework under which data is transformed according to a probabilistic privacy-preserving mapping before it is disclosed. We show that applying this general framework to the setting where the adversary uses the log-loss cost function naturally leads to a non-asymptotic information-theoretic formulation for characterizing the best achievable privacy subject to utility constraints. This formulation can be cast as a modified rate-distortion problem. We justify the relevance and generality of the privacy metric under the log-loss by proving that the inference threat under any bounded cost function can be upper bounded by an explicit function of the mutual information between private data and disclosed data. We then study connections between our framework and differential privacy. In addition, we show that when the log-loss is used in this framework in both the privacy metric and the utility metric, the average information leakage and the utility constraint can be reduced to the mutual information between private data and disclosed data, and between non-private data and disclosed data, respectively. We then show that the privacy-utility tradeoff under the log-loss can be cast as a non-convex optimization termed Privacy Funnel. Finally, we study the problem of finding optimal privacy-preserving mapping.
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1 Introduction

1.1 Motivation

Increasing volumes of user data are being collected over wired and wireless networks, by a large number of companies who mine this data to provide personalized services or targeted advertising to users. As a consequence, privacy is gaining ground as a major topic in the social, legal, and business realms. This trend has spurred recent research in the area of theoretical models for privacy, and their application to the design of privacy-preserving services. Most privacy-preserving techniques, such as anonymization, k-anonymity Sweeney (2002) and differential privacy Dwork et al. (2006a), are based on some form of perturbation of the data, either before or after the data is used in some computation. These perturbation techniques provide privacy guarantees at the expense of a loss of accuracy in the computation result (i.e., loss of utility), which leads to a privacy-utility trade-off.

In this paper, we consider the general setting where a user wishes to release a set of measurements to an analyst who provides a service (e.g. a recommendation system), while keeping data that are correlated with these measurements private. On one hand, the analyst is a legitimate receiver for these measurements, from which he expects to derive some utility. On the other hand, the correlation of these measurements with the user’s private data gives the analyst the ability to illegitimately infer private information. The tension between the privacy requirements of the user and the utility expectations of the analyst gives rise to the problems of privacy-utility trade-off modeling, and the design of release schemes minimizing the privacy risks incurred by the user, while satisfying the utility constraints of the analyst.

1.2 Contributions

We propose a general statistical inference framework to capture the privacy threat incurred by a user who releases information given certain utility constraints. The privacy risk is modeled as an inference cost gain by a curious adversary upon observing the information released by the user. In broad terms, this cost gain represents the “amount of knowledge” learned by an adversary about the private data after observing the user’s released data. The design problem of finding the optimal mapping from the user’s information to a privacy-preserving output is formulated as an optimization problem where the cost gain of the adversary is minimized for a given set of utility constraints. This formulation is general and given in terms of minimizing the average, being applicable to different cost functions.

We apply this general framework to the case when the adversary uses the self-information cost function (also commonly referred as log-loss cost). We show how this naturally leads to a non-asymptotic information-theoretic framework to characterize the information leakage subject to utility constraints. Based on these results we introduce a privacy metric termed average information leakage. We also demonstrate that the problem of designing a privacy preserving mechanism that achieves the optimal privacy-utility tradeoff can be cast as modified rate-distortion problems. We justify the relevance and generality of the privacy metric under the log-loss by proving that the inference threat under any bounded cost function can be upper bounded by an explicit function of the mutual information between private data and disclosed data.

We compare the average information leakage with differential privacy. We show that differential privacy does not provide in general any privacy guarantees in terms of average information leakage. Furthermore, we show that local differential privacy provides a bound on the average information leakage. We then show that, when the log-loss is introduced in this framework in both the privacy metric and the distortion metric, the privacy leakage reduces to the mutual information between private data and disclosed data, while the utility requirement is modeled by the mutual information between non-private data and disclosed data. We then
show that the privacy-utility tradeoff under the log-loss can be cast as the Privacy Funnel optimization, and study its connection to the Information Bottleneck Tishby et al. (2000).

Finally, we focus on the design of privacy-preserving mapping. We first show that if the distribution of the private data is not available, then the privacy-utility trade-off reduces to that of rate-distortion. We then consider the case in which the distribution of the private data is available and show that the general modified rate-distortion problem can be expressed as a convex program. As a consequence, the privacy preserving mapping that achieves the optimal privacy-utility tradeoff can be efficiently found using convex minimization algorithms or widely available convex solvers. On the other hand, for general distributions, the privacy funnel optimization is a non-convex problem, so provide a greedy algorithm for the Privacy Funnel that is locally optimal by leveraging connections to the Information Bottleneck method Slonim and Tishby (1999); Tishby et al. (1999), and evaluate its performance on real-world data.

1.3 Related Works

Privacy-utility tradeoffs have been studied under either a local privacy setting, or a centralized privacy setting. In the local privacy setting, users do not trust the entity aggregating data. Thus, each user holds her data locally, and processes it according to a privacy-preserving mechanism before releasing it to the aggregator. Local privacy dates back to randomized response in surveys Warner (1965), and has been considered in privacy for data mining and statistics Agrawal and Srikant (2000); Mishra and Sandler (2006); Evfimievski et al. (2003); Rebollo-Monedero et al. (2010); Kasiviswanathan et al. (2011); Banerjee et al. (2012); Duchi et al. (2013). The setup we consider falls under the local privacy setting, since the analyst is assumed to be untrusted, and users wish to protect against statistical inference of private information from data they release to the analyst. In contrast, the framework we study models non-asymptotic privacy guarantees in terms of the inference cost gain that an adversary achieves by observing the released output. Local privacy has also been considered in the differential privacy Dwork et al. (2006a); Dwork (2006b) corpus, e.g. for learning concept classes Kasiviswanathan et al. (2011), training clustering algorithms Banerjee et al. (2012), and statistical parameter estimation Duchi et al. (2013), from data distorted locally by users. These works are concerned with the problem of learning aggregate statistical properties from the data of several users. In contrast, we focus on providing utility to an individual user while maintaining the privacy of this individual user's attributes.

In the centralized privacy setting, a trusted entity aggregates data from users in a database, while an untrusted analyst asks queries on the database. The trusted aggregator jointly processes data from multiple users according to a centralized privacy-preserving mechanism to produce a privatized answer to the query, that is released to the analyst. The centralized privacy setting is much more stringent than the local privacy setting. Information theoretic frameworks have been used to analyze privacy-utility tradeoffs in the centralized database setting. One line of work Reed (1973); Yamamoto (1983b); Sankar et al. (2013) focuses mainly on collective privacy for all or subsets of the entries of a data base, and provide fundamental and asymptotic results on the rate-distortion-equivocation region as the number of data samples grows arbitrarily large. Traditionally, many differential privacy works assumed a centralized setting with a trusted database owner, and focused on making the output of an application running on the database differentially private, e.g. data mining Friedman and Schuster (2010), social recommendations Machanavajjhala et al. (2011), recommender systems McSherry and Mironov (2009), as well as algorithms for statistical estimators Smith (2011); Dwork and Lei (2009), classifiers Chaudhuri et al. (2011); Rubinstein et al. (2009), principal component analysis Chaudhuri et al. (2012), etc. More specifically, McSherry and Mironov (2009) considers the case of a trusted recommender system who has access to ratings from privacy-conscious users, and addresses the challenge of training a differentially-private recommendation algorithm based on these original ratings. In contrast, we study a local privacy setup where the analyst is not trusted by privacy-conscious users, who wish to protect against statistical inference of private information from data they release to the analyst.

Our paper relates to a vast literature on the study of differential privacy introduced in Dwork et al. (2006a); Dwork (2006b). Differential privacy is studied in many contexts including mechanism design McSherry and Talwar (2007); Ghosh and Roth (2015), learning theory Dwork et al. (2010); Blum et al. (2013); Duchi et al. (2013), and data mining Banerjee et al. (2012); Dwork et al. (2015b,a) (see Dwork et al. (2014) for a survey of results). Moreover, Agrawal and Srikant (2000); McGregor et al. (2010) study the class of adding distortion to the public data to protect privacy and Sweeney (2002); Wang et al. (2004) study the use of $k$--anonymity
to mask private information in classification. We compare our framework to that of differential privacy in Section 3.

Several approaches rely on information-theoretic tools to model privacy-utility trade-offs, such as Reed (1973); Yamamoto (1983a); Evfimievski et al. (2003); Sankar et al. (2013). Indeed, information theory, and more specifically rate-distortion theory, appear as natural frameworks to analyze the privacy-utility trade-off resulting from the distortion of correlated data. Although the approach we introduce in this paper involves information theoretic metrics, it is fundamentally different from previous information theoretic privacy models. Indeed, traditional information theoretic privacy models, such as Yamamoto (1983a); Sankar et al. (2013, 2010), focus on collective privacy for all or subsets of the entries of a database, and provide asymptotic guarantees on the average remaining uncertainty per database entry – or equivocation per input variable – after the output release. More precisely, the average equivocation per entry is modeled as the conditional entropy of the input variables given the released output, normalized by the number of input variables. In contrast, the general framework introduced in this paper provides privacy guarantees in terms of bounds on the inference cost gain that an adversary achieves by observing the released output. The use of a self-information cost yields a non-asymptotic information theoretic framework modeling the privacy risk in terms of information leakage. This framework, in turn, can be used to design practical privacy preserving mappings.

Finally, mutual information as a measure of privacy has been used in the literature (see, e.g., Chatzikokolakis et al. (2010); Zhu and Bettati (2005); Chatzikokolakis et al. (2008)), mostly under the context of quantitative information flow and anonymity systems. The connections between different privacy notions have been studied recently, e.g., Alvim et al. (2011); Mir (2012); Wang et al. (2016). Several works have studied a rate-distortion approach to privacy including Sarwate and Sankar (2014); Asoodeh et al. (2014); Moraffah and Sankar (2015); Basciftci et al. (2016); Asoodeh et al. (2016); Bonomi et al. (2016). More recently, generalizations to the privacy-utility trade-offs have been considered, e.g. Rassouli and Gunduz (2019) measures the privacy leakage in terms of total variation; Asoodeh et al. (2017); Osia et al. (2019) consider privacy against guessing attacks; Liao et al. (2019, 2018) study privacy guarantees under α-maximum leakage; Liao et al. (2017); Li et al. (2018); Sreekumar et al. (2018) are concerned with privacy against an adversary performing a hypothesis test; the estimation formulations of the privacy utility trade-offs have also been extensively considered in Asoodeh et al. (2018); Wang and Calmon (2017); Wang et al. (2019).

1.4 Outline

In Section 2, we introduce the threat model and formulate the general privacy-utility trade-off, and specialize it to the log-loss case. The privacy metric with log-loss cost function is termed average information leakage. We then show that privacy guarantees with log-loss cost function (i.e., small average information leakage) provides a performance guarantee under any bounded cost function. In addition, we show that if the average information leakage is small, then the probability of error in inferring the private data becomes large. In Section 3 we compare differential privacy with average information leakage. In Section 4, we consider the case where the distortion is also computed in terms of log-loss, which leads to the so-called Privacy Funnel optimization problem. Finally, in Section 5, we consider the problem of finding the optimal privacy-preserving mapping and show that it is convex. We then show that the privacy funnel problem is non-convex and provide a greedy-algorithm for it inspired by algorithms that solve the information bottleneck method. We conclude the paper in Section 6.

Previous Publications: Parts of this manuscript have been published in Calmon and Fawaz (2012); Makhdoumi and Fawaz (2013); Makhdoumi et al. (2014). This publication distinguishes itself in three main ways: (i) it contains a substantial set of examples and simulations throughout the paper which are missing in the above submissions, (ii) contains all the complete proofs as well as some additional technical lemmas such as Lemma 1, Proposition 1, Lemma 4, and (iii) gives a much more complete view on the privacy against inference problem, and thus serves as a main reference for researchers and practitioners interested in designing privacy systems.
1.5 Notation

Matrices are denoted by upper-case bold letters (e.g. $\mathbf{A}$) and column vectors by lower-case bold letters. We denote by $\mathbf{1}$ the vector with all entries equal to 1, and the dimension of $\mathbf{1}$ will be clear from the context. Sets are denoted by calligraphic letters (e.g. $\mathcal{A}$), with the exception $[k] \triangleq \{1, \ldots, k\}$ for a positive integer $k$, and the $n$-dimensional simplex

$$
\Delta_n \triangleq \left\{ x \in \mathbb{R}^n \left| \sum_{i=1}^{n} x_i = 1, \ x_i \geq 0 \right. \right\}.
$$

The convex hull of a set $\mathcal{A}$ is denoted by $\operatorname{conv}\mathcal{A}$, and the boundary of a set is denoted by $\partial \mathcal{A}$.

Let $X$ and $Y$ be two (discrete) random variable, with joint distribution $p_{XY}$ and support $\mathcal{X}$ and $\mathcal{Y}$, respectively, such that $|\mathcal{X}|,|\mathcal{Y}| < \infty$. We assume without loss of generality that $\mathcal{X} = [m]$ and $\mathcal{Y} = [n]$. We denote by $\mathbf{p} \in \Delta_m$ the column vector with entries $\mathbf{p} = [P_X(1), \cdots, P_X(m)]$ (equivalently $\mathbf{q} \in \Delta_n$ for $P_Y$). In addition, we denote by $\mathbf{T} \in \mathbb{R}^{n \times m}$ the column-stochastic matrix whose entries are the channel transformation $P_{Y|X}$, i.e. $[\mathbf{T}]_{i,j} = P_{Y|X}(i|j)$. Observe that $\mathbf{q} = \mathbf{Tp}$. We denote $X \sim P_X$ and $X \sim \mathbf{p}$ interchangeably.

For $\mathbf{p} \in \Delta_m$, we denote by $h_m$ the entropy function, i.e., $h_m : \Delta_m \to \mathbb{R}$ with $h_m(\mathbf{p}) = -\sum_{i \in [m]} p_i \log p_i$ with the usual convention that $0 \log 0 = 0$. For $a \in [0,1]$, we let $\bar{a} \triangleq 1 - a$. The binary entropy function is given by $h_b(x) \triangleq h_2([x, \bar{x}])$. When $p_{X,Y,Z}(x,y,z) = p_X(x)p_{Y|X}(y|x)p_{Z|Y}(z|y)$ (i.e. $X$ is conditionally independent of $Z$ given $Y$), we write $X \to Y \to Z$.

For a random variable $X$ with discrete support and $X \sim p_X$, the entropy of $X$ is given by

$$ H(X) \triangleq -\mathbb{E} \left[ \log (p_X(X)) \right]. $$

For $X, Y \sim p_{XY}$, the mutual information between $X$ and $Y$ is

$$ I(X; Y) \triangleq \mathbb{E} \left[ \log \left( \frac{p_{XY}(X,Y)}{p_X(X)p_Y(Y)} \right) \right]. $$

For any two pmfs over $\mathcal{X}$ such as $p_X$ and $q_X$ the KL-Divergence is defined as

$$ D(p||q) \triangleq \mathbb{E}_{X \sim p_X} \left[ \log \left( \frac{p_X(X)}{q_X(X)} \right) \right]. $$

The basis of the logarithm will be clear from the context. For any real-valued random variable $X$, we denote the $L_p$-norm of $X$ as

$$ \|X\|_p \triangleq (\mathbb{E}|X|^p)^{1/p}. $$

2 General Setup for Privacy-utility trade-offs

In this section we outline the general setup considered in this paper, and some threats models it addresses. Our formulation is general and encompasses many existing privacy-utility scenarios, which are designed under a specific setting. Despite its generality, many of these formulations share similar properties, which will become apparent from the viewpoint we propose.

2.1 General setup

We assume that there are two parties that communicate over a noiseless channel, namely Alice and Bob. Alice has access to a set of measurement points, represented by the variable $X \in \mathcal{X}$, that she wishes to transmit to Bob. At the same time, Alice requires that a set of variables $S \in \mathcal{S}$ should remain private, where $S$ is jointly distributed with $X$ according to the distribution $(X,S) \sim p_{X,S}(x,s)$, $(x,s) \in \mathcal{X} \times \mathcal{S}$. Depending on the considered setting, the variable $S$ can be either directly accessible to Alice or inferred from $X$. If no privacy mechanism was in place, Alice would simply transmit $X$ to Bob.

Bob has a utility requirement for the information sent by Alice. Furthermore, Bob will try to learn $S$ from Alice’s transmission. Alice’s goal is to find and transmit a distorted version of $X$, denoted by $Y \in \mathcal{Y}$, such that $Y$ satisfies a target utility constraint, but “protects” (in a sense made more precise later) the private
variable $S$. We assume that Bob is passive but computationally unbounded, and will try to infer $S$ based on $Y$.

We consider, without loss of generality, that $S \rightarrow X \rightarrow Y$. Note that this model can capture the case where $S$ is directly accessible by Alice by appropriately adjusting the alphabet $X$. For example, this can be done by representing $S \rightarrow Y$ as an injective mapping or allowing $S \subset X$. In other words, even though the privacy mechanism is designed as a mapping from $X$ to $Y$, it is not limited to an output perturbation, and it encompasses input perturbation settings.

**Definition 1.** A privacy-preserving mapping is a transition probability $p_{Y|X}(y|x)$, $x \in X$, $y \in Y$. A distortion, or utility measure, is a function $d: X \times Y \rightarrow \mathbb{R}^+$. We say a privacy mapping $p_{Y|X}$ has $D$-distortion for some $D \geq 0$, if $\mathbb{E}[d(X,Y)] \leq \delta$ when $(X,Y) \sim p_X p_{Y|X}$.

Throughout the paper we make the following assumptions:

1. Alice and Bob know the prior distribution of $p_{X,S}(\cdot)$. This represents the side information that an adversary has. In Section 5.2, we relax this assumption to the case where only $p_X$ is known.

2. Bob has complete knowledge of the privacy preserving mapping, i.e., $g$ and $p_{Y|X}(\cdot)$ are known.

Note that this represents the worst-case statistical side information that an adversary can have about the input.

**2.2 Threat model**

We assume that Bob selects a revised distribution $q \in \mathcal{P}_S$, where $\mathcal{P}_S$ is the set of all probability distributions over $S$, in order to minimize an expected cost $C(S,q)$. The cost $C: S \times \mathcal{P}_S \rightarrow \mathbb{R}^+$ models the statistical risk or cost, of picking an estimator $q$ to estimate the random variable $S$. In other words, the adversary chooses $q$ as the solution of the minimization

$$c_0^* = \min_{q \in \mathcal{P}_S} \mathbb{E}_S[C(S,q)]$$

prior to observing $Y$, and

$$c_y^* = \min_{q \in \mathcal{P}_S} \mathbb{E}_{S,Y}[C(S,q)|Y = y]$$

after observing the output $Y$. Note that this restriction on Bob models a very broad class of adversaries that perform statistical inference, capturing how an adversary acts in order to infer a revised belief distribution over the private variables $S$ when observing $Y$. After choosing this distribution, the adversary can perform an estimate of the input distribution (e.g. using a MAP estimator). However, the quality of the inference is inherently tied to the revised distribution $q$.

The average cost gain by an adversary after observing the output is

$$\Delta C = c_0^* - \mathbb{E}_Y[c_y^*].$$

We also mention that one can represent similarly the maximum cost gain by an adversary in terms of the most informative output (i.e. the output that give the largest gain in cost), which gives:

$$\Delta C^* = c_0^* - \min_{y \in Y} c_y^*.$$ (2.2)

In the next section we present a formulation for the privacy-utility tradeoff based on this general setting.

**2.3 A general formulation for the privacy-utility tradeoff**

Our goal is to design privacy preserving mappings that minimize $\Delta C$ for a given distortion level $D$, characterizing the fundamental privacy-utility tradeoff. More precisely, our focus is to solve optimization problems over $p_{Y|X} \in \mathcal{P}_{Y|X}$ of the form

$$\min \Delta C$$

s.t. $\mathbb{E}_{X,Y}[d(X,Y)] \leq \delta,$

where $\mathcal{P}_{Y|X}$ is the set of all conditional probability distributions of $Y$ given $X$. 
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Remark 1. In the remainder of the paper we consider only one distortion constraint. However, it is straightforward to generalize the formulation and the subsequent optimization problems to multiple distinct distortion constraints $E_{X,Y}[d_1(X,Y)] \leq \delta_1, \ldots, E_{X,Y}[d_n(X,Y)] \leq \delta_n$. This can be done by simply adding an additional linear constraint to the optimization problem.

The formulation introduced above is general and can be applied to different cost functions in principle. Throughout the paper, we specialize this formulation to the log-loss, or self-information cost. We will show subsequently how the log-loss can be used to bound any other loss function. In addition to its generality, the log-loss has additional convenient advantages. Namely, it is a local, proper and differentiable loss, which will, as we will see, lead to a convex optimization formulation for privacy-utility trade-offs. For an overview of the central role of the self-information cost function in prediction, we refer the reader to Merhav and Feder (1998). Nevertheless, it is important to emphasize that many of the results presented in this paper hold for more general loss functions, at the expense of additional notation.

The self information (or log-loss) cost function is given by

$$C(S, q) = -\log q(S).$$

It is straightforward to show that for the log-loss function $c_0^* = H(S)$ and, consequently, $c_y^* = H(S|Y = y)$, and, therefore

$$\Delta C = I(S; Y) = \mathbb{E}_Y[D(p_{S|Y}||p_S)],$$

From this definition, the optimal privacy-preserving mapping (the one with privacy $G_d(\delta, p_{S,X})$) is the solution of the minimization

$$\min_{p_{Y|X}} I(S; Y)$$

$$\text{s.t. } E_{X,Y}[d(X,Y)] \leq \delta.$$  \hspace{1cm} (2.4)

In extreme cases, we say a privacy-mapping has full privacy if $I(S; Y) = 0$ (which implies the released random variable, $Y$, is independent from the private random variable, $S$), and no privacy if $I(S; Y) = H(S)$ (implies that $S$ is fully recoverable from $Y$).

Observe that finding the mapping $p_{Y|X}(y|x)$ that provides the minimum information leakage is a modified rate-distortion problem. Alternatively, we can rewrite this optimization as

$$\min_{p_{Y|X}} \mathbb{E}_Y[D(p_{S|Y}||p_S)]$$

$$\text{s.t. } E_{X,Y}[d(X,Y)] \leq \delta.$$ \hspace{1cm} (2.5)

The minimization (2.7) has an interesting and intuitive interpretation. If we consider KL-divergence as a metric for the distance between two distributions, (2.7) states that the revised distribution after observing $Y$ should be as close as possible to the a priori distribution.

It is straightforward to show that for the log-loss function $c_0^* = H(S)$ and, consequently, $c_y^* = H(S|Y = y)$, and, therefore

$$\Delta C = I(S; Y) = \mathbb{E}_Y[D(p_{S|Y}||p_S)],$$

From this definition, the optimal privacy-preserving mapping (the one with privacy $G_d(\delta, p_{S,X})$) is the solution of the minimization

$$\min_{p_{Y|X}} I(S; Y)$$

$$\text{s.t. } E_{X,Y}[d(X,Y)] \leq \delta.$$ \hspace{1cm} (2.6)

In extreme cases, we say a privacy-mapping has full privacy if $I(S; Y) = 0$ (which implies the released random variable, $Y$, is independent from the private random variable, $S$), and no privacy if $I(S; Y) = H(S)$ (implies that $S$ is fully recoverable from $Y$).
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Observe that finding the mapping \( p_{Y|X}(y|x) \) that provides the minimum information leakage is a modified rate-distortion problem. Alternatively, we can rewrite this optimization as

\[
\min_{p_{Y|X}} \mathbb{E}_Y[D(p_{S|Y}||p_S)] \quad \text{s.t.} \quad \mathbb{E}_{X,Y}[d(X,Y)] \leq \delta. \tag{2.7}
\]

The minimization (2.7) has an interesting and intuitive interpretation. If we consider KL-divergence as a metric for the distance between two distributions, (2.7) states that the revised distribution after observing \( Y \) should be as close as possible to the a priori distribution.

We are now ready to define the privacy-utility region.

**Definition 2.** For \( D \geq 0 \), distortion measure \( d: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^+ \), and a joint distribution \( p_{S,X} \) over \( S \times \mathcal{X} \), we define the optimal privacy-utility function \( G_d(D,p_{S,X}) \) as

\[
G_d(D,p_{S,X}) \triangleq \inf \{ I(S;Y) : \mathbb{E}[d(X,Y)] \leq D, S \to X \to Y \},
\]

where the infimum is over all mappings \( p_{Y|X} \) such that \( \mathcal{Y} \) is finite. For a fixed \( p_{S,X} \) and \( D \geq 0 \), the set of pairs \( \{(D,G_d(D,p_{S,X}))\} \) is called the privacy-utility region of \( p_{S,X} \).

We next characterize a property of the optimal privacy-preserving mapping which will be useful in Section 5 to construct solutions to the optimization problem 2.6. In particular, the next lemma suggests that the size of the output alphabets \( |\mathcal{Y}| \) one need to consider is bounded by \( |\mathcal{X}| + 1 \). This lemma will be used in Section 5 when we find to design algorithms to find the optimum privacy-preserving mapping.

**Lemma 1.** We have

\[
G_d(D,p_{S,X}) = \min_{p_{Y|X}} \{ I(S;Y) : \mathbb{E}[d(X,Y)] \leq D, S \to X \to Y, |\mathcal{Y}| \leq |\mathcal{X}| + 1 \}. \tag{2.8}
\]

**Proof.** Let \( p_{S,X} \) and \( p_{Y|X} \) be given, with \( S \to X \to Y \). Denote by \( w_i \) the vector in the \( |\mathcal{X}| \)-simplex with entries \( p_{X|Y}(\cdot|i) \). Furthermore, let \( a_i \triangleq \mathbb{E}[d(X,Y)|Y=i] \), and \( b_i \triangleq H(S) - H(S|Y=i) \). Therefore

\[
\sum_{i=1}^{|\mathcal{Y}|} p_Y(i) [w_i, a_i, b_i] = [p_X, \mathbb{E}[d(X,Y)], I(S;Y)]. \tag{2.9}
\]

Since \( w_i \) belongs to the \( |\mathcal{X}| \)-simplex, the vector \([w_i, a_i, b_i] \) is taken from a connected, compact \( |\mathcal{X}| + 1 \) dimensional space. Then, from Fenchel-Eggleston strengthening of Carathéodory’s theorem (Eggleston, 2009, Theorem 18, pg. 35), the point \([p_X, \mathbb{E}[d(X,Y)], I(S;Y)]\) can also be achieved by at most \( |\mathcal{X}| + 1 \) non-zero values of \( p_Y(i) \). It follows directly that it is sufficient to consider \( |\mathcal{Y}| \leq |\mathcal{X}| + 1 \) for the infimum (4.2). The set of all mappings \( p_{Y|X} \) for \( |\mathcal{Y}| \leq |\mathcal{X}| + 1 \) is compact, and both \( p_{Y|X} \to I(S;Y) \) and \( p_{Y|X} \to \mathbb{E}[d(X,Y)] \) are continuous and bounded when \( S \), \( X \) and \( Y \) have finite support. Consequently, the infimum in (4.2) is attainable.

Next, we give an example of the optimization given in (2.7) and its solution.

**Example 1.** Let \( S \) be a Bernoulli(\( \frac{1}{2} \)) distribution and \( X \) be the result of \( S \) passing through a BSC(\( p \)) channel where \( p \leq \frac{1}{2} \). Suppose the distortion measure is hamming distortion, i.e. \( \mathbb{E}[d(X,Y)] = \mathbb{P}[X \neq Y] \), and consider the log-loss. We claim that in this setting for a given \( \delta \in (0,1) \), we have

\[
G_d(\delta, p_{S,X}) = 1 - h_b(p \ast \delta),
\]

where \( p \ast \delta = p(1-\delta) + (1-p)\delta \). First, note that using the privacy-preserving mapping, \( p_{Y|X} \), given by \( Y = X \xor Z \), where \( Z \) has a Bern(\( \delta \)) distribution, we have \( \mathbb{E}[d(X,Y)] \leq \delta \) and \( I(S;Y) = 1 - h_b(p \ast \delta) \). This shows that \( G_d(\delta, p_{S,X}) \leq 1 - h_b(p \ast \delta) \). Next, we show that \( G_d(\delta, p_{S,X}) \geq 1 - h_b(p \ast \delta) \). We have \( I(S;Y) = H(S) - H(S|Y) = 1 - H(S \xor Y|Y) \geq 1 - H(S \xor Y) \). Using Markov property, it follows that \( \mathbb{P}[S \xor Y = 0] \leq p \ast \delta \), which completes the proof of the claim. Now suppose we want to have full privacy. Given \( G_d(D, p_{S,X}) = 1 - h_b(p \ast D) \), full privacy is possible only in the following two cases:

1. \( p = \frac{1}{2} \), implying \( X \) is independent from \( S \). In this case, there is no privacy problem to begin with.
2. \( \delta = \frac{1}{2} \), implying \( Y \) is independent from \( X \). In this case, full privacy implies no utility is preserved in the released data.
2.3.1 Generality of log-loss as a privacy metric

In this section, we focus on the threat model under the log-loss cost function and show its generality. In particular, we establish that for any bounded cost function $C(S, q)$, the associated inference cost gain $\Delta C$ can be upperbounded by an explicit constant factor of $\sqrt{I(S; Y)}$. Thus, controlling the cost gain under the log-loss, so that it does not exceed a target privacy level, is sufficient to ensure that the privacy threat under a different bounded cost function would also be controlled. Therefore, the design of the privacy mapping can be focused on minimizing the privacy leakage as measured by $I(S; Y)$.

**Theorem 1.** Let $L = \sup_{s \in S, q \in P_S} |C(s, q)| < \infty$. We have $\Delta C = c_0^* - \mathbb{E}_{p_Y}[c_0^*] \leq 2\sqrt{2L} \sqrt{I(S; Y)}$.

The proof of Theorem 1 requires the following lemma.

**Lemma 2.** Let $C(s, q)$ be a bounded cost function such that $L = \sup_{s \in S, q \in P_S} |C(s, q)| < \infty$. For any given $y \in \mathcal{Y}$,

$$
\mathbb{E}_{p_S|Y}(C(S, q_0^*) - C(S, q_y^*)|Y = y) \leq 2\sqrt{2L} \sqrt{D(p_{S|Y = y}||p_S)},
$$

where $q_0^*$ and $q_y^*$ are the maximizing distributions for $c_0^*$ and $c_y^*$ as defined in Section 2.2, respectively.

**Proof.** We have

$$
\mathbb{E}_{p_S|Y}(C(S, q_0^*) - C(S, q_y^*)|Y = y) = \sum_s p(s|y) [C(S, q_0^*) - C(S, q_y^*)],
$$

and

$$
\sum_s (p_{S|Y}(s|y) - p_S(s))[C(S, q_0^*) - C(S, q_y^*)] = \sum_s (p_{S|Y}(s|y) - p_S(s))[C(S, q_0^*) - C(S, q_y^*)],
$$

and

$$
\sum_s p(s)[C(S, q_0^*) - C(S, q_y^*)] \leq 2L \sum_s |p(s|y) - p(s)| + (\mathbb{E}_{p_S}[C(S, q_0^*)] - \mathbb{E}_{p_S}[C(S, q_y^*)]),
$$

where we used that $C(S, q_0^*) - C(S, q_y^*) \leq 2L$ and $\mathbb{E}_{p_S}[C(S, q_0^*)] - \mathbb{E}_{p_S}[C(S, q_y^*)] \leq 0$. And the last inequality follows from using Pinsker’s inequality (Csiszár and Körner, 2011, Problem 3.18) (where the log in the definition of divergence is natural log).

We now prove Theorem 1.

**proof of Theorem 1.** We have

$$
\Delta C = \mathbb{E}_{p_S}[C(S, q_0^*)] - \mathbb{E}_{p_Y}[\mathbb{E}_{p_{S|Y}}[C(S, q_y^*)|Y = y]]
$$

and

$$
\mathbb{E}_{p_Y}[\mathbb{E}_{p_{S|Y}}[C(S, q_0^*) - C(S, q_y^*)|Y = y]] \leq 2\sqrt{2L} \mathbb{E}_{p_Y}[D(p_{S|Y = y}||p_S)] \leq 2\sqrt{2L} \sqrt{I(S; Y)},
$$

where the last step follows from concavity of square root function and the one before that follows from Lemma 2.

2.3.2 Inference Defeat through Privacy

One natural and related question is whether a privacy mapping which is designed to minimize average information leakage, privacy, by solving problem (2.6), also provides guarantees on the probability of correctly inferring $S$ from the observation of $Y$, using any inference algorithm. Next, we show a lower bound on the error probability in inferring $S$ from $Y$, based on a bound on privacy, using Fano’s inequality.

**Proposition 1.** Assume $|S| > 2$ and $I(S; Y) \leq \epsilon H(S)$, for some $\epsilon \in [0, 1]$. Let $\hat{S}$ be an estimator of $S$ based on the observation $Y$ (possibly randomized). We have

$$
p_c \triangleq \mathbb{P}[(\hat{S} \neq S)] \geq \frac{(1 - \epsilon) H(S) - 1}{\log(|S| - 1)}.
$$

For $|S| = 2$, we have $h(p_c) \geq (1 - \epsilon) H(S)$. 
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We illustrate next how the proposed model can be cast in terms of privacy preserving queries and hiding another important particularization of the proposed framework is the obfuscation of a set of features \( S \) by distorting the entries of a data set \( X \). In this case \( |S| \ll |X| \), and \( S \) represents a set of features that might be inferred from the data \( X \), such as age group or salary. The distortion can be defined according to the the utility of a given statistical learning algorithm (e.g. a recommendation system) used by Bob.

**Proof.** Denote \( p_e = P[\hat{S}(Y) \neq S] \). From Fano’s inequality Cover and Thomas (2012), Theorem 2.10.1, we have

\[
p_e (\log(|S| - 1)) \geq H(S|Y) - h(p_e).
\]

Since \( I(Y;S) = H(S) - H(S|Y) \leq \epsilon H(S) \), we have \( H(S|Y) \geq (1 - \epsilon) H(S) \). Therefore,

\[
p_e \geq \frac{(1 - \epsilon) H(S) - h(p_e)}{\log(|S| - 1)} \geq \frac{(1 - \epsilon) H(S) - 1}{\log(|S| - 1)}.
\]

The proof when \(|S| = 2\) is similar. 

Note that one can obtain tighter bounds than the one in Proposition 1 by considering \( \beta \)-conditional entropies as the privacy metric, as shown in Sason and Verdú (2017). In particular, as \( \beta \) goes to \( \infty \), the bound becomes tight as the loss considered becomes the 0-1 loss (see Example ??).

### 2.4 Application examples

We illustrate next how the proposed model can be cast in terms of privacy preserving queries and hiding features within data sets.

#### 2.4.1 Privacy-preserving queries to a database

The framework described above can be applied to database privacy problems, such as those considered in differential privacy. In this case we denote the private variable as a vector \( S = S_1, \ldots, S_n \), where \( S_j \in \mathcal{S} \), \( 1 \leq j \leq n \) and \( S_1, \ldots, S_n \) are discrete entries of a database that represent, for example, the entries of \( n \) users. A (not necessarily deterministic) function \( f : \mathcal{S}^n \rightarrow \mathcal{X} \) is calculated over the database with output \( X \) such that \( X = f(S_1, \ldots, S_n) \). The goal of the privacy preserving mapping is to present a query output \( Y \) such that the individual entries \( S_1, \ldots, S_n \) are “hidden”, i.e. the estimation cost gain of an adversary is minimized according to the previous discussion, while still preserving the utility of the query in terms of the target distortion constraint. We illustrate this case with the counting query, which will be a recurring example throughout the rest of this paper.

**Example 2** (Counting query). Let \( S = (S_1, \ldots, S_n) \), where \( S_i \)'s are the entries in a database, and define:

\[
X = f(S_1, \ldots, S_n) = \sum_{i=1}^{n} 1_A(S_i), \tag{2.10}
\]

where

\[
1_A(z) = \begin{cases} 
1 & \text{if } z \text{ has property } A, \\
0 & \text{otherwise.}
\end{cases}
\]

In this case there are two possible approaches: (i) output perturbation, where \( X \) is distorted directly to produce \( Y \), and (ii) input perturbation, where each individual entry \( S_i \) is distorted directly, resulting in a new query output \( Y \). In particular, if each database input \( S_i \), \( 1 \leq i \leq n \) satisfies \( P[1_A(S_i) = 1] = p \) and are independent and identically distributed. Then \( X \) is a binomial random variable with parameter \((n, p)\). It follows that \( H(S|X = x) = \log \binom{n}{x} \). Consequently, the optimal privacy preserving mapping will be the one that results in a posterior probability \( p_{X|Y}(x|y) \) that is proportional to the size of the pre-image of \( x \), i.e. \( p_{X|Y}(x|y) \propto |f^{-1}(x)| = \binom{n}{x} \).

#### 2.4.2 Hiding dataset features

Another important particularization of the proposed framework is the obfuscation of a set of features \( S \) by distorting the entries of a data set \( X \). In this case \( |S| \ll |X| \), and \( S \) represents a set of features that might be inferred from the data \( X \), such as age group or salary. The distortion can be defined according to the the utility of a given statistical learning algorithm (e.g. a recommendation system) used by Bob.
3 Comparison of Privacy Metrics

In this section, we compare the existing privacy measures in the literature with each other and also with our measures of privacy. In particular, we compare average information leakage privacy (or privacy in short) and differential privacy and show that, while privacy guarantees a small probability of inferring private random variable based on the released data (Proposition 1), differential privacy does not necessarily guarantee that.

Definition 3 (Differential Privacy).

- **Differential privacy** (see Dwork et al. (2006b)): For a given $\epsilon$, $p_{Y \mid S}$ is $\epsilon$-differentially private if

$$\sup_{y,s,s': s \sim s'} \frac{p(y \in A \mid s)}{p(y \in A \mid s')} \leq e^\epsilon,$$

for any measurable set $A$, where $s \sim s'$ denotes that $s$ and $s'$ are neighbors. The notion of neighboring can have multiple definitions, e.g. Hamming distance being 1 as the definition of neighboring.

- **Local differential privacy** (see Kasiviswanathan et al. (2011)): For a given $\epsilon$, $p_{Y \mid S}$ is $\epsilon$-locally differential private if

$$\sup_{y,s,s'} \frac{p(y \in A \mid s)}{p(y \in A \mid s')} \leq e^\epsilon,$$

for any measurable set $A$ and $s$ and $s'$. Note that this definition is stronger than differential privacy, because we relaxed the neighboring assumption.

- **Information privacy**: For a given $\epsilon$, $P_{Y \mid S}$ is $\epsilon$-information private if

$$e^{-\epsilon} \leq \frac{p(s \in B \mid y \in A)}{p(s \in B)} \leq e^\epsilon,$$

for any measurable sets $A$ and $B$.

In the next theorem we first show that local differential privacy implies average information leakage privacy. We then show that differential privacy does not guarantee average information leakage privacy in general. More specifically, guaranteeing that a mechanism is $\epsilon$-differentially private does not provide any guarantee on the average information leakage. We also compare other measures of privacy.

Theorem 2. (a) If $p_{Y \mid S}$ is $\epsilon$-locally differential private then it is $\epsilon$-average information private. Moreover, for every $\epsilon > 0$ and $\delta \geq 0$, there exists a $(S, Y)$ such that $p_{Y \mid S}$ is $\epsilon$-differentially private but it is not $\delta$-average information private.

(b) $\epsilon$-local differential privacy implies $\epsilon$-information privacy and $\epsilon$-information privacy implies $2\epsilon$-local differential privacy.

Proof. **Part (a)**: The first part follows because $\epsilon$-local differential privacy implies

$$\frac{p_{S \mid Y}(s \mid y)}{p_S(s)} \cdot \frac{p_{Y \mid S}(y \mid s)}{p_Y(y)} = \frac{p_{Y \mid S}(y \mid s)}{p_Y(y)} \leq \frac{\sum_{s'} p_{Y \mid S}(y \mid s')p_S(s')}{\sum_{s'} p_{Y \mid S}(y \mid s')p_S(s')} e^{-\epsilon} \leq e^\epsilon, \quad \forall s \in S, y \in Y,$$

which in turn leads to

$$I(S; Y) = \mathbb{E}_{p_{S \mid Y}} \left[ \log \frac{p_{S \mid Y}}{p_S p_Y} \right] = \mathbb{E}_{p_{S \mid Y}} \left[ \log \frac{p_{Y \mid S}}{p_Y} \right] \leq \epsilon.$$

We prove the second part by explicitly constructing an example that is $\epsilon$-differentially private, but an arbitrarily large amount of information can leak on average from the system. For this, we return to the counting query discussed in Example 2. We also use Hamming distance being 1 as the definition of neighboring. In particular, we let $X = \sum_{i=1}^n 1_A(S_i)$ and $Y = X$. We do not assume independence of the inputs. For the counting query and for any given prior, adding Laplacian noise to the output provides $\epsilon$-differential privacy.
Dwork (2006a). More precisely, for the output of the query given in (2.10), denoted as $X \sim p_X(x), 0 \leq x \leq n$, the mapping

$$Y = X + N, \quad N \sim \text{Lap}(1/\epsilon),$$

where the pdf of the additive noise $N$ given by

$$p_N(r; \epsilon) = \frac{\epsilon}{2} \exp(-|r|\epsilon),$$

is $\epsilon$-differentially private. Now assume that $\epsilon$ is given, and denote $S = (S_1, \ldots, S_n)$. Set $k$ and $n$ such that $n \mod k = 0$, and let $p_S(\cdot)$ be such that

$$p_X(x) = \begin{cases} \frac{1}{1+n/k} & \text{if } x \mod k = 0, \\ 0 & \text{otherwise}. \end{cases}$$

With the goal of lower-bounding the information leakage, assume that Bob, after observing $N$ where the pdf of the additive noise $\delta$ which can be made arbitrarily larger than $\epsilon$ with arbitrarily high probability.

This completes the proof.

Part (b): Let $E$ be a binary random variable that indicates the event that Bob makes a correct estimation (and neglecting edge effects), denoted by $\alpha_{k,n}(\epsilon)$, is given by:

$$\alpha_{k,n}(\epsilon) = \int_{\frac{-\epsilon}{2}}^{\frac{\epsilon}{2}} \frac{\epsilon}{2} \exp(-|x|\epsilon)dx = 1 - \exp\left(-\frac{k\epsilon}{2}\right).$$

Let $E$ be a binary random variable that indicates the event that Bob makes a wrong estimation of $X$ given $Y$. Then

$$I(X;Y) \geq I(E, X;Y) - 1 \geq I(X;Y|E) - 1$$

$$\geq P[E = 0] I(X;Y|E = 0) - 1 = \left(1 - e^{-\frac{\epsilon}{2}}\right) \log \left(1 + \frac{n}{k}\right) - 1,$$

which can be made arbitrarily larger than $\delta$ by appropriately choosing the values of $n$ and $k$. Since $X$ is a deterministic function of $S$, $I(X;Y) = I(S;Y)$ and the result follows.

Part (b): We have

$$\frac{p_{S|Y}(s|y)}{p_S(s)} = \frac{p_Y(y|s)}{p_Y(y)} = \frac{p_Y(y|s) \sum_{s'} p_{Y|S}(y|s)p_S(s')} {\sum_{s'} p_{Y|S}(y|s)p_S(s')} e^{\epsilon} \leq e^\epsilon,$$

and

$$\frac{p_{S|Y}(s'|y)}{p_S(s')} = \frac{p_Y(y|s')}{p_Y(y)} = \frac{p_Y(y|s') \sum_{s''} p_{Y|S}(y|s')p_S(s'')} {\sum_{s''} p_{Y|S}(y|s')p_S(s'')} e^{-\epsilon} \geq e^{-\epsilon}.$$

On the other hand, we have

$$\frac{p(s|y)}{p(s'|y)} = \frac{p(s|y)}{p(s)} \frac{p(s')}{p(s'|y)} \leq e^{2\epsilon},$$

which completes the proof.

The counterexample used in the proof of the previous theorem can be extended to allow the adversary to recover exactly the inputs generated the output $Y$. This can be done by assuming that the inputs are ordered and correlated in such a way that $X = x$ if and only if $S_1 = 1, \ldots, S_x = 1$. In this case, for $n$ and $k$ sufficiently large, the adversary can exploit the input correlation to correctly learn the values of $S_1, \ldots, S_n$ with arbitrarily high probability.

Differential privacy does not necessarily guarantee low leakage of information – in fact, an arbitrarily large amount of information can be leaking from a differentially private system, as shown in Theorem 2. In addition, it follows as a simple extension of (McGregor et al., 2011, Prop. 4.3) that $I(S;Y) \leq O(cn)$, corroborating that differential privacy does not bound above the average information leakage when $n$ is sufficiently large.
4 Log-loss Distortion and Privacy Funnel

The log-loss distortion is defined as $d(x, y) = -\log p_{X|Y}(x|y)$. Note that this distortion (unlike the one in Definition 1) is a function of $x$ and $y$ as well as $p_{Y|X}$. Using log-loss, the average distortion becomes $\mathbb{E}[d(X, Y)] = \mathbb{E}_{p_{XY}}[-\log p_{X|Y}] = H(X|Y)$. Therefore, for a given $D \geq 0$, the distortion bound $H(X|Y) \leq D$ is equivalent to $I(X; Y) \geq t$, where $t = H(X) - D$. It should be noted that the average distortion under the log-loss is not linear in $p_{Y|X}$ (unlike the one in Definition 1).

4.1 Privacy-Utility Trade-off under Log-loss

Using log-loss distortion the tradeoff between between utility and privacy becomes minimizing $I(S; Y)$ while $I(X; Y) \geq t$ for some $t \geq 0$. Therefore, the trade-off between utility and privacy in the design of the privacy-preserving mapping is represented by the following optimization, that we refer to as the Privacy Funnel:

$$\min I(S; Y) \quad p_{Y|X} : \quad I(X; Y) \geq t. \quad (4.1)$$

For a given utility level $t$, among all feasible privacy mappings $p_{Y|X}$ satisfying $I(X; Y) \geq t$, the privacy funnel selects the one that minimizes $I(S; Y)$.

Similar to Definition 2 We define next the privacy funnel function, which captures the smallest amount of disclosed private information for a given threshold on the amount of disclosed useful information. We then characterize properties of the privacy funnel function in the rest of this section.

**Definition 4.** For $0 \leq t \leq H(X)$ and a joint distribution $p_{S,X}$ over $S \times X$, we define the privacy funnel function $G_I(t, p_{S,X})$ as

$$G_I(t, p_{S,X}) \triangleq \inf \{ I(S; Y) : I(X; Y) \leq t, S \rightarrow X \rightarrow Y \}, \quad (4.2)$$

where the infimum is over all mappings $p_{Y|X}$ such that $\mathcal{Y}$ is finite. For a fixed $p_{S,X}$ and $t \geq 0$, the set of pairs $\{(t, G_I(t, p_{S,X}))\}$ is called the privacy funnel region of $p_{S,X}$.

Before we proceed to the rest of the discussion, we can prove the counterpart of Lemma 1 for this setting, which gives a bound on the size of the alphabet $\mathcal{Y}$ one needs to consider.

**Lemma 3.** We have

$$G_I(t, p_{S,X}) = \min_{p_{Y|X}} \{ I(S; Y) : I(X; Y) \leq t, S \rightarrow X \rightarrow Y, |\mathcal{Y}| \leq |\mathcal{X}| + 1 \}. \quad (4.3)$$

**Proof.** In the Proof of Lemma 1, we let $a_i \triangleq H(X) - H(X|Y = i)$ and the rest of the proof is identical to that of Lemma 1. \qed

We now prove a few useful properties of $G_I(t, p_{S,X})$ and the privacy region.

**Lemma 4.** For $0 \leq t \leq H(X)$, we have

$$\max\{t - H(X|S), 0\} \leq G_I(t, p_{S,X}) \leq \frac{t I(X; S)}{H(X)}. \quad (4.4)$$

**Proof.** Observe that $G_I(H(X), p_{S,X}) = I(X; S)$, since $I(X; Y) = H(X)$ implies that $p_{Y|X}$ is a one-to-one mapping of $X$. The upper bound then follows from Lemma 3 as follows. For $0 < t \leq H(X)$ and $p_{S,X}$ fixed, let $G_I(t, p_{S,X}) = \alpha$. From the discussion above, there exists $p_{Y|X}$ that achieves $I(S; Y) = \alpha$ for $I(X; Y) \geq t$.

Now consider $p_{Y|X}$ where $\tilde{Y} = [|\mathcal{Y}| + 1]$ and, for $0 < \lambda \leq 1$,

$$p_{\tilde{Y}|X}(y|x) = (1 - \lambda)1_{\{y = |\mathcal{Y}| + 1\}} + \lambda 1_{\{y \neq |\mathcal{Y}| + 1\}} p_{Y|X}(y|x).$$

Intuitively, $\tilde{Y}$ is an “erased” version of $Y$, with the erasure symbol being $|\mathcal{Y}| + 1$. It follows directly that $I(S; \tilde{Y}) = \lambda I(S; Y) = \lambda \alpha$, $I(X; \tilde{Y}) = \lambda I(X; Y) \geq \lambda t$, and

$$\frac{G_I(\lambda t, p_{S,X})}{\lambda t} \leq \frac{\lambda I(S; Y)}{\lambda t} = \frac{G_I(t, p_{S,X})}{t}.$$
Figure 1: For a fixed $p_{S,X}$, the privacy region is contained within the shaded area. The red and the blue lines correspond, respectively, to the upper and lower bounds presented in Lemma 4.

Since this holds for any $0 < \lambda \leq 1$, then $\frac{G_I(t,p_{S,X})}{t}$ is non-decreasing in $t$. Finally, for a fixed $p_{S,X}$, the set of points $(w, a, b) \in \mathbb{R}^{|X|+2}$ that satisfies (2.9) is convex, and thus, for a fixed $p_X$, its lower-boundary, which corresponds to the graph of $(t, G_I(t,p_{S,X}))$, is convex. Clearly $G_I(t,p_{S,X}) \geq 0$. In addition, for any $p_{Y|X}$,

$$I(S;Y) = I(X;Y) - I(X;Y|S) \geq I(X;Y) - H(X|S) \geq t - H(X|S),$$

proving the lower bound.

Figure 1 illustrates the bounds from Lemma 4. The privacy region is contained within the shaded area. The next two examples illustrate that both the upper bound (red line) and the lower bound (blue line) of the privacy region can be achieved for particular instances of $p_{S,X}$.

**Example 3.**

- Let $X = (S,W)$, where $W \perp S$. Then by setting $Y = W$, we have $I(S;Y) = 0$ and $I(X;Y) = H(W) = H(X|S)$. Consequently, from Lemmas 3 and 4, $G_I(t,p_{S,X}) = 0$ for $t \in [0,H(X|S)]$. By letting $Y = W$ with probability $\lambda$ and $Y = (S,W)$ with probability $1 - \lambda$ for $\lambda \in [0,1]$, the lower-bound $G_I(t,p_{S,X}) = t - H(X|S)$ can be achieved for $H(X|S) = H(W) \leq t \leq H(X)$. Consequently, the lower bound in (4.4) is sharp.

- Now let $X = f(S)$. Then $I(X;S) = H(X)$ and

$$I(S;Y) = I(X;Y) - I(X;Y|S) = I(X;Y).$$

Consequently, $G_I(t,p_{S,X}) = t$, and the upper bound in (4.4) is sharp.

### 4.2 Connections to the Information Bottleneck Method

The information bottleneck method, introduced in Tishby et al. (1999), considers the setting where a variable $X$ is to be compressed, while maintaining the information it bears about another correlated variable $S$. The information bottleneck method is a technique generalizing rate-distortion, as it seeks to optimize the tradeoff between the compression length of $X$ and the accuracy of the information preserved about $S$ in the compressed output $Y$. The information bottleneck optimization Tishby et al. (1999) is

$$\min_{p_{Y|X}} I(X;Y) \quad p_{Y|X} : \quad I(S;Y) \geq C$$

for some constant $C$. In the information bottleneck, the compression mapping $p_{Y|X}$ is designed to make $X$ and $Y$ as far as possible from each other (minimizes $I(X;Y)$) while guaranteeing that $S$ and $Y$ are close to
Corollary

Proposition Tishby et al. (1999) and agglomerative information bottleneck Slonim and Tishby (1999). This connection is
Furthermore, by restricting
simplified to a rate-distortion problem:

In this section, we consider the problem of finding optimal privacy mapping by solving (2.6). We first consider
the case with the knowledge of \( p_{SX} \) and then consider the case without the knowledge on \( p_{SX} \) by only knowing \( p_X \).

5 Privacy-Preserving Mappings Design

In this section, we consider the problem of finding optimal privacy mapping by solving (2.6). We first consider
the case with the knowledge of \( p_{SX} \) and then consider the case without the knowledge on \( p_{SX} \) by only knowing \( p_X \).

5.1 Known \( p_{SX} \)

Consider the optimization given in (2.6). The following theorem shows that the problem can be expressed as a convex optimization problem. We note that this optimization is solved in terms of the unknowns \( p_{Y|X} (\cdot|\cdot) \) and \( p_{Y|S} (\cdot|\cdot) \), which are coupled together through a linear equality constraint.

**Proposition 2.** Given \( p_{S,X}(\cdot,\cdot) \), a distortion function \( d(\cdot,\cdot) \) and a distortion constraint \( D \), the mapping \( p_{Y|X}(\cdot|\cdot) \) that minimizes the average information leakage can be found by solving the following convex optimization (assuming the usual simplex constraints on the probability distributions):

\[
\begin{align*}
\min_{p_{Y|X}, p_{Y|S}, |Y| \leq |X|+1} & \sum_{y \in Y} \sum_{s \in S} p_{Y|S}(y|s)p_S(s) \log \left( \frac{p_{Y|S}(y|s)}{p_Y(y)} \right) \\
\text{s.t.} & \sum_{y \in Y} \sum_{x \in X} p_{Y|X}(y|x)p_X(x)d(y, x) \leq D, \\
& \sum_{x \in X} p_{X|S}(x|s)p_{Y|X}(y|x) = p_{Y|S}(y|s) \forall y, s, \\
& \sum_{s \in S} p_{Y|S}(y|s)p_S(s) = p_Y(y) \forall y.
\end{align*}
\] (5.1)

**Proof.** Clearly the previous optimization is the same as (2.6). To prove the convexity of the objective function, note that \( h(x, a) = ax \log x \) is convex for a fixed \( a \geq 0 \) and \( x \geq 0 \), and, therefore, the perspective of \( g_1(x, z, a) = ax \log(x/z) \) is also convex in \( x \) and \( z \) for \( z > 0, a \geq 0 \) (Boyd and Vandenberghe (2004)). Since the objective function (5.1) can be written as

\[
\sum_{y \in Y} \sum_{s \in S} g(p_{Y|S}(y|s), p_Y(y), p_S(s)),
\]

it follows the optimization is convex. In addition, since \( p(y) \to 0 \Leftrightarrow p(y|s) \to 0 \forall y \), the minimization is well defined over the probability simplex. Finally, the constraint \( |Y| \leq |X| + 1 \) follows from Lemma 1.

**Corollary 1.** If \( X \) is a deterministic function of \( S \) and \( S \to X \to Y \) then the minimization in (2.6) can be simplified to a rate-distortion problem:

\[
\begin{align*}
\min_{p_{Y|X}} & I(X; Y) \\
\text{s.t.} & \mathbb{E}_{X,U}[d(X,Y)] \leq D.
\end{align*}
\]

Furthermore, by restricting \( Y = X + Z \) and \( d(X,Y) = d(X - Y) \), the optimization reduces to

\[
\begin{align*}
\max_{p_Z} & H(Z) \\
\text{s.t.} & \mathbb{E}_Z[d(Z)] \leq D.
\end{align*}
\]
Proof. Since $X$ is a deterministic function of $S$ and $S \rightarrow X \rightarrow Y$, then
\[
I(S; Y) = I(S, X; Y) - I(X; Y | S) = I(X; Y) + I(S; Y | X) - I(X; Y | S) = I(X; Y),
\] (5.5)
where (5.5) follows from the fact that $X$ is a deterministic function of $S$ ($I(X; Y | S) = 0$) and $S \rightarrow X \rightarrow Y$ ($I(S; Y | X) = 0$). For the additive noise case, the result follows by observing that $H(X|Y) = H(Z)$.

### 5.1.1 Maximum information leakage

The minimum over all possible maximum cost gains of an adversary that uses a log-loss function in (2.2) is given by
\[
C^* = \max_{y \in Y} H(S) - H(S|Y = y).
\]
The previous expression motivates the definition of maximum information leakage, presented below.

**Definition 5.** The maximum information leakage of a set of features $S$ is defined as the maximum cost gain, given in terms of the log-loss function, that an adversary obtains by observing a single output, and is given by $\max_{y \in Y} H(S) - H(S|Y = y)$. A privacy-preserving mapping $p_y|X(\cdot)$ is said to achieve the minmax information leakage for a distortion constraint $D$ if it is a solution of the minimization
\[
\min \max_{p_Y, X \ s.t. \ E[d(Y, X)] \leq D} H(S) - H(S|Y = y) \tag{5.6}
\]

The following theorem demonstrates how the mapping that achieves the minmax information leakage can be determined as the solution of a related convex program that finds the minimum distortion given a constraint on the maximum information leakage.

**Proposition 3.** Given $p_{S,X}(\cdot, \cdot)$, a distortion function $d(\cdot, \cdot)$ and a constraint $\epsilon$ on the maximum information leakage, the minimum achievable distortion and the mapping that achieves the minmax information leakage can be found by solving the following convex optimization (assuming the implicit simplex constraints on the probability distributions):
\[
\min_{p_Y|X \ s.t.} \sum_{y \in Y} \sum_{s \in S} p_{Y|X}(y|x)p_X(x)d(y, x) \tag{5.8}
\]
\[
s.t. \sum_{x \in X} p_X|S(x|s)p_{Y|X}(y|x) = p_Y|S(y|s) \forall y, s,
\]
\[
\sum_{s \in S} p_Y|S(y|s)p_S(s) = p_Y(y) \forall y,
\]
\[
Dp_Y(y) + \sum_{s \in S} p_{Y,S}(y, s) \log \frac{p_{Y,S}(y, s)}{p_Y(y)} \leq 0 \forall y, \tag{5.9}
\]
where $D = H(S) - \epsilon$. Therefore, for a given value of $D$, the optimization problem in (5.6) can be efficiently solved with arbitrarily large precision by performing a line-search over $\epsilon \in [0, H(S)]$ and solving the previous convex program at each step of the search.

**Proof.** The convex program in (5.6) can be reformulated to return the minimum distortion for a given constraint $\epsilon$ on the minmax information leakage as
\[
\min_{p_Y|X} E[d(Y, X)] \tag{5.10}
\]
\[
s.t. H(S|Y = y) \geq D.
\]
Corollary 2. For $X = f(S)$, where $f : S \rightarrow \mathcal{Y}$ is a deterministic function, $S \rightarrow X \rightarrow Y$ and a fixed prior $p_{X,S}(\cdot, \cdot)$, the privacy preserving mechanism that minimizes the maximum information leakage is given by

$$p_{Y|X}^* = \arg \min_{p_{Y|X}} \max_{y \in \mathcal{Y}} D(p_{X|Y} || \zeta)$$

s.t. $E[d(Y,X)] \leq D$.

where $\zeta(x) = \frac{2^{H(S|X=x)}}{\sum_{x' \in X} 2^{H(S|X=x')}}$.

Proof. Under the assumptions of the corollary, note that for a given $y \in \mathcal{Y}$ (and assuming that the logarithms are in base 2)

$$H(S|Y = y) = - \sum_{s \in S} p_{S|Y}(s|y) \log p_{S|Y}(s|y)$$

$$= - \sum_{s \in S} \left( \sum_{x \in X} p_{S|X}(s|x)p_{X|Y}(x|y) \right) \left( \log \sum_{x' \in X} p_{S|X}(s|x')p_{X|Y}(x'|y) \right)$$

$$= - \sum_{s \in S} p_{S|X}(s|f(s))p_{X|Y}(f(s)|y) \log p_{S|X}(s|f(s))p_{X|Y}(f(s)|y)$$

$$= - \sum_{s \in S, x \in X} p_{S|X}(s|x)p_{X|Y}(x|y) \log p_{S|X}(s|x)p_{X|Y}(x|y)$$

$$= H(X|Y = y) + \sum_{x \in X} p_{X|Y}(x|y)H(S|X = x)$$

$$= \sum_{x \in X} p_{X|Y}(x|y) \log \frac{2^{H(S|X=x)}}{p_{X|Y}(x|y)} = -D(p_{X|Y} || \zeta) + \log \left( \sum_{x \in X} 2^{H(S|X=x)} \right),$$

where (5.11) and (5.12) follows by noting that $p_{S|X}(s|x) = 0$ if $x \neq f(s)$. The result follows directly by substituting (5.13) in (5.6).

For $X$ a deterministic function of $S$, the optimal privacy preserving mechanism is the one that approximates (in terms of KL-divergence) the posterior distribution of $X$ given $Y$ to $\zeta(\cdot)$. Note that the distribution $\zeta(\cdot)$ captures the inherent uncertainty that exists in the function $f$ for different outputs $x \in X$. The purpose of the privacy preserving mapping is then to augment this uncertainty, while still satisfying the distortion constraint. In particular, the larger the uncertainty $H(S|X = x)$, the larger the probability of $p_{X|Y}(x|y)$ for all $y$. Consequently, the optimal privacy mapping (exponentially) reinforces the posterior probability of the values of $x$ for which there is a large uncertainty regarding the features $S$. This fact is illustrated in the next example, where we revisit the counting query presented in Example 2.

**Example 4** (Counting query continued). Assume that each database input $S_i$, $1 \leq i \leq n$ satisfies $P(1_A(S_i) = 1) = p$ and are independent and identically distributed. Then $Y$ is a binomial random variable with parameter $(n, p)$. It follows that $H(S|X = x) = \log \binom{n}{x}$. Consequently, the optimal privacy preserving mapping will be the one that results in a posterior probability $p_{X|Y}(x|y)$ that is proportional to the size of the pre-image of $y$, i.e. $p_{X|Y}(x|y) \propto |f^{-1}(x)| = \binom{n}{x}$.

In all the problems we have considered so far, the complete knowledge of the prior distribution $p_{SX}$ is assumed. Next, we relax this assumption, and consider a worst-case optimization with partial knowledge of the distribution, namely when $p_X$ is known, but $p_{S|X}$ is unknown.
5.2 Known $p_X$, unknown $p_{S|X}$

In practice, we may not have access to the probability of the underlying variable $S$ and only know the probability of random variable $X$. Consequently, finding the exact solution of problem (2.6) is not possible. This raises the question of the design of privacy-preserving mappings under this partial knowledge on the priors. In particular, suppose $p_X$ is known and $p_{S|X}$ is unknown. We consider the privacy-preserving mapping which minimizes the worst-case privacy over all possible $p_{S|X}$ while satisfying the utility constraint. Therefore, the optimal privacy-preserving mapping under this partial knowledge is solution of

$$
\min_{p_{Y|X}} \max_{p_{S|X}} I(S;Y),
$$

s.t. $E_{X,Y}[d(X,Y)] \leq D$.

(5.14)

**Proposition 4.** The problem in (5.14) is equivalent to the following rate distortion problem.

$$
\min_{p_{Y|X}: |Y| \leq |X|+1} I(X;Y),
$$

s.t. $E_{X,Y}[d(X,Y)] \leq D$

(5.15)

**Proof.** First note that by letting $S = X$, we obtain $I(X;Y) \leq \max_{p_{S|X}} I(S;Y)$ which then result in

$$
\min_{p_{Y|X}} I(X;Y) \leq \min_{p_{S|X}} \max_{p_{S|X}} I(S;Y).
$$

The other direction follows from the Markov chain property, i.e. $S \rightarrow X \rightarrow Y$. In particular, for any $p_{S|X}$ we have $I(X;Y) \geq I(S;Y)$ which results in $I(X;Y) \geq \max_{p_{S|X}} I(S;Y)$ for any $p_{S|X}$. Therefore, we have

$$
\min_{p_{Y|X}} I(X;Y) \geq \min_{p_{Y|X}} \max_{p_{S|X}} I(S;Y).
$$

Also, note that the constraint $|Y| \leq |X|+1$ follows from the same argument as in Lemma 1, which completes the proof.

Proposition 4 shows that optimization (5.15) can be solved by using any convex solver. Also, note that the optimization (5.15) can be solved using an Expectation-Minimization (EM) algorithm such as Arimoto-Blahut algorithm [Cover and Thomas (2012)]. The problem (5.15) becomes intractable for large alphabet sizes $|X|$ since the objective function is non-linear. In particular, in our experiments, classical interior-point methods could hardly overcome alphabet sizes of a few hundred. One line of work consists in finding good algorithms tailored to this optimization problem, as in Salamatian et al. (2014), where it is noticed that the solution of the optimization is often sparse. This observation is then used to construct an algorithm similar to Dantzig-Wolf methods in Linear-Programming where only the relevant optimization variables are generated in a greedy way. This allows to efficiently solve the optimization over much larger alphabets.

5.3 Algorithm for Privacy Funnel

The alternating iteration algorithm Tishby et al. (1999) finds a stationary point of the Lagrangian of information bottleneck optimization (4.5) defined as $\mathcal{L} = I(X;Y) - \beta I(S;Y)$ for some $\beta$. The stationary point can be a local minimum, which addresses the information bottleneck, or a local maximum in which case it addresses the privacy funnel. However, there is no guarantee on the convergence of this alternating algorithm to either a local minimum or a local maximum.

$$
\min_{p_{Y|X}} I(S;Y) : I(X;Y) \geq t.
$$

For a given utility level $t$, among all feasible privacy mappings $p_{Y|X}$ satisfying $I(X;Y) \geq t$, the privacy funnel selects the one that minimizes $I(S;Y)$. Note that $I(X;Y)$ is convex in $p_{Y|X}$ and since $p_{Y|S}$ is linear in $p_{Y|X}$ and $I(S;Y)$ is convex in $p_{Y|S}$, the objective function $I(S;Y)$ is convex in $p_{Y|X}$. However, because of the constraint $I(X;Y) \geq t$, the Privacy
After merging, we also have $I(y_t, y'_t) \geq t$ among those $i', j'$, let $\{y_i, y_j\} = \text{argmax}_{y_i, y_j \in Y} I(S; Y) - I(S; Y(i', j'))$. 

**Algorithm 1.** Greedy algorithm-privacy funnel

<table>
<thead>
<tr>
<th>Input: $t, p_{S, X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization: $Y = X, p_{Y</td>
</tr>
<tr>
<td>while there exists $i', j' \in Y$ such that $I(X; Y(i', j')) \geq t$ do</td>
</tr>
<tr>
<td>among those $i', j'$, let ${y_i, y_j} = \text{argmax}_{y_i, y_j \in Y} I(S; Y) - I(S; Y(i', j'))$</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>Output: $p_{Y</td>
</tr>
</tbody>
</table>

**Proposition 5.** For a given joint distribution $p_{S, X, Y} = p_{S, X} p_{Y|X}$, we have $I(S; Y) - I(S; Y^{(i,j)}) =$

$$p(y_{ij}) H \left( \frac{p(y_i) p_{S|Y=y_j} + p(y_j) p_{S|Y=y_j}}{p(y_{ij})} \right) - \left( p(y_i) H(p_{S|Y=y_i}) + p(y_j) H(p_{S|Y=y_j}) \right).$$

We also have $I(X; Y) - I(X; Y^{(i,j)}) =$

$$p(y_{ij}) H \left( \frac{p(y_i) p_{X|Y=y_j} + p(y_j) p_{X|Y=y_j}}{p(y_{ij})} \right) - \left( p(y_i) H(p_{X|Y=y_i}) + p(y_j) H(p_{X|Y=y_j}) \right).$$

**Proof.** After merging $y_i$ and $y_j$, we have

$$p(s|y_{ij}) = \frac{p(y_i)}{p(y_{ij})} p(s|y_i) + \frac{p(y_j)}{p(y_{ij})} p(s|y_j), \text{ for all } s \in S,$$

$$p(x|y_{ij}) = \frac{p(y_i)}{p(y_{ij})} p(x|y_i) + \frac{p(y_j)}{p(y_{ij})} p(x|y_j), \text{ for all } x \in X.$$

The proof follows from writing $I(S; Y) - I(S; Y^{(i,j)}) = H(S|Y^{(i,j)}) - H(S|Y)$ and $I(X; Y) - I(X; Y^{(i,j)}) = H(X|Y^{(i,j)}) - H(X|Y)$. \qed

Note that the greedy algorithm is locally optimal at every step since we minimize $I(S; Y)$. However, there is no guarantee that such a greedy algorithm induces a global optimal privacy mapping.

**Note 1.** The minimum of $I(S; Y)$ in (4.1) is a decreasing function of $I(X; Y)$ and is achieved for a mapping $p_{Y|X}$ that satisfies $I(X; Y) = t$ (if possible due to discrete alphabets). For a given mutual information, $t$, there are many conditional probability distributions, $p_{Y|X}$, achieving $I(X; Y) = t$. Among which there is one that gives the minimum $I(S; Y)$ and one that gives the maximum $I(S; Y)$. We can modify the greedy algorithm so that it converges to a local maximum of $I(S; Y)$ for a given $I(X; Y) = t$. The algorithm which we call greedy algorithm-information bottleneck is given in Algorithm (2). Algorithm (1) and Algorithm (2)
Algorithm 2 Greedy algorithm—information bottleneck

Input: $\Delta$, $p_{S,X}$

Initialization: $\mathcal{Y} = \mathcal{X}$, $p_{Y|X}(y|x) = 1\{y = x\}$

while there exists $i', j' \in \mathcal{Y}$ such that $I(S; Y(i', j')) \geq \Delta$

among those $i', j'$, let

\[
\{y_i, y_j\} = \arg\max_{y_i', y_j' \in \mathcal{Y}} I(X; Y) - I(X; Y(i', j'))
\]

merge: $\{y_i, y_j\} \rightarrow y_{ij}$

update: $\mathcal{Y} = \{\mathcal{Y} \setminus \{y_i, y_j\}\} \cup \{y_{ij}\}$ and $p_{Y|X}$

end while

Output: $p_{Y|X}$

![Algorithm 2](image)

Figure 2: Maximum and minimum of $I(S; Y)$ for a given $I(X; Y)$: using greedy algorithms.

allow us to approximately characterize the range of values $I(S; Y)$ can take for a given value of $I(X; Y)$ as being those between the local minimum and the local maximum. Interestingly, by observing the gap between the local maximum and the local minimum, we have a relative idea on the effectiveness of the Greedy algorithm, i.e., if the difference is significant it means a negligent mapping may lie anywhere between those values, possibly leading to a much higher privacy threat.

Example 5 (Numerical Example).

**Data Set:** The US 1994 Census dataset Asuncion and Newman (2007) is a well-known dataset in the machine learning community, which is a sample of the US population from 1994. For each of the entries, it contains features such as age, work-class, education, gender, and native country, as well as an income category. The income level is a binary variable which determines whether the income is above or below USD 50000, gender is a binary variable, education level is a variable with four categories, age is a variable divided into seven categories. For our purposes, we consider the private attributes $S = (\text{age}, \text{income level})$ and the attributes to be released as $X = (\text{age}, \text{gender}, \text{education level})$. The goal of the privacy mapping is to release a modified version of attributes $Y$ which is informative about $X$ but that renders the inference of $S$ based on $Y$ hard.

**Numerical illustration** In Fig. 2, we plot the minimum and maximum of $I(S; Y)$ for a given $I(X; Y)$. This figure is based on US 1994 census data set described before. The top curve shows the maximum of $I(S; Y)$ versus $I(X; Y)$, using Algorithm (2). The bottom curve shows the minimum of $I(S; Y)$ versus $I(X; Y)$, using Algorithm (1). The area between the two curves shows the possible pairs of $(I(X; Y), I(S; Y))$ as $p_{Y|X}$ varies (a subset of possible pairs, since the algorithms are sub-optimal). Indeed, we will design the mapping to lie on the bottom curve. For a given $t$, if we design the mapping negligently, we may have $I(S; Y)$ on the top curve instead of the bottom curve.
6 Conclusions

We consider a privacy-utility trade-off encountered by users who wish to disclose some information to an analyst, that is correlated with their private data, in the hope of receiving some utility. We propose a general framework under which data is transformed according to a probabilistic privacy-preserving mapping before it is disclosed. We show that applying this general framework to the setting where the adversary uses the log-loss cost function naturally leads to a non-asymptotic information-theoretic formulation for characterizing the best achievable privacy subject to utility constraints. This formulation can be cast as a modified rate-distortion problem which, in turn, can be formulated as a convex program. We justify the relevance and generality of the privacy metric under the log-loss by proving that the inference threat under any bounded cost function can be upper bounded by an explicit function of the mutual information between private data and disclosed data. We compare our framework with differential privacy. In addition, we show that when the log-loss is used in this framework in both the privacy metric and the distortion metric, the average information leakage and the utility constraint can be reduced to the mutual information between private data and disclosed data, and between non-private data and disclosed data, respectively. We then show that the privacy-utility tradeoff under the log-loss can be cast as the non-convex Privacy Funnel optimization, and we leverage its connection to the Information Bottleneck, to provide a greedy algorithm for solving it.
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