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In this study we resolve part of the confusion over how foreign aid affects armed conflict. We argue that aid shocks—severe decreases in aid revenues—inadvertently shift the domestic balance of power and potentially induce violence. During aid shocks, potential rebels gain bargaining strength vis-à-vis the government. To appease the rebels, the government must promise future resource transfers, but the government has no incentive to continue its promised transfers if the aid shock proves to be temporary. With the government unable to credibly commit to future resource transfers, violence breaks out. Using AidData’s comprehensive dataset of bilateral and multilateral aid from 1981 to 2005, we evaluate the effects of foreign aid on violent armed conflict. In addition to rare-event logit analysis, we employ matching methods to account for the possibility that aid donors anticipate conflict. The results show that negative aid shocks significantly increase the probability of armed conflict onset.

In the spring of 1990, Tuareg fighters in the North African Sahel launched a rebellion against the government of Mali. Although there were many underlying causes, foreign aid played a proximate role in the outbreak of violence. Desertification and severe droughts in the 1970s and 1980s impoverished Mali, especially the livestock-reliant Tuareg. During this period, Mali became heavily dependent on foreign aid; for many years Mali received more than 30% of its budget from international assistance, which at times was the largest source of government revenue. Flush with international aid, the government successfully managed a 1984 drought that threatened the Tuareg (Imperato 1989). The tenuous peace unraveled in 1989, however, when aid flows to Mali were drastically reduced, substantially weakening the government and preventing it from providing the same level of assistance to Tuareg communities then or into the future. In the following year, the Tuareg initiated their rebellion against the Malian government.
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Interested in explaining armed conflicts such as in Mali, researchers have advanced a number of explanations linking foreign aid\(^1\) to conflict. Some arguments suggest that aid intensifies existing ethnic cleavages, which can make conflict more likely (Esman and Herring 2003), or that foreign aid increases the payoffs to rebels of initiating a civil war by increasing the value of capturing the state (Grossman 1991, 1992). Other studies argue that aid decreases the risk of civil war by promoting economic growth and strengthening state capabilities (Collier and Hoeflf 2002). Yet these studies appear to assume that aid transfers are steady and predictable. As the Mali example illustrates, however, aid flows are often unstable and uncertain. By one estimate, foreign aid revenues are up to 40 times more volatile than government revenue (Bulir and Hamann 2006, 7). Scholars have mostly ignored the effects of aid instability on the onset of armed conflict, which may account for differing arguments and conclusions.

In this article, we apply rationalist explanations for war to contend that abrupt downturns in aid flows cause armed conflict. Aid shocks—severe decreases in aid revenues—disrupt the status quo by weakening the central government and emboldening potential rebels to challenge the government. Aid shocks cause inefficient conflict because of the commitment problem described by Powell: “large, rapid changes in the bargainers’ relative power cause inefficiency” because the government cannot credibly commit to providing a flow of resources sufficient to make rebels indifferent between conflict and peace (2004, 232).

To be sure, both the weakened government and the newly empowered rebels would prefer to reach a peaceful bargain that avoids the inefficient destruction of resources via conflict. However, the sudden, deep, and temporary nature of aid shocks often precludes a peaceful agreement. To appease the rebels, the government needs to promise more resources than it can immediately deliver, but if aid flows return or are replaced by other income, the reempowered government has no incentive to continue its promised transfers. With the government unable to credibly commit to future resource transfers, the temporarily empowered rebels are motivated to attack.

It seems almost certain that this effect of aid shocks is largely inadvertent. Donors do not intend to provoke conflict. Instead, donors alter their aid portfolios to reflect current economic conditions (Dang, Knack, and Rogers 2010; Palmer, Wohlander, and Morgan 2002), in response to changing trade or alliance relationships (Alesina and Dollar 2000), to further foreign policy objectives (Lai 2003; Lebovic 1988; McKinlay and Little 1977), or to buy votes when countries rotate onto the United Nations Security Council (Kuziemko and Werker 2006). Furthermore, aid decisions are usually uncoordinated: donors set largely independent policies that can cumulatively and stochastically result in dramatic aid decreases.

To assess the effects of aid shocks on armed conflict, we conduct a series of statistical tests using the most comprehensive source for development finance flows, AidData, which allows us to track bilateral and multilateral aid to 139 countries from 1980 to 2005. Initially, we use rare-events logistic regression with both random and fixed effects. Additionally, we address potential endogeneity by using matching techniques to explicitly model the precipitants of aid shocks, including the factors conditioning donors’ perceptions of impending violence. We subject the results to many robustness checks, which together offer compelling evidence that aid shocks increase the probability of armed conflict.

Given that more than $160 billion flows annually from rich to poor countries, the finding that aid shocks trigger violence has important policy implications. Unlike other shocks that also might provoke conflict through a commitment problem, aid shocks are manipulable and thus avoidable. In what follows, we outline the context for the research, develop the argument, and subject it to rigorous empirical analysis.

### Foreign Aid and Conflict

Foreign aid, as we consider it, consists of transfers from one or multiple governments to another for the purposes of economic, social, and political development.\(^2\) Recipient need is one of the primary factors that donors consider when they give aid, but aid flows are influenced by many other concerns, such as donor economic conditions, the strategic importance of the recipient, and interstate rivalries such as those that dominated the Cold War (e.g., Alesina and Dollar 2000; Berthelemy 2006; Neumayer 2003b).

Addressing the specific effects of aid on conflict, two camps have developed. On the one hand, scholars argue

---

\(^1\)We use the term *aid* as shorthand for development finance, which includes all grants and concessional loans from other governments and multilateral organizations intended for economic, social, and political development.

\(^2\)We exclude military aid for the purposes of this study. It is possible that military aid has similar effects, but the data are not available from most donors, making this proposition difficult to test. However, when we employ U.S. military aid along with economic assistance, the hypothesized effect is even stronger (see the Supporting Information).
that aid increases the spoils to be won from rebellion (Azam 1995; Grossman 1991). Although the government may use aid to deter rebellion, deterrence is not always successful, and rebels may decide to go to war to win control of the aid rather than settle for what the government offers. On the other hand, scholars argue that aid decreases the likelihood of civil war indirectly. Collier and Hoefler (2002) argue that aid can potentially prevent civil war by spurring economic growth, by reducing government reliance on primary commodity exports (a potential source of rebel funding), and by increasing government military capacity, perhaps through aid fungibility (Collier and Hoefler 2007; Feyzioglu, Swaroop, and Zhu 1998). Similarly, de Ree and Nillesen (2009) find that increased aid reduces civil war duration, an effect that they attribute to the government’s ability to increase military spending and thus deter rebellion.

These studies largely assume that aid is both stable and certain. Although some countries do receive ongoing flows of aid from year to year, much aid is highly volatile (Bulir and Hamann 2006; Eifert and Gelb 2005). After commodity prices, aid revenues are the most significant source of external fluctuations, accounting for 25% of all exogenous shocks, ahead of natural disasters, humanitarian crises, fluctuations in the GDP of high-income countries, and variation in the international interest rate (Raddatz 2007). Strikingly, aid appropriation is up to 40 times more volatile than government revenue (Bulir and Hamann 2006, 7).

Studies examining aid volatility are nearly unanimous in their belief that aid volatility carries with it severe negative consequences (for examples, see Agenor and Aizenman 2010; Bulir and Hamann 2003, 2006; Eifert and Gelb 2005; Ndaruhatse and Brannelly 2006). And as we argue here, variance in aid flows may cause conflict. Lensink and Morrissey (2000), for example, find that aid uncertainty significantly decreases economic growth, thereby decreasing the opportunity cost of going to war and potentially creating new grievances associated with poverty. More directly, Arcand and Chauvet (2001) present a model that suggests that variability in aid revenues increases the risk of civil war in two ways: by enlarging the potential payoff for rebellions and by varying the level of fungible resources governments can use for deterrence.

Average aid volatility over multiple years may indeed be an important cause of conflict; however, as we argue here, the effects of large, rapid drops in aid have effects on conflict that should be evaluated in their own right. Moreover, volatility cannot distinguish between the potentially different downstream effects of positive versus negative fluctuations. We therefore advance the discussion of aid fluctuations and conflict by introducing the concept of aid shocks.

Aid Shocks, Bargaining Failure, and the Onset of Armed Conflict

In most societies, peaceful arrangements divide finite resources among citizens and competing government and opposition factions (Azam 1995, 2001; Fearon and Laitin 1996). Governments may buy out potential rebels by committing a sufficient flow of resources to make them unwilling to seek more through fighting. Such buyouts might include (1) formal political power and resource-sharing agreements that constitute a legal accord between conflicting parties, (2) side-payments in the form of direct financial transfers, (3) indirect transfers via differential taxation or public goods provision, and (4) implicit understandings that if a particular region or ethnic group does not receive sufficient funds from government coffers, rebellion might result. In addition to these transfers (or in place of them), governments may also spend resources to deter potential rebels from fighting by raising the probability of a government victory in an armed conflict. Foreign aid contributes to government resources and, as such, forms a key basis of government side-payments or deterrence. Commonly, such status quo arrangements are thought to reflect the underlying distribution of power, raising the question of what consequences occur when the distribution of power shifts due to changes in foreign aid.

We argue that rapid changes in aid flows—aid shocks—can grow large enough to materially affect the balance of power between a government—the sovereign recipient of aid flows—and potential rebels, which we define as individuals or groups that might use violence to oppose the government. Potential rebels might still

---

3Collier (1999) suggests that aid may not be as volatile as tax revenues, although this study is clearly in the minority and relies on much less data.

4The peaceful equilibrium, regardless of its strength, is not necessarily “just”; it simply refers to an equilibrium characterized by a lack of violence, which may or may not be upset as time goes on.

5Our emphasis on aid shocks shares more in common with literature on other kinds of discrete shocks—such as economic crises or environmental disasters—than with the volatility literature. Rodrik (1999), for example, argues that negative terms-of-trade shocks led to short-term reductions in growth rates and unemployment, which indirectly led to a higher probability of armed conflict. Scholars have also found that rapid environmental change or disaster
be emerging, or they may already be extant social movements endowed with significant organizational capacity. Changes in aid can be either negative or positive: we refer to large positive changes as positive aid shocks and large negative changes simply as aid shocks.

We assume that the distribution of power, both before and after an aid shock, is known both to potential rebels and the government because potential rebels have strong incentives to obtain accurate assessments of state strength. Rebels are likely to watch government budgets closely, to the extent that they can, and they may monitor aid flows directly. Because the magnitude of aid shocks is large enough to shift the balance of power, rebels are likely to observe such shocks directly. At the very least, rebels indirectly observe aid shocks when governments provide fewer services or side-payments and when states spend less of the diverted aid on the military.

Large, rapid decreases in aid, though likely inadvertent, nevertheless upset the balance of power. Because aid is fungible (Feyzioglu, Swaroop, and Zhu 1998), a sudden withdrawal of aid reduces both the government’s deterrent capacity and its ability to continue side-payments to rebels. This temporary government weakness increases the chance of rebel victory in the event of conflict, which allows rebels to demand more at the bargaining table. Thus, the size of the side-payments necessary to keep rebels indifferent between conflict and peace also increases.

This situation does not necessarily lead to conflict. Aid-induced shifts in the distribution of power could lead to bargaining over a new negotiated settlement that allows parties to avoid the high costs of war (Fearon 1995); war, after all, produces inefficient, Pareto-inferior outcomes (Powell 2006). That is, the spoils to be divided are larger before the war, even despite the shock to aid, than they would be afterwards—making a prewar settlement better for all potential combatants. Why, then, might aid shocks lead to war rather than a new agreement?

We argue that aid shocks cause commitment problems (Fearon 1995; Powell 2004, 2006). Because deep aid cuts may shift the balance of power radically, rebels are likely to demand more resources than the government can provide in the short term. Thus, a promise of increased side-payments from the government to rebels often requires pledges drawing on future resources. But promises of future transfers are contingent on the newly realized balance of power, which favors the rebels. If aid flows resume, the government’s newfound strength will likely embolden it to renege on its commitment, making its current promises of future transfers noncredible (Powell 2004, 236). Because the expected rebel payoff from conflict is probably greater than any offer the government can credibly announce, we argue that aid shocks heighten the probability of armed conflict.

Changes in the balance of power only induce a commitment problem if they require a deal to hold in the future as well as in the present. But most aid changes likely fall within a range where peaceful agreements are possible because the government can deliver the promised resources immediately. However, some aid changes are so large that the government will need several years (or more) to transfer enough resources to keep rebels from fighting. This creates a threshold effect—large changes in aid that push the balance of power over this threshold are categorically different from smaller aid changes. Thus, aid shocks are best conceptualized as essentially dichotomous: either an aid shock occurs, or it does not.

Hence, we arrive at our key hypothesis:

\[ HI: \text{Aid shocks—severe decreases in development finance revenues—will be associated with a higher likelihood of armed conflict.} \]

Thus far, we have considered the effect of large decreases in aid, but positive aid shocks could also generate inefficient conflict because they may likewise engender commitment problems. Positive aid shocks shift the distribution of power to favor the government, reversing the situation described above. Again, both sides should try to reach an efficient solution that avoids war, which entails negotiating a new agreement reflecting the new distribution of power. Because the government is newly empowered, its bargaining position is enhanced, and it can demand a better deal with fewer concessions to rebels. However, if the positive aid shock is temporary, then the rebels will now have the incentive to renege on the deal once conditions return to normal. If the expected value to the government of fighting the rebels and possibly eliminating them is higher than what the rebels can credibly offer, then conflict will again break out.
Although we prefer the complete information model that links aid shocks to conflict, we should be clear that our empirical analysis cannot decisively adjudicate between these two explanations. Perhaps the most decisive evidence to support the complete information explanation would be case-by-case evidence that rebels possess full information about aid flows and government budgets. It is our sense that this is the case, in part because rebels should have strong incentives to obtain this information, but data scarcity prevents us from bringing specific evidence to bear on this point.

Thus far, we have assumed that the distribution of power and aid flows are common knowledge, but some may doubt that rebels understand or follow flows of aid, making them uncertain about shifts in state strength. While we doubt that all aid flows are common knowledge, the assumption that both rebels and governments observe aid shocks is certainly plausible. If we nonetheless relax the common knowledge assumption, violent armed conflict can still arise from informational asymmetries, but through a different mechanism (e.g., Filson and Werner 2002; Slantchev 2003; Wagner 2000). Dal Bo and Powell (2009) offer one possible model for explaining why conflict might result if rebels are uncertain about the extent of aid shocks. Dal Bo and Powell model “spoils politics” in which the government and opposition compete to extract the rents available to those who run the state. Their model hinges on uncertainty about the size of the spoils; the overall balance of power is known, and both parties understand whether times are generally “good” or “bad,” but rebels are uncertain over precisely how good or bad times really are. This uncertainty encourages the government to “lowball” its announcement of how large the spoils are during bad times, to which the rebels rationally respond by playing a strategy that includes violence at least some of the time. Uncertainty about the presence and depth of an aid shock is conceptually similar to the uncertainty about bad times that generates conflict in Dal Bo and Powell’s model.

Under incomplete information, rebels may not know the new distribution of power precisely, but generally they know that the government is experiencing “bad times.” Because governments are typically stronger than rebels, an aid shock should move the government and rebels closer to parity in their capabilities. And uncertainty may be greatest when combatants are close to parity—a condition more likely following an aid shock than before the shock—making a war-averting agreement even less likely (Reed 2003). Thus, although an efficient solution should exist, both commitment and information problems make the inefficient outcome of violent armed conflict more likely after aid shocks.

It may be that some conflicts are best explained by the logic of commitment problems while others hew more closely to the dynamics of spoils politics under uncertainty. Both may also exist simultaneously—rebels may know that an aid shock shifts the distribution of power, which would lead to commitment problems, but the uncertainty about the size of the shift makes the terms of any war-averting resolution even more complicated. Regardless of mechanism, the common prediction is that aid shocks should be followed by an increased probability of bargaining failure and armed conflict onset. We now turn to an empirical evaluation of the aid shocks hypothesis.

### Data, Research Design, and Methodology

Our dependent variable is armed conflict onset as coded in the UCDP/PRI Armed Conflict Dataset (Gleditsch et al. 2002).

8We restrict our examination to “internal” or “internationalized internal” armed conflicts as defined by Uppsala.

9Below, we consider small and large conflicts separately as part of our robustness analysis—the effects of aid shocks on the 46 conflicts with more than 1,000 deaths are still positive but significant only at the .1 level.

10In alternative specifications, we (1) include subsequent years of conflict in the dataset and (2) drop observations after the first onset of armed conflict in a country. The logic behind this second alternative is to be agnostic about whether later occurrences of armed
We obtain information on foreign aid from AidData (Nielson et al. 2010), which offers a much-expanded accounting of the universe of aid flows—by nearly doubling the dollar amount to $4.2 trillion—relative to the commonly used OECD database. Although we are using a new data source, we generally follow the OECD definition of Official Development Assistance (ODA) as grants and loans that are “undertaken by the official sector; with the promotion of economic development and welfare as the main objective; [and] on concessional financial terms” (OECD 2006). The data are recorded in project form; thus, we aggregate the aid flows to the country-year level.

We dichotomize our aid variable for theoretical reasons described above—we expect that peaceful equilibria will usually be robust to minor decreases in aid, but that major aid changes will upset these equilibria. To measure aid shocks, we begin by calculating the change in aid (standardized by GDP) for each country-year \((\text{aid} / \text{GDP}_t - \text{aid} / \text{GDP}_{t-1})\). We average changes over the previous two years to account for the time gap between aid commitments and the time at which countries actually receive (or fail to receive) the aid. We elected not to use data on aid disbursements because the data before 2002 are too unreliable. Moreover, disbursements correlate closely with commitments (Neumayer 2003b, 43; Nielson and Tierney 2005, 789).

Using commitment data, we then define the bottom 15% of these aid changes to be Aid Shocks—negative changes that are large enough that we expect them to have a potentially destabilizing effect on recipients. Setting the cutoff at the 15th percentile is admittedly arbitrary, but, as we show below, the results are robust to multiple thresholds set between the 8th and 25th percentiles. Our definition of shocks corresponds to negative aid changes less than or equal to \(-0.0054\) aid dollars per GDP dollar, or 54 cents per 100 dollars of GDP. Lest this appear paltry, we note that the average country in our sample receives 2.27 dollars of aid for every 100 dollars of GDP, so an aid decrease of 54 cents represents a 24% reduction on average. In the models below, we lag our indicator of aid shocks so that aid shocks in one year predict conflict in the next.

We also consider the possibility that positive aid shocks might lead to conflict by creating incentives for the government to try to crush the opposition while aid windfalls provide it more resources. Our measure of Positive Aid Shocks is constructed analogously to Aid Shocks, with the cutoff for a positive shock defined as changes in the two-year average of aid flows that are above the 85th percentile of all such changes. The 85th percentile cutoff for positive aid changes is 0.0052, which corresponds to a positive aid change of at least 23%. The distribution of aid changes, positive and negative, in our data is shown in Figure 1.

We illustrate the temporal distribution of aid shocks in Figure 2. It is particularly interesting that aid shocks increased somewhat following the end of the Cold War.

### Figure 1 Distribution of Changes in Aid

![Distribution of Changes in Aid](image)

### Figure 2 Temporal Distribution of Aid Shocks

![Temporal Distribution of Aid Shocks](image)
Donors may have attempted to secure a “peace dividend” by withdrawing the previously dominant strategic aid flows.

To account for potential confounding variables and to understand how aid shocks compare to other common predictors of armed conflict, we include a variety of control variables commonly used in the civil war literature (e.g., Blattman and Miguel 2009; Fearon and Laitin 2003; Sambanis 2004). These measures include ethnic fractionalization, religious fractionalization, oil exportation, instability, population, territorial contiguity, mountainous terrain, human rights violations, counts of assassinations, general strikes, riots, antigovernment demonstrations, infant mortality, an indicator for “bad neighborhoods” (the count of neighboring countries with a civil or ethnic conflict), an indicator for the Cold War period, a five-category measure of democracy (Goldstone et al. 2010), and GDP per capita as a measure of poverty, although we note that this has also been used as a proxy for weak states. To avoid posttreatment bias, all time-varying covariates are lagged by one year.16

Together, our time-series, cross-sectional dataset includes 139 countries from 1981 to 2005.17 The unit of analysis is the country-year. Because our outcome of interest is a dichotomous dependent variable—armed conflict onset or not—and it has few nonzero observations (approximately 3.5%), we estimate a rare-events logistic regression model (King and Zeng 2001), pooling the 2,627 country-year observations together and using robust standard errors clustered by country.

Beginning with a descriptive examination of the most severe aid shocks, we find support for the hypothesis that aid shocks lead to the outbreak of armed conflict. Of the 15 most severe negative aid shocks in our sample, four of the countries—Liberia (1999), Ghana (1981), Guinea-Bissau (1997), and Sierra Leone (1990)—experienced armed conflict within one year and Lesotho (1994) experienced violence within four years.18 With these cases offering preliminary if anecdotal support, we turn to more rigorous statistical analyses.

Our primary empirical results appear in Table 1. In Model 1, we find strong support for our hypothesis that aid shocks are correlated with an increased risk of armed conflict ($b = 0.91$, $p = 0.001$). Substantively, if the average country were to experience an aid shock with other factors remaining constant, the risk of violent conflict more than doubles, from 2.1% to 5.0%. In contrast, we find no evidence that positive aid shocks substantially increase the probability of conflict ($b = 0.15$, $p = 0.67$). A formal F-test rejects the null hypothesis that the coefficients on Aid Shocks and Positive Aid Shocks are the same ($p = 0.036$).

Turning to other determinants of civil conflict, we find that human rights violations, factional democracy, oil production, ethnic fractionalization, and noncontiguity are all associated with a higher risk of violent conflict. Perhaps surprisingly, we find that in the presence of the other controls, GDP per capita, population, and mountainous terrain have no apparent effect (in agreement with Goldstone et al. [2010]), although it is probably inappropriate to interpret the coefficients for any of the control variables causally because the model is designed primarily to estimate the causal effect of aid shocks.

Our argument predicts that a single country that experiences an aid shock will have a higher probability of armed conflict, but the rare-events logit relies on cross-sectional variation as well as within-country variation (Wilson and Butler 2007). To show that our findings regarding Aid Shocks hold within countries as well as between them, we estimate a conditional logistic regression model with fixed effects for each panel to effectively limit the inferential leverage to within-country variation. This directly tests the hypothesis that an aid shock to a particular country increases the probability of onset for that country. We obtain strikingly similar results: the presence of an aid shock correlates with an increased probability of conflict ($b = 0.91$, $p = 0.010$). This indicates that unobserved

16Operational details for all covariates appear in the Supporting Information, section A18.

17The time range of our analysis is based on the availability of certain control variables—when we omit these variables, we obtain similar results for 1973–2005.

18Of the 25 worst aid shocks, 7 (28%) were followed by internal conflict within three years.
TABLE 1  Models of the Onset of Civil Conflict

<table>
<thead>
<tr>
<th></th>
<th>(1) Rare-Events Logit</th>
<th>(2) Fixed Effects Logit</th>
<th>(3) Propensity Score Matching</th>
<th>(4) Genetic Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aid Shock</td>
<td>0.911***</td>
<td>0.910***</td>
<td>0.934***</td>
<td>0.999**</td>
</tr>
<tr>
<td></td>
<td>(0.277)</td>
<td>(0.353)</td>
<td>(0.318)</td>
<td>(0.388)</td>
</tr>
<tr>
<td>Positive Aid Shock</td>
<td>0.154</td>
<td>-0.0938</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.363)</td>
<td>(0.406)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human Rights Violations</td>
<td>0.607***</td>
<td>0.537***</td>
<td>0.584***</td>
<td>0.396*</td>
</tr>
<tr>
<td></td>
<td>(0.140)</td>
<td>(0.205)</td>
<td>(0.213)</td>
<td>(0.232)</td>
</tr>
<tr>
<td>Assassinations</td>
<td>0.136</td>
<td>0.170</td>
<td>-0.295</td>
<td>-0.0173</td>
</tr>
<tr>
<td></td>
<td>(0.0985)</td>
<td>(0.136)</td>
<td>(0.554)</td>
<td>(0.242)</td>
</tr>
<tr>
<td>Riots</td>
<td>0.0136</td>
<td>-0.194</td>
<td>0.000669</td>
<td>0.211</td>
</tr>
<tr>
<td></td>
<td>(0.130)</td>
<td>(0.165)</td>
<td>(0.178)</td>
<td>(0.130)</td>
</tr>
<tr>
<td>General Strikes</td>
<td>0.0148</td>
<td>0.558*</td>
<td>0.182</td>
<td>0.361*</td>
</tr>
<tr>
<td></td>
<td>(0.212)</td>
<td>(0.301)</td>
<td>(0.280)</td>
<td>(0.210)</td>
</tr>
<tr>
<td>Antigov. Demonstrations</td>
<td>-0.0526</td>
<td>-0.0959</td>
<td>0.0497</td>
<td>0.0263</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.122)</td>
<td>(0.110)</td>
<td>(0.142)</td>
</tr>
<tr>
<td>Infant Mortality</td>
<td>0.00343</td>
<td>-0.0159</td>
<td>-0.00001</td>
<td>0.00678</td>
</tr>
<tr>
<td></td>
<td>(0.00478)</td>
<td>(0.0199)</td>
<td>(0.00658)</td>
<td>(0.00688)</td>
</tr>
<tr>
<td>Bad Neighborhood</td>
<td>-0.0381</td>
<td>-0.0469</td>
<td>-0.0272</td>
<td>0.00617</td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td>(0.203)</td>
<td>(0.183)</td>
<td>(0.207)</td>
</tr>
<tr>
<td>Partial Autocracy</td>
<td>0.230</td>
<td>0.302</td>
<td>0.363</td>
<td>0.152</td>
</tr>
<tr>
<td></td>
<td>(0.333)</td>
<td>(0.556)</td>
<td>(0.444)</td>
<td>(0.434)</td>
</tr>
<tr>
<td>Partial Democracy</td>
<td>-0.669</td>
<td>-0.0239</td>
<td>-0.792</td>
<td>-0.770</td>
</tr>
<tr>
<td></td>
<td>(0.472)</td>
<td>(0.795)</td>
<td>(0.662)</td>
<td>(0.629)</td>
</tr>
<tr>
<td>Factional Democracy</td>
<td>0.681*</td>
<td>1.565**</td>
<td>0.738</td>
<td>0.498</td>
</tr>
<tr>
<td></td>
<td>(0.385)</td>
<td>(0.651)</td>
<td>(0.515)</td>
<td>(0.564)</td>
</tr>
<tr>
<td>Full Democracy</td>
<td>0.176</td>
<td>1.133</td>
<td>0.139</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>(0.547)</td>
<td>(1.210)</td>
<td>(1.077)</td>
<td>(0.743)</td>
</tr>
<tr>
<td>ln(GDP per capita)</td>
<td>-0.200</td>
<td>-0.573</td>
<td>-0.341</td>
<td>-0.264</td>
</tr>
<tr>
<td></td>
<td>(0.238)</td>
<td>(0.773)</td>
<td>(0.327)</td>
<td>(0.293)</td>
</tr>
<tr>
<td>ln(Population)</td>
<td>0.0902</td>
<td>-2.467</td>
<td>0.0110</td>
<td>-0.0833</td>
</tr>
<tr>
<td></td>
<td>(0.0839)</td>
<td>(1.905)</td>
<td>(0.176)</td>
<td>(0.216)</td>
</tr>
<tr>
<td>Oil</td>
<td>0.00989***</td>
<td>0.00610</td>
<td>0.0288</td>
<td>0.0106</td>
</tr>
<tr>
<td></td>
<td>(0.00299)</td>
<td>(0.00867)</td>
<td>(0.00646)</td>
<td>(0.00783)</td>
</tr>
<tr>
<td>Instability</td>
<td>0.225</td>
<td>0.0587</td>
<td>0.236</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>(0.272)</td>
<td>(0.373)</td>
<td>(0.360)</td>
<td>(0.441)</td>
</tr>
<tr>
<td>Ethnic Frac.</td>
<td>1.341**</td>
<td>-0.145</td>
<td>-0.145</td>
<td>-0.299</td>
</tr>
<tr>
<td></td>
<td>(0.585)</td>
<td>(1.088)</td>
<td>(1.248)</td>
<td>(1.248)</td>
</tr>
<tr>
<td>Religious Frac.</td>
<td>-0.738</td>
<td>-0.201</td>
<td>0.357</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.673)</td>
<td>(1.301)</td>
<td>(1.325)</td>
<td></td>
</tr>
<tr>
<td>Noncontiguous</td>
<td>0.985***</td>
<td>0.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.317)</td>
<td>(0.661)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mountains</td>
<td>0.0863</td>
<td>-0.0476</td>
<td>-0.0476</td>
<td>-0.116</td>
</tr>
<tr>
<td></td>
<td>(0.0941)</td>
<td>(0.130)</td>
<td>(0.142)</td>
<td></td>
</tr>
<tr>
<td>Cold War</td>
<td>0.163</td>
<td>-0.650</td>
<td>-0.222</td>
<td>-0.0759</td>
</tr>
<tr>
<td></td>
<td>(0.285)</td>
<td>(0.549)</td>
<td>(0.501)</td>
<td>(0.473)</td>
</tr>
</tbody>
</table>
Table 1 Continued

<table>
<thead>
<tr>
<th></th>
<th>(1) Rare-Events Logit</th>
<th>(2) Fixed Effects Logit</th>
<th>(3) Propensity Score Matching</th>
<th>(4) Genetic Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>$-5.797^{**}$</td>
<td>$-1.914$</td>
<td>$-1.529$</td>
<td>$-1.529$</td>
</tr>
<tr>
<td></td>
<td>(2.899)</td>
<td>(4.210)</td>
<td>(4.243)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2627</td>
<td>953</td>
<td>786</td>
<td>698</td>
</tr>
<tr>
<td>Number of Countries</td>
<td>139</td>
<td>57</td>
<td>103</td>
<td>86</td>
</tr>
</tbody>
</table>

Note: Model 1 includes a correction for rare-events bias. Model 2 includes country-level fixed effects. Model 3 uses one-to-one propensity score matching followed by rare-events logit on the matched sample. Model 4 uses genetic matching followed by rare-events logit. Robust standard errors are in parentheses. Standard errors in Models 1, 3, and 4 are clustered by country. Cubic splines are included but not reported. $^{**} p < 0.01$, $^{*} p < 0.05$, $^* p < 0.1$.

heterogeneity between countries is not confounding our results and suggests that the effects we identify operate at the country level as predicted.

Matching and the Effect of Aid Shocks

Our logistic regression will only provide valid causal estimates of the effect of aid shocks on conflict onset if there is no endogeneity, meaning that aid shocks occur as if at random after conditioning on the covariates included in the model. The primary threat of endogeneity arises from the possibility that donors anticipate armed conflict and reduce aid in anticipation of impending violence. We are somewhat skeptical that this endogeneity problem exists because it is unlikely that donors anticipate even high levels of violence. Accurate early warning systems have proven very difficult to develop, with current models often failing to predict both armed conflict occurrence and magnitude (Jenkins and Bond 2001). In Kenya, for example, the postelection violence in early 2008 was almost universally unexpected, and yet it reached very high levels of deaths (thousands) over a short period of time.

Could the expectation of conflict induce aid shocks? Some studies have found that aid decreases when states violate human rights, and these violations may be precursors to violent conflict (Carey 2007; Cingranelli and Pasquarello 1985; but see Neumayer 2003a). Moreover, there is evidence that past internal conflict leads to subsequent decreases in aid flows (Berthélemy 2006). However, we know of no direct evidence that the anticipation of conflict leads to aid decreases, and prior studies of aid allocation in contexts as diverse as Rwanda, El Salvador, Sri Lanka, and Angola suggest that this may be unlikely (Chauvet 2003; Muscat 2002, 53; Uvin 1998). Nevertheless, we have attempted to model donors’ anticipation of armed conflict as a potential cause of aid shocks in the matching analysis we develop below.

Out of concern that endogeneity biases our findings, we use matching methods designed for causal inference in observational studies to provide further support that our finding is causal. Although matching has many attractive qualities, we should be clear that this method relies on conditioning on observed variables—we cannot rule out the possibility that some unobserved confounder biases our findings. We attempt to minimize this risk by carefully considering the likely confounders and making extra effort to measure them carefully and thoroughly.20

Matching methods attempt to fix the “broken” experiment presented by observational data. In our pooled sample, we might suspect that countries experiencing aid shocks are very different from most countries that do not have aid shocks, and that these differences, not the aid shocks themselves, are the actual causes of any correlation we observe between aid shocks and conflict. Matching solves this problem by discarding these drastically different observations and comparing “like to like” (similar to a randomized experiment).20

19We also attempted to find a source of exogenous variation—a natural experiment—that would give us a valid instrumental variable for aid shocks. The instrumental variable (IV) approach is attractive because a valid instrument allows causal inference in the face of observed and unobserved confounding factors. We tried a number of potential instruments culled from the aid allocation literature, including recipient membership on the United Nations Security Council, fluctuations in donor GDP, and voting similarity in the United Nations General Assembly. We eventually rejected all three as invalid either because they likely fail the exclusion restriction or because they are not significantly correlated with aid shocks (we provide a full description of our reasoning and procedures in the Supporting Information). With no plausible natural experiment, we turn to matching as a next-best solution.

20Estimating causal effects via matching requires the stable unit treatment value assumption (SUTVA), which necessitates that each observation’s potential outcomes are independent (Rubin 1986).
Matching relies crucially on our ability to observe, measure, and condition on the variables that induce endogeneity between aid shocks and conflict. Unfortunately, the key variable that might induce endogeneity—the expectation of future conflict in the minds of policymakers allocating foreign aid—is unobservable. However, we can still address the concern by measuring and conditioning on the factors that are most likely to influence donor expectations. We argue that expectations about the potential for conflict onset are based primarily on a country’s level of democracy, its record of human rights protection, its income and standard of living, and early indications of conflict onset such as civil unrest. We draw some of these variables directly from recent work by Goldstone et al. (2010) that predicts the onset of political instability with 80% accuracy: a five-category measure of democracy based on Polity IV scores, a measure of infant mortality, and a measure of “bad neighborhoods”—the count of neighboring countries that are experiencing civil conflict.\(^21\) We also include measures of “simmering” violence: counts of riots, assassinations, antigovernment demonstrations, and general strikes, as well as a measure of human rights violations.

We then use matching methods to create a matched sample from our original sample, consisting of the “treated” country-years (\(\text{Aid Shock} = 1\)) and a subset of the “control” country-years (\(\text{Aid Shock} = 0\)) that have the same levels of these covariates, making them similarly likely to have conflict in the absence of an aid shock. We reestimate our original model on this matched subsample to estimate the causal effect of aid shocks on conflict onset.

Of the many available matching methods, we use two: one-to-one propensity score matching (Rosenbaum and Rubin 1983) and genetic matching (Diamond and Sekhon 2006; Sekhon forthcoming). Propensity score matching is conceptually similar to a selection model: we first estimate a logistic regression predicting aid shocks using all of the control variables listed above as matching covariates along with country-level random intercepts. The results of this model (shown in the Supporting Information) indicate that, in the unmatched data, country-years that experience aid shocks have significantly more human rights violations; are more likely to be a partial autocracy, partial democracy, or full democracy (relative to the base category of full autocracy); and have lower income and smaller populations. From this model, we generate predicted values that serve as propensity scores—the estimated probability that a given country-year will have an aid shock.

We then match each treated observation (\(\text{Aid Shock} = 1\)) to the control observation (\(\text{Aid Shock} = 0\)) with the most similar propensity score. We find a one-to-one match for each of the 393 aid shocks in the dataset; per standard matching best practice, the 1,841 unmatched control units are dropped from the dataset. Despite substantial differences between treated and control units in the original data, our matching algorithm achieves a remarkable degree of balance on these covariates, limiting the control cases to a set that looks almost identical to country-years that experience aid shocks. In particular, we dramatically improve the balance of several likely confounders: human rights, GDP, population, and levels of democracy (for more detail, see Supporting Information—Appendix A17).

If matching is exact, then the causal effect of \(\text{Aid Shock}\) is simply the difference in \(\text{Conflict}\) between the treatment and control groups. Our matching is not exact due to the continuous nature of some of our variables and large preexisting differences between treatment and control groups, so we follow the suggestion of Ho et al. (2007) and estimate our original model\(^22\) on this matched subsample, similar to the second stage of a selection model. We retain all of the treated observations but exclude many of the dissimilar control units. Our model then estimates the average treatment effect on the treated—the effect of aid shocks in those states that experience them.

Column 3 of Table 1 presents the findings of our propensity score analysis. We first note that, after matching, only the coefficient of the treatment variable can be interpreted causally. We find that the estimated causal effect of experiencing an aid shock after matching is virtually identical to the estimated effect without matching shown in Model 1 (\(b = 0.93, p = 0.003\)), suggesting that the effects of aid shocks estimated by our initial model are indicative of a genuine causal relationship.

We then attempt to improve on propensity score matching by using the genetic matching algorithm developed by Diamond and Sekhon (2006) to create a dataset of matched treatment and control observations that evinces better covariate balance. Genetic matching uses a genetic

\(^{21}\)We omit the variable state discrimination against minorities used by Goldstone et al. (2010). Including this variable without imputation reduces our data coverage substantially. The results with this covariate included are similar to those reported in the main findings.

\(^{22}\)We omit Positive Aid Shock from the matching models because it is not a proper pretreatment covariate.
algorithm to directly maximize the distributional similarity of the covariates. As expected, we find large improvements in the overall balance of the covariates, and we are able to provide slightly better balance on several covariates (see Supporting Information for more detail). As with propensity score matching, we estimate the causal effect of Aid Shocks by fitting the original logistic regression to the matched dataset. The results are entirely consistent with our previous findings, improving our confidence that the relationship between aid shocks and conflict onset is likely causal (see Table 1, Model 4).

Robustness

Robustness checks further improve our confidence in the findings. Using a dependent variable that includes only the first conflict onset (to avoid potentially misclassifying temporary lapses in violence as independent conflicts), we find that Aid Shocks still lead to an increased probability of conflict ($b = 1.13, p = 0.008$). When we include only the onset of the 46 wars that eventually reach 1,000 battle deaths, our results are shy of statistical significance at the .05 level ($b = 0.66, p = 0.069$), so we conclude that aid shocks are less predictive of large conflict onset.

Alternative operationalizations of our primary independent variable Aid Shocks—the percentile cutoff to be considered an aid shock, the number of aid shocks in any five-year period, and a continuous measure of aid change—give further insights into the effects of aid changes on conflict. We find that our results are similar with aid shocks defined as the lowest 25% of aid changes ($b = 0.48, p = 0.051$), as the lowest 20% ($b = 0.79, p = 0.001$), and as the lowest 10% ($b = 0.78, p = 0.016$) compared to the 15% cutoff in the baseline analysis. Figure 3 shows the coefficients that result from varying the cutoff for aid shocks. The results hold for a variety of definitions of aid shocks—we could have defined aid shocks as narrowly as the most negative 8% of aid changes or as broadly as the most negative 25% of aid changes.23 Similar results also were produced when we used the average number of aid shocks in the previous five years to predict the onset of violent conflict ($b = 1.96, p = 0.013$).

We have argued above that it is more appropriate to measure aid shocks rather than simply estimate the linear effect of any aid change on conflict onset. Our findings depend on this argument; we find that continuous measures of aid change affect the probability of conflict onset in the expected direction but that the result is not statistically significant (see the Supporting Information). We thus make no claims that changes in aid affect conflict onset linearly or incrementally. Our argument and evidence only support the conclusion that exceptionally large aid decreases cause conflict, which is consistent with the credible commitment logic (Powell 2004).

To account for missing observations (we lose 811 country-years from list-wise deletion), we use multiple imputation (Honaker, King, and Blackwell 2005), which imputes the missing data using covariates to estimate multiple datasets with different values. When we impute the missing observations and estimate the models using the multiple datasets in tandem to preserve the uncertainty of the missing data, we still find that Aid Shocks are substantively and statistically significant ($b = 0.58, p = 0.005$).

Although we used cubic splines as advocated by Beck, Katz, and Tucker (1998), we also considered polynomials of time (time, time$^2$, and time$^3$) to account for time trends as suggested by Carter and Signorino (2010) and obtained similar findings. A nonparametric panel bootstrap that adjusts our standard errors yields the same conclusions. Anticipating concerns related to bias from the spike in civil wars following the Soviet breakup (e.g., Hewitt, Wilkenfeld, and Gurr 2008), we find that our results are robust to excluding the years 1991–96 from the analysis, and the estimated effect of Aid Shocks is even larger after the exclusion ($b = 1.10, p = 0.002$).

23These results depend in part on how sustained are the aid shocks. The baseline models use a two-year rolling average of negative changes in aid. The results using an Aid Shock variable based only on the previous year’s aid changes are significant only at the .1 level ($b = 0.50, p = 0.079$), suggesting that aid shocks have greater effects when they span multiple years.
Why Do Positive Aid Shocks Fail to Cause Conflict?

Our findings show with some conclusiveness that negative aid shocks increase the probability of conflict onset while positive aid shocks do not. Although both negative and positive shocks may increase the probability of conflict relative to no shock, the estimated effect of positive shocks is relatively small and statistically insignificant. How does this result square with the possibility that both positive and negative shocks should generate uncertainty and result in similar commitment problems?

It could be that the general commitment problem logic outlined by Powell (2004, 2006) does not apply to positive shocks for some reason. One possibility is that negative and positive shocks have differential effects because the distribution of power typically heavily favors the government over the rebels. Formal results by Reed (2003) suggest that when there is information asymmetry about the other parties' reservation value, conflict is most likely as the players reach parity, meaning that negative aid shocks cause conflict because they increase parity while positive shocks reduce conflict because they reduce parity. However, this logic departs significantly from the logic of commitment problems and does not explain why the coefficient on Positive Aid Shocks is positive rather than negative.

It could also be the case that governments do not seek to lock in their advantage for other reasons, or that they seek to lock in their advantage through means such as quiet repression short of war. Higher levels of aid are only maintained at the behest of foreign aid donors that can easily take them away—and evidence indicates that donors withhold aid when governments provoke conflict (Berthélemy 2006). Foreseeing this, governments may exercise restraint, and rebels might also perceive the government's commitment as credible.

However, this raises a wrinkle: if rebels know that donors will punish governments for renewed war, then rebels have an incentive to bait the government into violence (Kuperman 2008). But three factors mitigate this possibility. First, rebels' incentives to provoke government violence primarily hold under normal aid conditions, when a future decrease should advantage the rebels. However, in the face of a positive aid shock, rebels face a significantly strengthened government opponent in the short run, likely inducing rebel restraint. Second, donors may be able to identify rebels as the provokers of violence and may come to their allies' aid with increased payments, which would further disadvantage rebels. And finally, any future decreases in aid revenue also decrease the size of the spoils to be won from rebellion, thus potentially having offsetting effects on the probability of violence.

Conclusion

Our results suggest that aid can affect the likelihood of violent armed conflict primarily by influencing a state's ability to credibly commit to an agreement that averts war at present and into the future. For aid recipients, sudden aid shortfalls make governments relatively less able to make enough side-payments or military investment to preserve the peaceful status quo in the future. Our findings contribute to the literature on foreign aid and armed conflict in important ways. In contrast to studies finding only an indirect connection between levels of foreign aid and armed conflict (Collier and Hoeffler 2002), we find a direct connection between changes in aid and conflict. To explore this, we used data on aid flows to countries from 1981 to 2005.

In addition to the theoretical implications, significant policy implications also flow from our analysis. First, the finding that aid shocks precipitate armed conflict ought to give policymakers pause as they contemplate shifts in their aid portfolios. It also may enhance donors' incentives to coordinate aid with other donors. Indeed, in recent years the calls for better aid coordination have intensified, and our results provide some evidence that such coordination is warranted. Our findings indicate that, if donors decide to remove aid, they should do so gradually over time because sudden large decreases in aid could be deadly. Although considerable debate still exists about the effectiveness of foreign aid, our analysis suggests that changes in aid, in addition to levels of aid, are potentially very important determinants of violent conflict, so we recommend that donors take whatever measures they can to prevent sudden aid withdrawals.
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