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Deconstructing Scene Selectivity in Visual Cortex

Reza Rajimehr, Shahin Nasr, and Roger Tootell

In high-order object-processing areas of the ventral visual pathway, discrete clusters of neurons (“modules”) respond selectively to specific categories of complex images such as faces (Kanwisher, McDermott, & Chun, 1997; Tsao, Freiwald, Knutsen, Mandeville, & Tootell, 2003; Tsao, Moeller, & Freiwald, 2008), places/scenes (Aguirre, Zarrahn, & D’Esposito, 1998; Epstein & Kanwisher, 1998), body parts (Downing, Jiang, Shuman, & Kanwisher, 2001; Grossman & Blake, 2002), and word forms (Cohen et al., 2000). On the other hand, stimuli of a common category often also share low-level visual cues, and correspondingly, it has been reported that many neurons in the inferior temporal (IT) cortex (which is the final stage of the ventral visual pathway) are selective for specific low-level properties, including surface curvature (Janssen, Vogels, Liu, & Orban, 2001; Kayaert, Biederman, & Vogels, 2005), Fourier descriptor shapes (Schwartz, Desimone, Albright, & Gross, 1983), simple geometry (Brincat & Connor, 2004; Kobatake & Tanaka, 1994), nonaccidental features (geons; Vogels, Biederman, Bar, & Lorincz, 2001), diagnostic features (Sigala & Logothetis, 2002), and color (Koida & Komatsu, 2007). Thus, any given category-selective response might be deconstructed into multiple low-level feature selectivities. In fact a recent theory suggests that overlapping continuous maps of simple features give rise to discrete modules that are selective for complex stimuli (Op de Beeck, Haushofer, & Kanwisher, 2008). Selectivity for low-level visual features may be particularly crucial in the processing of scene images. Scenes encompass a virtually infinite range of possible visual stimuli. Selectivity for such a wide range of stimuli may be constructed only by considering some low-level features that are common to images from the scene category. Here we review recent fMRI studies that have reported certain low-level preferences/biases in the scene-responsive areas of visual cortex.

Organization of Scene-Responsive Cortical Areas in Human and Nonhuman Primates

In humans, fMRI studies have described three visual cortical regions that are more active during the presentation of “places” (images of scenes or isolated houses) than
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during the presentation of other visual stimuli such as faces, objects, body parts, or scrambled scenes (Aguirre et al., 1998; Bar & Aminoff, 2003; Epstein & Kanwisher, 1998; Hasson, Harel, Levy, & Malach, 2003; Maguire, 2001) (figure 4.1, plate 7). These regions have been named for nearby anatomical landmarks as follows: (1) parahippocampal place area (PPA), (2) transverse occipital sulcus (TOS), and (3) retrosplenial cortex (RSC). A recent meta-analysis and comprehensive mapping of scene-related activations suggest that the three scene-responsive regions are actually centered near—but distinct from—the gyri/sulci for which they were originally named (Nasr et al., 2011).

The scene-responsive PPA is typically centered on the lips of the collateral sulcus and adjacent medial fusiform gyrus rather than on the parahippocampal gyrus per se. Although the size of the PPA varies when it is localized with different localizer stimuli, the peak activity is consistently located on the medial fusiform gyrus. More specifically, the fusiform gyrus is subdivided by a shallow sulcus (the middle fusiform sulcus) into a scene-responsive region on the medial fusiform gyrus (PPA) and a face-responsive region on the lateral fusiform gyrus (fusiform face area [FFA]) (Nasr et al., 2011).

The scene-responsive TOS (renamed the occipital place area by Dilks, Julian, Paunov, & Kanwisher, 2013) is typically centered on the nearby lateral occipital gyrus rather than within its namesake, the transverse occipital sulcus. This scene-responsive region lies immediately anterior and ventral to the retinotopically defined area V3A, in/near retinotopic areas V7, V3B, and/or LO-1 (Nasr et al., 2011).

The scene-responsive RSC is a discrete region consistently located in the fundus of the parieto-occipital sulcus, approximately 1 cm from the RSC as defined by Brodmann areas 26, 29, and 30. This scene-responsive region is located immediately adjacent to V1 in what would otherwise be the peripheral representation of dorsal V2 (Nasr et al., 2011).

The functional connectivity of these scene areas has been tested during the resting-state fMRI (Baldassano, Beck, & Fei-Fei, 2013). The RSC and TOS show differentiable functional connections with the anterior-medial and posterior-lateral parts of the PPA, respectively. Each of these areas is also functionally connected with specific parts of the cortex. The RSC shows connections with the superior frontal sulcus (Brodmann areas 8/9) and the peripheral representation of early visual areas V1 and V2. The TOS shows connections with the intraparietal sulcus, the lateral occipital complex, and retinotopic early visual areas. The PPA shows connections with the lateral occipital complex and the peripheral representation of early visual areas V1 and V2.

Corresponding (presumptively homologous) scene-responsive regions have been identified by use of fMRI in awake macaque monkeys (Nasr et al., 2011; Rajimehr, Devaney, Bilenko, Young, & Tootell, 2011) (figure 4.1, plate 7). These studies used identical stimuli and largely overlapping fMRI procedures in human and monkey scans so that a relatively direct comparison between human and monkey maps was possible. Mirroring the arrangement of the human FFA and PPA (which are adjacent
to each other in cortex), the presumptive monkey homologue of the human PPA (mPPA) is located adjacent to the most prominent face patch in the IT cortex. This location is immediately anterior to area TEO. The monkey TOS (mTOS) includes the region predicted from the human maps (macaque V4d), extending posteriorly into V3A. A possible monkey homologue of the human RSC lies in the medial bank, near the peripheral V1.

In addition to mPPA, a recent study has reported two other “place patches” in macaque ventral temporal cortex (Kornblith, Cheng, Ohayon, & Tsao, 2013). These patches, the lateral place patch (LPP) and the medial place patch (MPP), are located in the occipitotemporal sulcus and the parahippocampal gyrus, respectively. The LPP contains a large concentration of scene-selective single units, with individual units coding specific scene parts. Based on microstimulation, the LPP is connected with the MPP and with extrastriate visual areas V4v and DP.

**Retinotopic Selectivity in Scene-Responsive Areas**

Early electrophysiological studies suggested that neurons in the IT cortex have large receptive fields (>20°) (Desimone & Gross, 1979; Richmond, Wurtz, & Sato, 1983). Those studies emphasized that the positional information is lost at progressively higher stages of the ventral visual pathway, and neurons become selective for visual features and objects independent of their locations in the visual field (Ito, Tamura, Fujita, & Tanaka, 1995; Lueschow, Miller, & Desimone, 1994). However, more recent studies of the IT cortex have reported the presence of small receptive fields (<5°) even in the anterior IT cortex (DiCarlo & Maunsell, 2003; Op De Beeck & Vogels, 2000). In fact there is a wide distribution of receptive field sizes in the IT cortex, ranging from 3° to 25° with a mean size of 10° (Op De Beeck & Vogels, 2000). These data are consistent with the idea that representations in the IT cortex are position dependent. This position sensitivity could be considered a low-level selectivity for object-selective IT neurons.

Analogously, early human fMRI studies distinguished between retinotopic and nonretinotopic cortex (e.g., Grill-Spector et al., 1998; Halgren et al., 1999). Those studies described retinotopic maps in occipital visual areas such as V1, V2, V3, V3A/B, hV4, and V5/hMT+ (e.g., Brewer, Liu, Wade, & Wandell, 2005; DeYoe et al., 1996; Engel, Rumelhart, Wandell, & Lee, 1994; Huk, Dougherty, & Heeger, 2002; Sereno et al., 1995; Tootell et al., 1997) but failed to find consistent retinotopy in higher-level areas of the ventral visual pathway—perhaps due to technical limitations. With technical advancements in neuroimaging and better stimulus designs, recent fMRI studies have reported retinotopic maps located beyond (anterior to) V4. Such maps have been identified in object-selective lateral occipital cortex (Larsson & Heeger, 2006; Sayres & Grill-Spector, 2008) and within regions selective for object categories such as body parts (Weiner & Grill-Spector, 2011). Distributed positional information from multivoxel pattern analysis has also been reported in almost all category-selective
Figure 4.1 (plate 7)
Overall view of scene-responsive areas in human and monkey visual cortex. Both species fixated the center of a screen during block-designed presentation of identical scene versus face-localizing stimuli. In the human data (panels A–E), relatively higher activity to scenes versus faces is shown in red/yellow versus blue/cyan, respectively (minimum = $p < 10^{-10}$; maximum = $p < 10^{-30}$). The human map is a group average of both the functional and the anatomical data ($n = 10$) in cortical surface format. The right hemisphere is illustrated. Panels A and B show the medial and lateral-posterior views of folded cortex, respectively. Panels C and D show corresponding views of inflated cortex, and panel E shows the flattened view. For comparison, panel F shows the flattened activity map from a macaque monkey viewing the same stimuli (minimum = $p < 10^{-5}$; maximum = $p < 10^{-10}$). In both species presumptive corresponding scene-responsive areas are named in white (preceded by “m” in the macaque map). Adapted from Nasr et al. (2011).
areas (Carlson, Hogendoorn, Fonteijn, & Verstraten, 2011; Cichy, Chen, & Haynes, 2011; Kravitz, Kriegeskorte, & Baker, 2010; Schwarzlose, Swisher, Dang, & Kanwisher, 2008). Thus, low-level selectivity for the retinotopic location of visual stimuli is preserved in higher-level areas in human IT cortex.

Using retinotopic mapping combined with an attentional tracking paradigm, Arcaro and colleagues reported two new retinotopic maps anterior to the VO cluster within the posterior parahippocampal cortex (PHC), referred to as PHC-1 and PHC-2 (Arcaro, McMains, Singer, & Kastner, 2009). Each PHC area contains a complete representation of the contralateral visual field with a bias for stimuli in the upper visual field (see also Schwarzlose et al., 2008). Both areas are heavily overlapped with the functionally defined area PPA (Arcaro et al., 2009); this suggests a position-dependent coding of scenes in the PPA. The scene-responsive TOS also has retinotopic selectivity because it is located within the retinotopic extrastriate cortex in both humans and macaques (Nasr et al., 2011).

Scene-related areas, including the PPA and TOS, also show a strong preference for stimuli presented in the peripheral visual field. In a series of experiments Malach and colleagues reported an association between category selectivity and eccentricity bias in high-order object areas; face areas were associated with central visual-field bias, whereas scene areas were associated with peripheral visual-field bias (Hasson et al., 2003; Levy, Hasson, Avidan, Hendler, & Malach, 2001; Malach, Levy, & Hasson, 2002). Retinotopic eccentricity might be an organizing principle of object representations in these areas, and it can be tightly linked to acuity demands (Hasson, Levy, Behrmann, Hendler, & Malach, 2002). It is conceivable that scene-related processes such as spatial navigation and texture segregation depend crucially on large-scale integration, and thus, these functions might be better served by a strong association with peripheral, low-magnification representations.

A Preference for High Spatial Frequencies in Scene-Responsive Areas

In the lower-tier (occipital) visual cortex (e.g., in V1, V2, and V3), the sensitivity to spatial frequency covaries systematically with the retinotopic representation of visual field eccentricity. That is, the foveal/parafoveal cortex in these areas shows a preference for higher spatial frequencies (Henriksson, Nurminen, Hyvärinen, & Vanni, 2008; Sasaki et al., 2001). Recently, the sensitivity to spatial frequency has been tested in the higher-tier areas of the ventral visual pathway (Awasthi, Sowman, Friedman, & Williams, 2013; Rajimehr et al., 2011; Zeidman, Mullally, Schwarzkopf, & Maguire, 2012). One study (Rajimehr et al., 2011) manipulated the spatial frequency in a variety of stimuli and found a significant preference for high spatial frequencies in the scene-responsive area PPA. The high-spatial-frequency bias in the PPA was demonstrated using high-pass-filtered scene, face, and even checkerboard stimuli (figure 4.2, plate
Figure 4.2 (plate 8)
High-pass-filtered checkerboard images selectively activate the PPA. Panels A and B show examples of low-spatial-frequency (low-SF) and high-spatial-frequency (high-SF) checkerboards. Panels C and D show the FFT amplitude spectra of low-SF and high-SF checkerboards. Panel E shows the FFA (indicated by white border) and PPA (indicated by black border), localized based on a comparison between faces and places, in the averaged map of four human subjects. The group-averaged activity map is displayed on a flattened view of the right occipitotemporal cortex. Panel F shows the comparison of activity between high-SF (yellow/red) and low-SF (cyan/blue) checkerboards. This comparison revealed a high-SF bias within the PPA. If anything, the opposite bias was found in parts of the FFA. The maps are significant at the threshold of $p < 10^{-2}$. Adapted from Rajimehr et al. (2011).
8). This bias was more prominent in the posterior-lateral part of the PPA. The PPA also showed a higher response to unfiltered natural scenes that were dominated by high spatial frequencies. This study (Rajimehr et al., 2011) used identical stimuli in monkeys and found that the mPPA (the apparent homologue of PPA in monkeys) also has a preference for high spatial frequencies.

An image analysis suggests that scenes have more spatial discontinuities (in the form of high-spatial-frequency components) compared to other object categories, such as faces (Rajimehr et al., 2011). Thus, a low-level sensitivity to high spatial frequencies in the PPA can be particularly useful for detecting edges, object borders, and scene details during spatial perception and navigation. Furthermore, there may be an evolutionary advantage for the PPA to be preferentially tuned for high spatial frequencies (e.g., in facilitating the detection of food/predators in visually complex environments).

A Cardinal Orientation Bias in Scene-Responsive Areas

Human vision is more sensitive to contours at cardinal (horizontal and vertical) orientations compared to oblique orientations, a phenomenon called the “oblique effect” (Appelle, 1972; Mach, 1861). Because the oblique effect is linked to stimulus orientation, and orientation-selective cells are common in V1, prior psychophysical and physiological experiments have often hypothesized a neural correlate of the perceptual oblique effect in lower-level retinotopic visual cortex (Vogels & Orban, 1985). However, fMRI studies in humans have not reported a consistent activity bias for cardinal orientations in V1 (Freeman, Brouwer, Heeger, & Merriam, 2011; but see Furmanski & Engel, 2000; Swisher et al., 2010).

A recent study suggests that the oblique effect may be related to scene processing (Nasr & Tootell, 2012). The link between the oblique effect and scene processing is supported by ecological evidence. Image statistics confirm that many scenes are dominated by cardinal orientations (Torralba & Oliva, 2003). Such a statistical bias is present not only in carpentered environments (such as cityscapes, buildings, and indoor scenes) but also in some natural scenes, often due to the orthogonal influences of gravity and/or phototropism. Consistent with this idea, the scene-responsive area PPA shows a stronger fMRI response to cardinal (compared to oblique) orientations (Nasr & Tootell, 2012) (figure 4.3, plate 9). This low-level orientation bias in the PPA can be observed even for simple geometrical stimuli such as arrays of overlapping squares or arrays of line segments (Nasr & Tootell, 2012).

Conclusion

Here we reviewed evidence for selectivity to low-level visual features in the scene-responsive areas, particularly in the PPA. It is important to define such features for
Figure 4.3 (plate 9)
Scenes with dominant power at cardinal orientations selectively activate the PPA. Panel A shows group-averaged fMRI activity (n = 13; random-effects analysis) for spatially filtered scenes with dominant power at cardinal versus oblique orientations. The map shows a ventral view of the inflated (panel A) and flattened (panel B) cortical surfaces. The borders of the PPA, TOS, RSC, and V1 are shown using black, green, blue, and white lines, respectively. White dashed lines indicate the peripheral visual field representation, and white asterisks indicate the foveal representation. Panel C shows the region-of-interest analysis in the PPA and V1. Orientation differences were significant only in the PPA (*p < 0.05; **p < 0.01). Adapted from Nasr et al. (2012).
both practical and conceptual reasons. At a practical level it is important to define such variables to avoid uncontrolled stimulus influences on otherwise carefully controlled tests of higher-order variables. More conceptually, such lower-level variables may well serve as intermediate “building blocks” for higher-order selectivity and thus clarify the nature of further higher-order variables. The latter is particularly important because after its initial characterization as a scene-selective area, the PPA has been reinterpreted as selective for a wide range of other higher-order categories, including tools (Chao, Haxby, & Martin, 1999), single houses (Tootell et al., 2008), inanimate objects (Kriegeskorte et al., 2008), big objects (Konkle & Oliva, 2012; Troiani, Stigliani, Smith, & Epstein, 2014), object ensembles, and surface textures (Cant & Xu, 2012). Due to this wide range of stimulus selectivities in the PPA, we have used the term “scene-responsive” (rather than “scene-selective”) when referring to the PPA and other scene areas.

Evidence to date demonstrates that multiple lower-level variables influence the fMRI response properties in the PPA. Retinotopically, studies have reported that this area shows a bias for stimuli in the peripheral (as opposed to foveal) visual field (e.g., Levy et al., 2001) and a bias for upper visual field (Arcaro et al., 2009). It can be argued that to the extent that a response is specific to portions of the visual field, it cannot be strictly selective for a given visual category per se.

More globally, it has been shown that the PPA is also selective for high spatial frequencies and cardinal orientations. It is possible that PPA and other scene-responsive areas also show selectivity to other low-level features such as specific line junctions or specific shapes. For instance, the fact that the PPA responds more strongly to cubes than to spheres (Rajimehr et al., 2011) may be partly due to the presence of right angles in the “cube” stimuli. Future studies would be needed to test this and other low-level feature selectivities in these areas. Demonstration of low-level selectivity in the scene areas makes the single-cell studies of scene processing more tractable, as these low-level features can be parametrically manipulated in well-defined stimulus spaces.
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