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Nonlinear Control Synthesis by Convex Optimization

Stephen Prajna, Pablo A. Parrilo, and Anders Rantzer

Abstract— A stability criterion for nonlinear systems, recently
derived by the third author, can be viewed as a dual to Lyapunov’s
second theorem. The criterion is stated in terms of a function
which can be interpreted as the stationary density of a substance
that is generated all over the state space and flows along the system
trajectories towards the equilibrium.

The new criterion has a remarkable convexity property, which
in this paper is used for controller synthesis via convex optimiza-
tion. Recent numerical methods for verification of positivity of
multivariate polynomials based on sum of squares decompositions
are used.

I. I NTRODUCTION

L YAPUNOV functions have long been recognized as one
of the most fundamental analytical tools for analysis and

synthesis of nonlinear control systems. See for example [2],
[3], [4], [6], [7], [9].

There has also been a strong development of computational
tools based on Lyapunov functions. Many such methods are
based on convex optimization and solution of matrix inequali-
ties, exploiting the fact that the set of Lyapunov functions for a
given system is convex.

A serious obstacle in the problem of controller synthesis is
however that the joint search for a controlleru(x) and a Lya-
punov functionV (x) is not convex. Consider the synthesis
problem for the system

ẋ = f(x) + g(x)u.

The set ofu andV satisfying the condition

∂V

∂x
[f(x) + g(x)u(x)] < 0

is not convex. In fact, for some systems the set ofu andV
satisfying the inequality is not even connected [14].

Given the difficulties with Lyapunov based controller syn-
thesis, it is most striking to find that the new convergence cri-
terion presented in [15] based on the so-called density function
ρ (cf. Section II) has much better convexity properties. Indeed,
the set of(ρ, uρ) satisfying

∇ · [ρ(f + gu)] > 0 (1)
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is convex. In this paper, we will exploit this fact in the com-
putation of stabilizing controllers. For the case of systems with
polynomial or rational vector fields, the search for a candidate
pair (ρ, uρ) verifying the inequality (1) can be done using the
methods introduced in [12]. In particular, a recently available
software SOSTOOLS [13] can be used for this purpose.

II. T HE CONVERGENCE CRITERION

The main result of [15] can be stated as follows:
Theorem 1:Given the systeṁx(t) = f(x(t)), wheref ∈

C1(Rn,Rn) andf(0) = 0, suppose there exists a non-negative
ρ ∈ C1(Rn \ {0},R) such thatρ(x)f(x)/|x| is integrable on
{x ∈ Rn : |x| ≥ 1} and

[∇ · (ρf)](x) > 0 for almost allx (2)

Then, for almost all initial statesx(0) the trajectoryx(t) exists
for t ∈ [0,∞) and tends to zero ast → ∞. Moreover, if the
equilibriumx = 0 is stable, then the conclusion remains valid
even ifρ takes negative values.

The proof is based on the following lemma, which can be
viewed as a version of Liouville’s theorem [1], [10].

Lemma 1:Let f ∈ C1(D,Rn) whereD ⊂ Rn is open and
let ρ ∈ C1(D,R) be integrable. Forx0 ∈ Rn, let φt(x0) be
the solutionx(t) of ẋ = f(x), x(0) = x0. For a measurable
subsetZ, assume thatφτ (Z) = {φτ (x) : x ∈ Z} is a subset of
D for all τ between0 andt. Then

∫

φt(Z)

ρ(x)dx−
∫

Z

ρ(z)dz =
∫ t

0

∫

φτ (Z)

[∇ · (ρf)] (x)dxdτ

Proof of Theorem 1, second statement.Here it is assumed that
x = 0 is a stable equilibrium, whileρ may take negative values.
The proof for the other case can be found in [15].

Rather than exploiting thatf ∈ C1(Rn,Rn), we will ac-
tually prove the result under the weaker condition thatf ∈
C1(Rn \ {0},Rn) and f(x) is locally Lipschitz continuous
atx = 0. Given anyx0 ∈ Rn, let φt(x0) for t ≥ 0 be the solu-
tion x(t) of ẋ(t) = f(x(t)), x(0) = x0. Assume first thatρ is
integrable on{x ∈ Rn : |x| ≥ 1} and|f(x)|/|x| is bounded.
Thenφt is well defined for allt. Givenr > 0, define

Z = ∩∞l=1 {x0 : |φt(x0)| > r for somet > l} (3)

Notice that Z contains all trajectories with
lim supt→∞ |x(t)| > r. The setZ, being the intersec-
tion of a countable number of open sets, is measurable.
Moreover,φt(Z) =

{
φt(x)

∣∣ x ∈ Z
}

is equal toZ for everyt.
By stability of the equilibriumx = 0, there is a positive lower
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boundε on the norm of the elements inZ, so Lemma 1 with
D = {x : |x| > ε} gives

0 =
∫

φt(Z)

ρ(x)dx−
∫

Z

ρ(z)dz

=
∫ t

0

∫

φτ (Z)

[∇ · (ρf)] (x)dxdτ (4)

By the assumption (2), this implies thatZ has measure
zero. Consequently,lim supt→∞ |x(t)| ≤ r for almost all
trajectories. Asr was chosen arbitrarily, this proves that
limt→∞ |x(t)| = 0 for almost all trajectories.

When |f(x)|/|x| is unbounded, there may not exist any
nonzerot such thatφt(z) is well defined for allz. We then
introduce

ρ0(x) =
[

e−|x|

1 + |ρ(x)|2 +
|f(x)|2
|x|2

]1/2

ρ(x)

f0(x) =
f(x)ρ(x)

ρ0(x)

Then|f0(x)|/|x| is bounded andρ0 is integrable on{x ∈ Rn :
|x| ≥ 1}, so the argument above can be applied tof0 together
with ρ0 to prove thatlimτ→∞ |y(τ)| = 0 for almost all trajec-
tories of the systemdy/dτ = f0(y(τ)). However, modulo a
transformation of the time axis

t =
∫ τ

0

ρ(y(s))
ρ0(y(s))

ds

the trajectories are identical:x(t) = y(τ). This, together with
local Lipschitz continuity off(x) atx = 0, also shows thatx(t)
exists fort ∈ [0,∞) and tends to zero ast → ∞ provided that
limτ→∞ |y(τ)| = 0. Hence the proof of the second statement
in Theorem 1 is complete.

III. A COMPUTATIONAL APPROACH

In order to understand the possibilities and limitations of
computational approaches to nonlinear stability, an issue that
has to be addressed is how to deal numerically with functional
inequalities such as the standard Lyapunov one, or the diver-
gence inequality (1).

Even in the restricted case of polynomial functions, it is well-
known that the problem of checking global nonnegativity of
a polynomial of quartic (or higher) degree is computationally
hard. For this reason, we need tractable sufficient conditions
that guarantee nonnegativity, and that are not overly conserva-
tive. A particularly interesting sufficient condition is given by
the existence of a sum of squares decomposition: can the poly-
nomialP (x) be written asP (x) =

∑
i p2

i (x), for some poly-
nomialspi(x)? Obviously, if this is the case, thenP (x) takes
only nonnegative values. Notice that in the case of quadratic
forms, for instance, the two conditions (nonnegativity and sum
of squares) are equivalent.

In this respect, it is interesting to notice that many methods
used in control theory for constructing Lyapunov functions (for
example, backstepping) use either implicitly of explicitly a sum
of squares approach.

As shown in [12], the problem of checking if a given polyno-
mial can be written as a sum of squares can be solved via con-
vex optimization, in particular semidefinite programming. We
refer the reader to that work for a discussion of the specific al-
gorithms. For our purposes, however, it will be enough to know
that while the standard semidefinite programming machinery
can be interpreted as searching for a positive semidefinite el-
ement over an affine family of quadratic forms, the new tools
provide a way offinding a sum of squares, over an affine fam-
ily of polynomials. For instance, these tools can be used in the
computation of Lyapunov functions for proving that a nonlinear
system is stable [12], [11].

To apply these tools to the stabilization problem addressed in
this paper, consider the following parameterized representation
for ρ anduρ:

ρ(x) =
a(x)
b(x)α

, u(x)ρ(x) =
c(x)
b(x)α

,

wherea(x), b(x), c(x) are polynomials,b(x) is positive, andα
is chosen large enough so as to satisfy the integrability condi-
tion in Theorem 1. Note that by choosing this particular repre-
sentation, we presuppose that we will be searching forρ andu
that are rationals. In this case, condition (1) can be written as:

∇ · [ρ(f + gu)] = ∇ · [ 1
bα

(fa + gc)]

=
1

bα+1
[b∇ · (fa + gc)− α∇b · (af + gc)].

Sinceb is positive, we only need to satisfy the inequality:

b∇ · (fa + gc)− α∇b · (af + gc) > 0. (5)

For fixed b, α, the inequality is linear ina, c. If instead of
checking positivity, we check that the left-hand side is asum
of squares, the problem can be solved using semidefinite pro-
gramming.

Some numerical examples will be presented in the next sec-
tions to illustrate how the controller synthesis can be performed.
The sum of squares conditions corresponding to these problems
are solved using SOSTOOLS [13].

IV. SOME EXAMPLES

A. Example 1

A simple numerical example is the following:

ẋ1 = x2 − x3
1 + x2

1

ẋ2 = u

The functionb(x) is chosen based on the linearization of the
system. We pickedb(x) := 3x2

1 +2x1x2 +2x2
2, which is a con-

trol Lyapunov function (CLF) for the linearized system, and
therefore,b(x)−α (for someα) will be a good choice for aρ
function near the origin. Since we will be using a cubic poly-
nomial forc(x), anda(x) is taken to be a constant, we choose
α = 4 to satisfy the integrability condition.

In this case, after solving the sum of squares inequality (5),
we obtain an explicit expression for the controller, as a third or-
der polynomial inx1 andx2. The optimization criterion chosen
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Fig. 1. Phase plot of the closed-loop system in Example 1. Solid curves are
trajectories of the system.

is the`1 norm of the coefficients. This way, we approximately
try to minimize the number of nonzero terms [5]. The expres-
sion for the final controller is:

u(x1, x2) = −1.22x1 − 0.57x2 − 0.129x3
2.

A phase plot of the closed-loop system is presented in Figure 1.
This example has been chosen for its relative simplicity: in

this particular case, it is possible to solve it directly using other
methodologies. For instance, it can be noted that in this partic-
ular caseb(x) is actually a CLF for the full nonlinear system,
and from that we can obtain a controller, e.g. using Sontag’s
formula. There is no requirement in the present framework that
requiresb(x) to be a CLF, as we will see in the following sub-
sections. The main difference would be in terms of the com-
putational difficulty of approximating the controller when the
choice of the denominatorb(x) is not optimal.

B. Example 2

Consider the following homogeneous system, whose lin-
earization is not stabilizable:

ẋ1 = 2x3
1 + x2

1x2 − 6x1x
2
2 + 5x3

2

ẋ2 = u.

Since a CLF cannot be found for the linearized system, we will
simply use a “generic” functionb(x)α = (x2

1 + x2
2)

α as the
denominator of our density function. Notice in particular that
this function (as well as other generic denominators such as
xn

1 + xn
2 and(xn

1 + xn
2 )α, wheren is an even positive integer)

is not a CLF for the system.
For a controller that is a polynomial of degree3 (the same

degree as the drift vector field) andρ(x) = a(x)
b(x)α , the inte-

grability condition is fulfilled if the degree ofa(x) satisfies
deg(a(x)) ≤ 2α − 5. We chooseα = 2.5 and use a constant
a(x). For the chosenα andb(x), the positivity of∇ · (f + gu)
is established bya(x) = 1 and

c(x) =− 3.6345x3
1 + 4.4439x2

1x2 − 7.5113x1x
2
2 − 3.5452x3

2.
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Fig. 2. Phase portrait of the closed-loop system in Example 2. Solid curves
are trajectories of the system.

The phase portrait of the closed-loop system with controller
u(x) = c(x) is shown in Figure 2. The origin is globally
asymptotically stable, as can also be proven using a polynomial
Lyapunov function of degree 6.

C. Example 3

For the third example, we consider the system

ẋ1 = −6x1x
2
2 − x2

1x2 + 2x3
2,

ẋ2 = x2u.

It is straightforward to see that the equilibrium at the origin can-
not be made asymptotically stable, because everyx = (x1, x2)
with x2 = 0 will necessarily be an equilibrium of the closed-
loop system. Nevertheless, it is possible to design a controller
which makes almost all trajectories converge to the origin.

Lyapunov design using non-strict Lyapunov function (i.e.,
a Lyapunov function whose time derivative is only negative
semidefinite) combined with LaSalle’s invariance principle will
only prove that the trajectories of the closed-loop system con-
verge toD = {x | x2 = 0}. Therefore we will instead resort
to the method described in this paper to design a controller that
makes the origin almost globally attractive (i.e., almost all tra-
jectories converge to the origin). Choosingb(x) = x2

1 +x2
2 and

α = 3, we find that the positivity ofb∇·(fa+gc)−α∇b·(fa+
gc) is fulfilled for a(x) = 1 andc(x) = 2.229x2

1 − 4.8553x2
2.

Since the integrability condition is also satisfied, we conclude
that the controlleru(x) = c(x)

a(x) = 2.229x2
1 − 4.8553x2

2 renders
the origin almost globally attractive. The phase portrait of the
closed loop system is shown in Figure 3.

V. A PPLICATION: ATTITUDE CONTROL OF A RIGID BODY

We will now look at the attitude control of a rigid body using
three inputs as a physically motivated example. The complete
attitude dynamics of a rigid body can e.g. be described using
the following state equations [16]:

ω̇ = J−1S(ω)Jω + J−1u,

ψ̇ = H(ψ)ω,
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Fig. 3. Phase portrait of the closed-loop system in Example 3. Solid curves
are trajectories; dashed line is the set of equilibria.

with ω ∈ R3 the angular velocity vector in a body-fixed frame,
ψ ∈ R3 the Rodrigues parameter vector, andu ∈ R3 the con-
trol torque. The matrixJ is the positive definite inertia matrix,
while S(ω) andH(ψ) are given by

S(ω) =




0 ω3 −ω2

−ω3 0 ω1

ω2 −ω1 0


 ,

H(ψ) =
1
2
(I − S(ψ) + ψψT ).

We will apply the method described in the previous sections to
numerically construct a stabilizing controller for this system.
Synthesis of stabilizing controller for this system can also be
performed e.g. using backstepping [8]. In our construction, the
matrixJ = diag(4, 2, 1) will be chosen as the inertia matrix.

First, a density function of the following type is used:

ρ(ω, ψ) =
a(ω, ψ)

(‖ω‖2 + ‖ψ‖2)α
, (6)

wherea(ω, ψ) is obtained from convex optimization. Using this
density function andα = 6, it is possible to obtain a controller
of the form:

ui(ω, ψ) =
ci(ω, ψ)
a(ω, ψ)

, i = 1, 2, 3,

with a(ω, ψ) being positive definite. In fact, the function
a(ω, ψ) is a homogeneous polynomial of degree 2, whereas
the ci(ω, ψ)’s are polynomials of degree 5. Since the lowest
degree of the monomials inci(ω, ψ) is equal to 3, we have
lim(ω,ψ)→0 ui(ω, ψ) = 0, and thus we may setui(0, 0) = 0
to obtain a continuous controller as well as to make the origin
an equilibrium of the closed loop system.

Controllers with simpler expressions can be obtained by
choosing a CLF of the linearized system, such as

b(ω, ψ) = ‖ω + ψ‖2 + ‖ψ‖2, (7)

or
b(ω, ψ) = ‖ω + ψ‖2 + ‖ω‖2 (8)
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Fig. 4. Trajectory of the controlled rigid body.

for the denominator of the density function. Using (8) as the de-
nominator andα again equal to 6, the controller obtained from
convex optimization is given in (9).

A trajectory of the closed-loop system starting at(ω, ψ) =
(−2, 1, 0,−1, 2,−3) is shown in Figure 4.

VI. CONCLUDING REMARKS

A new computational approach to nonlinear control synthesis
has been introduced. The basis is a recent convergence criterion
introduced by the third author. The criterion is closely related to
earlier work on optimal control [18], [17] and makes it possible
to state the synthesis problem in terms of convex optimization.
Polynomials are used for parameterization and positivity is ver-
ified and certified using the ideas in [12] and the software [13].

In general, a controller designed using the proposed approach
is only guaranteed (by Theorem 1) to make almost all trajecto-
ries of the closed-loop system tend to the origin. In many cases,
however, such a controller will actually be globally asymptoti-
cally stabilizing. If necessary, global asymptotic stability of the
closed-loop system can be verified by constructing a Lyapunov
function, for which a similar computational approach can be
utilized [12], [11].
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MA, 1983.

[4] W. Hahn. Theory and Applications of Lyapunov’s Direct Method.
Prentice-Hall Inc., Englewood Cliffs, N.J., 1963.

[5] A. Hassibi, J. P. How, and S. Boyd. Low-authority controller design via
convex optimization.AIAA Journal of Guidance, Control, and Dynamics,
22(6):862–872, 1999.

[6] A. Isidori. Nonlinear Control Systems. Springer-Verlag, Berlin, third
edition, 1995.

[7] M. Krstic, I. Kanellakopoulos, and P. Kokotovic.Nonlinear and Adaptive
Control Design. John Wiley & Sons, New York, 1995.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 5

u1(ω, ψ) = −.49ψ3
1 − .86ω3

1 − 1.2ω1ψ
2
1 − 1.5ω1ψ

2
2 − 1.1ω1ψ

2
3 + .37ω2

1ψ1 − 2.6ω1 − .77ψ1 + .035ω2ψ1ψ2

u2(ω, ψ) = −.28ψ3
2 − .29ω3

2 − .27ω2ψ
2
1 + .17ω2

2ψ2 − .37ψ2
1ψ2 − .69ω2ψ

2
2 − 1.1ω2ψ

2
3 − .45ψ2ψ

2
3 − 1.1ω2

1ω2

−.44ω1ψ1ψ2 − .46ψ2 − 1.1ω2 + .24ω1ω2ψ1,

u3(ω, ψ) = −.14ψ3
3 − .18ω3

3 − .44ω2
1ω3 − .34ω2

2ω3 − .55ω3ψ
2
2 + .11ω2

1ψ3 + .052ω2
3ψ3 − .18ψ2

1ψ3 − .039ψ2
2ψ3

−.2ω2
2ψ3 − .38ω3ψ

2
3 + .4ω2ω3ψ2 + .37ω1ω3ψ1 + .43ω2ψ2ψ3 − .69ω3 − .35ψ3. (9)

[8] M. Krstic and P. Tsiotras. Inverse optimal stabilization of a rigid space-
craft. IEEE Transactions on Automatic Control, 44(5):1042–1049, 1999.

[9] Y. S. Ledyaev and E. D. Sontag. A Lyapunov characterization of robust
stabilization.Nonlinear Analysis, 37:813–840, 1999.

[10] R. Mane.Ergodic Theory and Differentiable Dynamics. Springer-Verlag,
Berlin, english edition, 1987.

[11] A. Papachristodoulou and S. Prajna. On the construction of Lyapunov
functions using the sum of squares decomposition. InProceedings of the
41st IEEE Conf. on Decision and Control, 2002.

[12] P. A. Parrilo. Structured Semidefinite Programs and Semialgebraic Ge-
ometry Methods in Robustness and Optimization. PhD thesis, California
Institute of Technology, Pasadena, CA, 2000.

[13] S. Prajna, A. Papachristodoulou, and P. A. Parrilo. Introducing
SOSTOOLS: A general purpose sum of squares programming solver.
In Proceedings of the 41st IEEE Conf. on Decision and Control,
2002. Software available at http://www.cds.caltech.edu/sostools and
http://www.aut.ee.ethz.ch/˜parrilo/sostools.

[14] C. Prieur and L. Praly. Uniting local and global controllers. InProceed-
ings of the 38th IEEE Conf. on Decision and Control, pages 1214–1219,
1999.

[15] A. Rantzer. A dual to Lyapunov’s stability theorem.Systems and Control
Letters, 42(3):161–168, 2001.

[16] M. D. Shuster. A survey of attitude representations.Journal of the Astro-
nautical Sciences, 41(4):439–517, 1993.

[17] R. Vinter. Convex duality and nonlinear optimal control.SIAM J. Control
and Optimization, 31(2):518–538, 1993.

[18] L. C. Young.Lectures on the Calculus of Variations and Optimal Control
Theory. W. B. Saunders Co., Philadelphia, 1969.


