Fractional modeling of viscoelasticity in 3D cerebral arteries and aneurysms
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A B S T R A C T

We develop efficient numerical methods for fractional order PDEs, and employ them to investigate viscoelastic constitutive laws for arterial wall mechanics. Recent simulations using one-dimensional models [1] have indicated that fractional order models may offer a more powerful alternative for modeling the arterial wall response, exhibiting reduced sensitivity to parametric uncertainties compared with the integer-calculus-based models. Here, we study three-dimensional (3D) fractional PDEs that naturally model the continuous relaxation properties of soft tissue, and for the first time employ them to simulate flow structure interactions for patient-specific brain aneurysms. To deal with the high memory requirements and in order to accelerate the numerical evaluation of hereditary integrals, we employ a fast convolution method [2] that reduces the memory cost to $O(\log(N))$ and the computational complexity to $O(N\log(N))$. Furthermore, we combine the fast convolution with high-order backward differentiation to achieve third-order time integration accuracy. We confirm that in 3D viscoelastic simulations, the integer order models strongly depends on the relaxation parameters, while the fractional order models are less sensitive. As an application to long-time simulations in complex geometries, we also apply the method to modeling fluid–structure interaction of a 3D patient-specific compliant cerebral artery with an aneurysm. Taken together, our findings demonstrate that fractional calculus can be employed effectively in modeling complex behavior of materials in realistic 3D time-dependent problems if properly designed efficient algorithms are employed to overcome the extra memory requirements and computational complexity associated with the non-local character of fractional derivatives.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

The arterial wall is a heterogeneous soft tissue with complex biomechanical properties, which may vary over space and the temporal states of deformation. Typically, integer-order differential equations are used to model the stress-strain relations for arterial walls [3–5]. A family of integer-order models can be derived using Fung’s theory of quasilinear viscoelasticity [3], and one of its simplest examples is the Kelvin–Zener (Standard Linear Solid or SLS) model [6]. The SLS model accounts for creep, hysteresis and stress relaxation phenomena, and it can be described as a parallel combination of

* Corresponding author.
E-mail addresses: yuy214@lehigh.edu (Y. Yu), parisp@mit.edu (P. Perdikaris), gk@dam.brown.edu (G.E. Karniadakis).

http://dx.doi.org/10.1016/j.jcp.2016.06.038
0021-9991/ © 2016 Elsevier Inc. All rights reserved.
a spring with a spring and a dashpot in series. In the one-dimensional (1D) SLS model, the axial stress \( \sigma(t) \) is related to strain \( \epsilon(t) \) as:

\[
\sigma(t) + \tau_{\sigma} \frac{d\sigma(t)}{dt} = E \left( \epsilon(t) + \tau_{\epsilon} \frac{d\epsilon(t)}{dt} \right). \tag{1.1}
\]

where \( E \) is the Young modulus of the wall, and \( \tau_{\sigma}, \tau_{\epsilon} \) are the relaxation parameters. Here we note that when \( \tau_{\sigma} = \tau_{\epsilon} \), the purely elastic model is retrieved. In [4,5], healthy central systemic arteries in the human were simulated with 1D integer-order viscoelastic models, and compared with measured data. However, although the integer-order model can capture the time-dependent response of the arterial wall, in [7] it was reported that this model’s viscoelastic response is very sensitive to the relaxation parameters. In arterial simulations, these relaxation parameters vary significantly among patients and anatomic locations, which makes the estimation of these parameters a challenging task and hinders the use of the integer order model. Therefore, in [7–10] fractional time derivatives [11–13] are introduced to describe the layered structure of arterial walls and capture the continuous relaxation spectrum of soft tissue. In this new model, the arteries’ non-local behavior in time is highlighted, i.e., the current behavior of the arterial wall has a strong dependence on its deformation history. To be specific, in the 1D case the integer-order SLS model (1.1) has been generalized by employing the so-called spring-pot element, which interpolates between the purely viscous and elastic behaviors, and can be interpreted as a parallel combination of a spring with a spring in series with a spring-pot. The constitutive law becomes

\[
\sigma(t) + \tau_{\sigma}^{\alpha} \frac{d^\alpha \sigma(t)}{dt^\alpha} = E \left( \epsilon(t) + \tau_{\epsilon}^{\alpha} \frac{d^\alpha \epsilon(t)}{dt^\alpha} \right). \tag{1.2}
\]

Here we use the Riemann–Liouville definition for the fractional derivative \( \frac{d^\alpha f(t)}{dt^\alpha} \) of order \( \alpha \) (0 \leq \alpha < 1)

\[
_{a}^{R\ell} D_{t}^{\alpha} f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_{a}^{t} (t-\nu)^{-\alpha} f(\nu)d\nu, \tag{1.3}
\]

which is a non-local operator that depends on the history of function \( f(t) \). The \( \Gamma^- \) function is defined as \( \Gamma(r) = \int_{0}^{\infty} e^{-t} t^{r-1} dt \). To investigate the interaction of this 1D model with blood flow, one-dimensional FSI arterial models were studied numerically in [1], and the simulation results indicated that the fractional order models are less sensitive to the material parameters employed compared with the integer-order-based models.

The 1D model is relatively simple but it fails to provide shear stress distributions, which strongly depend on the viscoelastic properties of the arterial wall. More importantly, it cannot represent the patient-specific geometries which are clinically important in the diagnosis and treatment of several vascular diseases [14]. Therefore, 3D studies are required. To this end, 3D fluid–structure interaction simulations have served as an effective tool in studying hemodynamics [15–24]. However, to the authors’ best knowledge, no work has been done on the 3D study of fractional-order models for arterial walls.

To numerically discretize the fractional derivatives, the Grünwald–Letnikov formula [12] has been widely employed. However, upon integration to \( N \) time steps, these algorithms consume at least \( O(N^2) \) operations and \( O(N) \) memory due to the history effect of fractional derivatives, which hinders the application of these methods in large-scale 3D numerical simulations. To approximate the time-fractional derivatives and hence to obtain the solution of fractional-order PDEs, various algorithms have been proposed in the last 15 years. In [25,26], the decaying of the convolution kernel was exploited and the use of nested meshes was proposed, which requires \( O(\log(N)) \) memory. Alternatively, instead of truncating the convolution kernel, in [27] the time-fractional derivative is discretized by means of a fractional backward differentiation formula which truncates the Taylor expansion. Exploiting the Laplace transform for the convolution kernel in [28], an algorithm was proposed based on the quadrature rule. This algorithm requires \( O(m) \) storage where \( m \) is the number of quadrature points. A similar approach was considered in the fast convolution method [29], where the authors considered a contour integral representation of the convolution kernel, with the resulted algorithm requiring \( O(\log(N)) \) memory. To achieve a higher-order accuracy, the fast methods was further extended into the Runge–Kutta method, by calculating multiple increments at each time step [30–32].

In this paper, we introduce fractional-order viscoelasticity in complicated arterial geometries, such as patient-specific aneurysms, and for the first time apply it to 3D fluid–structure interactions simulations. To overcome the excessive memory and computational requirements, we develop and implement efficient and accurate numerical schemes for solving fractional-order PDEs by combining the spectral element method [33–35] for spatial discretization with the multi-patch fast convolution method of [2,29] for the time-fractional derivatives. The fast convolution method of [2,29] achieves at most second-order accuracy in time regardless of the time integration algorithm being used, because of the linear interpolation employed. In [31] the convolution integration was approximated by the Runge–Kutta method hence achieving higher-order convergence rates. Here, we make use of the derivative estimations calculated in the high-order BDF methods, and propose a multi-step fast convolution method by constructing high-order interpolation. This method does not degrade the time convergence rate while estimating the convolution integrations, but instead achieves high-order accuracy.
The paper is organized as follows. In section 2 we first describe the governing fractional-order differential equations (section 2.1) and two discretization methods for the fractional-order derivative in section 2.2. In section 2.2.2, we derive a new fast convolution method and demonstrate its numerical performance in two numerical examples in sections 3.1–3.2 highlighting the convergence rate in time and its computational efficiency. In section 3.3 we apply the fractional-order arterial wall model in fluid–structure interaction simulations for a straight idealized arterial geometry, and investigate the sensitivities of the wall model on its relaxation parameters as well as on the fractional order. In 3.4 we employ a fractional-order model to study the long-term deformation of a patient-specific cerebral aneurysm sac. Finally, we summarize in section 4 the main findings of this study.

2. Mathematical formulation

In this section, we consider the solid problem in Lagrangian coordinates $X$, and derive the formulation for the displacement field $\eta(X, t)$ in a three-dimensional object occupying the domain $\Omega_i \subset \mathbb{R}^3$ with boundary $\partial \Omega_i = \partial \Omega_{iD} \cup \partial \Omega_{iN}$. Here Dirichlet boundary conditions are prescribed on $\partial \Omega_{iD}$, Neumann type boundary conditions (traction) on $\partial \Omega_{iN}$, and $\Omega_i$ stands for the initial configuration of the object.

2.1. Fractional-order model

The 1D fractional-order model described in (1.2) can be generalized into the 3D case:

$$S(t) + \tau_\alpha \frac{\partial \alpha^- S(t)}{\partial t^\alpha} = S_0(t) + \tau_\epsilon \frac{\partial \epsilon^- S_0(t)}{\partial t},$$ \tag{2.1}

where $S$ is the second Piola–Kirchhoff stress tensor, $\alpha$ is the fractional order, and $\tau_\alpha$, $\tau_\epsilon$ are the relaxation parameters. Here we focus on the linear elastic model with infinitesimal deformations for simplicity, and the same methodology can also be applied on nonlinear materials if we take $S_0$ as the stress tensor for hyperelastic materials and employ a Newton–Raphson procedure at each time step (more details can be found in [35]). The stress tensor $S_0$ is then given by

$$S_0(t) = \lambda \text{tr}(E(t)) I + 2\mu E(t),$$

where $E(t) = \frac{1}{2} \left( \left( \frac{\partial \mathbf{X}}{\partial \mathbf{x}} \right)^T + \left( \frac{\partial \mathbf{X}}{\partial \mathbf{x}} \right) \right)$ is the strain tensor, and $\mu, \lambda$ are the shear and Lame modulus, respectively. The fractional-order model (2.1) now becomes

$$S(t) + \tau_\alpha \frac{\partial \alpha^- S(t)}{\partial t^\alpha} = \lambda \left( \text{tr}\left( E(t) + \tau_\epsilon \frac{\partial \epsilon^- E(t)}{\partial t} \right) \right) I + 2\mu \left( E(t) + \tau_\epsilon \frac{\partial \epsilon^- E(t)}{\partial t} \right).$$ \tag{2.2}

Here we assume that both the stress tensor $S(t)$ and the strain tensor $E(t)$ are continuously differentiable, and the object is at a static equilibrium when $t \leq 0$, i.e., $S(t)$ and $E(t)$ vanish before $t = 0$. Then we can set the lower limit of the fractional derivative (1.3) to be $a = 0$. Consequently, as $\alpha$ approaches 1, the model (2.1) converges to the integer-order SLS model

$$S(t) + \tau_\alpha \frac{\partial S(t)}{\partial t} = S_0(t) + \tau_\epsilon \frac{\partial S_0(t)}{\partial t}.$$

Next we derive a formulation for computing the displacement field $\eta(X)$. The equation describing the deformation can be expressed as follows:

$$\frac{\partial^2 \eta}{\partial t^2} - \text{div}(S) = \rho_f f, \text{ in } \Omega_i,$$ \tag{2.3}

with the external traction load $S_\eta = T$ applied at $\partial \Omega_{iN}$ and the static initial deformation $\eta(X, t=0) = 0$ in $\Omega_i$. In the above equations, $\mathbf{n}_i$, $\mathbf{f}$ and $\rho_f$ are the normal vector pointing outward from the structure domain, the body load on the structure, and the structure density, respectively. With test functions $\mathbf{v}$, the deformation of this object is governed by the following weak formulation:

$$\int_{\Omega_i} \rho_f \frac{\partial^2 \eta}{\partial t^2} \mathbf{v} d\Omega_s + \int_{\partial \Omega_{iN}} S \cdot \mathbf{v} d\Omega_s - \int_{\partial \Omega_{iD}} T \cdot \mathbf{v} d\Omega_s - \int_{\partial \Omega_{iD}} \mathbf{f} \cdot \mathbf{v} d\Omega_s = 0, \forall \mathbf{v} \in U_0,$$ \tag{2.4}

where the displacement field $\eta(X, t) \in U(t) = \{\mathbf{w}(X, t) \in [H^1(\Omega_s)]^3 | \mathbf{w}(X, t) = \eta_{\eta}(X, t) \text{ on } \partial \Omega_{iD}, \text{ and } U_0 = \{\mathbf{w}(X) \in [H^1(\Omega_s)]^3 | \mathbf{w}(X) = \mathbf{0} \text{ on } \partial \Omega_{iD} \}.$

With the above weak formulation, the structure problem is then solved by employing a continuous Galerkin formulation with Jacobi polynomials as trial and test functions. All models are implemented in our parallel spectral element method code, StressNektar Plus [34,35], which can deal with different types of 3D elements in space, including hexahedrons, prisms, tetrahedrons and pyramids. To be specific, we employ the high-order hierarchical shape functions as defined in [35] to discretize in space. On each element we expand the displacement $\eta = (\eta_1, \eta_2, \eta_3)$ and the test function $\mathbf{v} = (v_1, v_2, v_3)$:
\[ \eta_i(X) = \sum_{p=1}^{N_e} \hat{\eta}_{ip} \phi_p(X), \quad v_i(X) = \sum_{p=1}^{N_e} \check{\eta}_{ip} \phi_p(X), \quad i = 1, 2, 3, \]  
(2.5)

where \( N_e \) is the total number of shape functions for displacement on this element, \( \phi_p(X) \) are the shape functions, and \( \hat{\eta}_{ip}, \check{\eta}_{ip} \) are the expansion coefficients. We then have the local vector of unknown expansion coefficients for displacement on each element

\[ [(U_1)^T, \ldots, (U_p)^T, (U_{p+1})^T, \ldots, (U_{N_e})^T]^T, \]

where \( U_p = [\hat{\eta}_{1p}, \hat{\eta}_{2p}, \hat{\eta}_{3p}] \)
(2.6)

with length \( 3N_e \). Here the coefficient vector is organized in a such a way that the three displacement components corresponding to a particular mode are adjacent, so as to have smaller bandwidth for the coefficient matrix [34]. Since the interior modes are coupled with the boundary modes of the same element only, while assembling the local vector (2.6) into the global vector \( U \), we arrange the modes following the “vertex-edge-face-interior” sequence as in [33]. With expression (2.5), one can then also obtain the global vector of the external forces \( F \), the mass matrix \( M \), and the stiffness matrix \( K \) for stress tensor \( S_0 \). On each element \( \Omega_e \), the local vector of the external forces is a vector of length \( 3N_e \), with components

\[ \hat{F}_p = \int_{\partial \Omega_e \cap \Omega} (T_e) \phi_p d\Gamma_e + \int_{\Omega} (f_e) \phi_p d\Omega_e, \quad i = 1, 2, 3, \]
(2.7)

where \((T_e)\) and \((f_e)\) are the components of the external traction and body forces applied on this element, respectively. Based on (2.7), the global vector of the external forces \( F \) is then organized in the same ordering of indices as \( U \). Correspondingly, on each element we have a \( 3N_e \times 3N_e \) local mass matrix, which is organized as a matrix of \( N_e \times N_e \) blocks, with each block being a \( 3 \times 3 \) submatrix:

\[
\begin{bmatrix}
(M_e)_{11} & \cdots & (M_e)_{1N_e} \\
\vdots & \ddots & \vdots \\
(M_e)_{N_e1} & \cdots & (M_e)_{N_eN_e}
\end{bmatrix}, \quad \text{where} \quad (M_e)_{pq} = \left( \int_{\Omega_e} \rho \phi_p \phi_q d\Omega_e \right) I.
\]
(2.8)

Here \( I \) is the \( 3 \times 3 \) identity matrix. Similarly, on each element we can organize the \( 3N_e \times 3N_e \) stiffness matrix for the stress tensor \( S_0 \) into \( N_e \times N_e \) blocks, with each \( 3 \times 3 \) submatrix being

\[
\int_{\Omega_e} \begin{bmatrix}
(\lambda + \mu) \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial x} + \beta \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial y} + \mu \frac{\partial \phi_p}{\partial z} \frac{\partial \phi_q}{\partial z} & \lambda \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial y} + \mu \frac{\partial \phi_p}{\partial z} \frac{\partial \phi_q}{\partial z} & \lambda \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial z} + \mu \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial z} \\
\lambda \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial z} + \mu \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial z} & (\lambda + \mu) \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial y} + \beta \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial x} + \mu \frac{\partial \phi_p}{\partial z} \frac{\partial \phi_q}{\partial z} & \lambda \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial z} + \mu \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial z} \\
\lambda \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial z} + \mu \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial z} & \lambda \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial z} + \mu \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial z} & (\lambda + \mu) \frac{\partial \phi_p}{\partial z} \frac{\partial \phi_q}{\partial z} + \beta \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial x} + \mu \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial y}
\end{bmatrix} d\Omega_e,
\]
(2.9)

where \( \beta = \mu \left( \frac{\partial \phi_p}{\partial x} \frac{\partial \phi_q}{\partial y} + \frac{\partial \phi_p}{\partial y} \frac{\partial \phi_q}{\partial x} + \frac{\partial \phi_p}{\partial z} \frac{\partial \phi_q}{\partial z} \right) \). With the local mass matrix (2.8) and the local stiffness matrix (2.9), one can then assemble the global mass matrix \( M \) and the global stiffness matrix \( K \), respectively. For more details, we refer the interested readers to [36].

To discretize the second order time derivative \( \frac{\partial^2 \eta}{\partial t^2} \), two types of methods are implemented in StressNEKTAR: the Newmark scheme and a three-step backward differentiation formula (BDF) [37]. They can be defined by different expressions for the displacement and velocity at the next time step. Let \( n \) denote the index of the time step, in the Newmark scheme, based on the current displacement \( \eta^n \), previous time step displacement \( \eta^{n-1} \), velocity \( \dot{\eta}^{n-1} \) and acceleration \( \ddot{\eta}^{n-1} \), we can approximate the acceleration and velocity at the \( n \)-th step as:

\[
\ddot{\eta}^n = \ddot{\eta}^{n-1} + \Delta t \left( (1 - \theta_1) \eta^{n-1} + \theta_1 \dot{\eta}^{n-1} \right),
\]
(2.10a)

\[
\dot{\eta}^n = \frac{1}{\Delta t^2 \theta_2} \left( \eta^n - 2 \eta^{n-1} + \eta^{n-2} - \frac{\Delta t^2}{2} (1 - 2\theta_2) \dot{\eta}^{n-1} \right),
\]
(2.10b)

where we have used “.\( \cdot \)” to denote the temporal derivatives and \( \Delta t \) is the time step size. Depending on the requirements of accuracy and stability, different values can be set to the parameters \((\theta_1, \theta_2)\). In the following, we use the parameters \((\theta_1, \theta_2) = (0.5, 0.25)\).

In the three-step BDF scheme, the acceleration and velocity approximations are also expressed based on the current information \((\eta^n, \dot{\eta}^n)\) and previous time steps results \((\eta^{n-1}, \dot{\eta}^{n-1})\) as:
Here \( A_1, B_1, C_1 \) and \( D_1 \) \((i = 1, 2)\) are related following the rule
\[
A_1 = \frac{\theta_1}{\Delta t}, \quad B_1 = \frac{2.5 - 3\theta_1}{\Delta t}, \quad C_1 = \frac{3\theta_1 - 4}{\Delta t}, \quad D_1 = \frac{1.5 - \theta_1}{\Delta t},
\]
\[
A_2 = \frac{\theta_2}{\Delta t}, \quad B_2 = \frac{2.5 - 3\theta_2}{\Delta t}, \quad C_2 = \frac{3\theta_2 - 4}{\Delta t}, \quad D_2 = \frac{1.5 - \theta_2}{\Delta t},
\]
and \((\theta_1, \theta_2)\) are also decided based on considerations of stability and dissipation. When taking \((\theta_1, \theta_2) = (0, 0)\), the three-step BDF scheme reaches its highest accuracy, i.e., the third-order convergence in time. In the numerical examples we will also test the case with \((\theta_1, \theta_2) = (5/3, 5/3)\) because of its enhanced stability [37]. This pair of parameters corresponds to a three-step second-order scheme.

2.2. Discretization methods for fractional derivative

2.2.1. Grünwald–Letnikov formula

While considering the temporal discretization for fractional derivative, based on the assumption that \( \mathbf{S}(t) \) and \( \mathbf{E}(t) \) are both continuously differentiable, the Riemann–Liouville fractional derivative (1.3) is equivalent to the Grünwald–Letnikov fractional derivative [12]
\[
\frac{\partial}{\partial t}^\alpha \mathbf{D}^\alpha f(t) = \lim_{\Delta t \to 0^+} \frac{1}{\Delta t^\alpha} \sum_{r=0}^{(t-\alpha)/\Delta t} (-1)^r \binom{\alpha}{r} f(t - r\Delta t).
\]
(2.13)

This fact enables a popular way of discretizing the fractional derivative, i.e., the Grünwald–Letnikov formula which is of first order accuracy in time:
\[
\frac{\partial}{\partial t}^\alpha \mathbf{D}^\alpha f(t) = \lim_{\Delta t \to 0^+} \frac{1}{\Delta t^\alpha} \sum_{r=0}^{(t-\alpha)/\Delta t} \mathbf{G} \mathbf{L}^\alpha_r f(t - r\Delta t)
\]
(2.14)

with
\[
\mathbf{G} \mathbf{L}^\alpha_0 = 1, \quad \mathbf{G} \mathbf{L}^\alpha_r = \frac{r - \alpha - 1}{r} \mathbf{G} \mathbf{L}^\alpha_{r-1}.
\]
(2.15)

Substituting (2.14) into (2.1), at the \( n \)-th time step we obtain that
\[
\mathbf{S}^n + \frac{\tau_\alpha}{\Delta t^\alpha} \left( \sum_{r=0}^{n} \mathbf{G} \mathbf{L}^\alpha_r \mathbf{S}^{n-r} \right) = \mathbf{S}^0 + \frac{\tau_\epsilon}{\Delta t^\alpha} \left( \sum_{r=0}^{n} \mathbf{G} \mathbf{L}^\alpha_r \mathbf{S}^{n-r} \right)
\]
(2.16)

which yields
\[
\mathbf{S}^n = \frac{\Delta t^{-\alpha}}{1 + \tau_\alpha^\alpha \Delta t^{-\alpha}} \sum_{r=1}^{n} \mathbf{G} \mathbf{L}^\alpha_r \left( \tau_\epsilon^\alpha \mathbf{S}^0_r - \tau_\sigma^\alpha \mathbf{S}^{n-r} \right) + \frac{1 + \tau_\alpha^\alpha \Delta t^{-\alpha}}{1 + \tau_\sigma^\alpha \Delta t^{-\alpha}} \mathbf{S}^0
\]
(2.17)

Therefore, the weak formulation (2.4) can be rewritten as
\[
\int_{\Omega} \rho_\Sigma \frac{\partial^2 \mathbf{S}^n}{\partial t^2} \mathbf{v} d\Omega_\Sigma + \frac{1 + \tau_\epsilon^\alpha \Delta t^{-\alpha}}{1 + \tau_\sigma^\alpha \Delta t^{-\alpha}} \int_{\Omega} \mathbf{S}^0 : \nabla \mathbf{v} d\Omega_\Sigma
\]
(2.18)

\[
+ \frac{\Delta t^{-\alpha}}{1 + \tau_\alpha^\alpha \Delta t^{-\alpha}} \sum_{r=1}^{n} \mathbf{G} \mathbf{L}^\alpha_r \left( \tau_\epsilon^\alpha \int_{\Omega} \mathbf{S}^0_r : \nabla \mathbf{v} d\Omega_\Sigma - \tau_\sigma^\alpha \int_{\Omega} \mathbf{S}^{n-r} : \nabla \mathbf{v} d\Omega_\Sigma \right)
\]

\[
= \int_{\partial_{\Omega_N}} \mathbf{t}^n \cdot \mathbf{v} ds + \int_{\Omega} \mathbf{f}^n \cdot \mathbf{v} d\Omega_\Sigma.
\]

One can now approximate the acceleration \( \frac{\partial^2 \mathbf{S}^n}{\partial t^2} \) at the \( n \)-th time step, with either the Newmark scheme (2.10) or the three-step backward differentiation formula (BDF) (2.11). Let \( n \) denote the index of the time step, in the Newmark scheme we obtain the temporal discretized formulation:
\[ \int_{\Omega_2} \rho_s \frac{\eta^n}{\Delta t^2} \mathbf{v} \mathbf{d}\Omega_2 + \frac{1 + \tau_e^\alpha}{1 + \tau_o^\alpha} \Delta t^{-\alpha} \int_{\Omega_2} S_0^\alpha : \nabla \mathbf{v} \mathbf{d}\Omega_2 \]

\[ = \int_{\partial\Omega_{2N}} \mathbf{T}^n \cdot \mathbf{v} \mathbf{d}\Gamma + \int_{\Omega_2} \mathbf{f}^n \cdot \mathbf{v} \mathbf{d}\Omega_2 + \int_{\Omega_2} \rho_s \frac{\eta^n}{\Delta t^2} \left( \eta^{n-1} + \Delta t \eta^{n-1} + \frac{\Delta t^2}{2} (1 - 2\theta_2) \eta^{n-1} - \frac{\Delta t}{2} (1 - 2\theta_2) \eta^{n-2} \right) \mathbf{v} \mathbf{d}\Omega_2 \]

\[ - \frac{\Delta t^{-\alpha}}{1 + \tau_o^\alpha} \sum_{r=1}^n GL_i \left( \tau_e^\alpha \int_{\Omega_2} S_0^{n-r} : \nabla \mathbf{v} \mathbf{d}\Omega_2 - \tau_o^\alpha \int_{\Omega_2} S^{n-r} : \nabla \mathbf{v} \mathbf{d}\Omega_2 \right), \quad i = 1, 2, 3. \]

We then obtain a linear system for the coefficient vector \( \mathbf{U} \):

\[ \left( \frac{1}{\Delta t^2} \mathbf{M} + \frac{1 + \tau_e^\alpha}{1 + \tau_o^\alpha} \Delta t^{-\alpha} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n + \mathbf{G}^n \]

where the internal load vector \( \mathbf{G}^n \) is also organized in the same ordering of indices as \( \mathbf{U} \), with the element-wise component as

\[ \dot{G}^n_{ip} = \int_{\Omega_e} \rho_s \mathbf{A}_2 \mathbf{A}_2 \eta^n \mathbf{v} \mathbf{d}\Omega_e + \frac{1 + \tau_e^\alpha}{1 + \tau_o^\alpha} \Delta t^{-\alpha} \int_{\Omega_2} S_0^\alpha : \nabla \mathbf{v} \mathbf{d}\Omega_2 \]

\[ = \int_{\partial\Omega_{2N}} \mathbf{T}^n \cdot \mathbf{v} \mathbf{d}\Gamma + \int_{\Omega_2} \mathbf{f}^n \cdot \mathbf{v} \mathbf{d}\Omega_2 \]

\[ - \int_{\Omega_2} \rho_s (\mathbf{A}_2 (\mathbf{B}_1 \eta^{n-1} + \mathbf{C}_1 \eta^{n-2} + \mathbf{D}_1 \eta^{n-3}) + (\mathbf{B}_2 \eta^{n-1} + \mathbf{C}_2 \eta^{n-2} + \mathbf{D}_2 \eta^{n-3})) \mathbf{v} \mathbf{d}\Omega_2 \]

\[ - \frac{\Delta t^{-\alpha}}{1 + \tau_o^\alpha} \sum_{r=1}^n GL_i \left( \tau_e^\alpha \int_{\Omega_2} S_0^{n-r} : \nabla \mathbf{v} \mathbf{d}\Omega_2 - \tau_o^\alpha \int_{\Omega_2} S^{n-r} : \nabla \mathbf{v} \mathbf{d}\Omega_2 \right), \quad i = 1, 2, 3. \]

Similarly, in the three-step BDF scheme we obtain the temporal discretized formulation:

\[ \left( \mathbf{A}_1 \mathbf{A}_2 \mathbf{M} + \frac{1 + \tau_e^\alpha}{1 + \tau_o^\alpha} \Delta t^{-\alpha} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n + \mathbf{G}^n. \]

The internal load vector components are

\[ \dot{G}^n_{ip} = - \int_{\Omega_e} \rho_s (\mathbf{A}_2 (\mathbf{B}_1 \eta_i^{n-1} + \mathbf{C}_1 \eta_i^{n-2} + \mathbf{D}_1 \eta_i^{n-3}) + (\mathbf{B}_2 \eta_i^{n-1} + \mathbf{C}_2 \eta_i^{n-2} + \mathbf{D}_2 \eta_i^{n-3})) \phi_p \mathbf{d}\Omega_e \]

\[ - \frac{\Delta t^{-\alpha}}{1 + \tau_o^\alpha} \sum_{r=1}^n GL_i \left( \tau_e^\alpha \int_{\Omega_2} S_0^{n-r} : \nabla \phi_p \mathbf{d}\Omega_2 - \tau_o^\alpha \int_{\Omega_2} S^{n-r} : \nabla \phi_p \mathbf{d}\Omega_2 \right), \quad i = 1, 2, 3. \]
In each time step, we can then calculate and store the memory load as

\[
\begin{align*}
HIS^n_{ip} &= \frac{\Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \left( \tau^\alpha \int_{t_n}^{t_{n+1}} S_0^a : \nabla \phi_p d\Omega_e - \tau^\alpha \int_{t_n}^{t_{n+1}} S^n_i : \nabla \phi_p d\Omega_e \right) \\
&= \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \left( \int_{t_n}^{t_{n+1}} S_0^a : \nabla \phi_p d\Omega_e \right) - \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \left( \int_{t_n}^{t_{n+1}} S^n_i : \nabla \phi_p d\Omega_e \right) \\
&= \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \left( \int_{t_n}^{t_{n+1}} S_0^a : \nabla \phi_p d\Omega_e \right) - \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \left( \int_{t_n}^{t_{n+1}} S^n_i : \nabla \phi_p d\Omega_e \right) \\
&= \left( \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \right) - \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \sum_{i=1}^{n} GL^\alpha_t \left( \int_{t_n}^{t_{n+1}} S_0^a : \nabla \phi_p d\Omega_e \right) \\
&= \left( \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \right) - \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \sum_{i=1}^{n} GL^\alpha_t HIS^n_{ip}, \quad i = 1, 2, 3.
\end{align*}
\]

Assembling the above element-wise components into the global vector, it yields the recursive formulation for \( HIS^n \):

\[
HIS^n = \left( \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \right) - \frac{\tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \sum_{i=1}^{n} GL^\alpha_t HIS^n_{ip}.
\]

Starting from the static equilibrium, we solve the system with Newmark scheme (2.20) for the first two steps and with BDF scheme (2.22) for the rest steps, following the algorithm:

• Set \( \mathbf{U}^0 = 0, \dot{\mathbf{U}}^0 = 0, \ddot{\mathbf{U}}^0 = 0, \mathbf{HIS}^0 = 0 \)

• for the \( n \)-th time step, do
  1. When \( n \leq 2 \), solve for \( \mathbf{U}^n \) with the Newmark scheme

\[
\left( \frac{1}{\Delta t^2 \theta_2} \mathbf{M} + \frac{1 + \tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n - \sum_{r=1}^{n} GL^\alpha_t HIS^{n-r} + \mathbf{M} \frac{\Delta t^2 \theta_2}{2} (\mathbf{U}^{n-1} + \Delta t \ddot{\mathbf{U}}^{n-1} + \frac{\Delta t^2}{2} (1 - 2\theta_2) \dot{\mathbf{U}}^{n-1}).
\]

else, solve with the three-step BDF scheme

\[
\left( A_1 A_2 \mathbf{M} + \frac{1 + \tau^\alpha \Delta t^{-\alpha}}{1 + \tau^\alpha \Delta t^{-\alpha}} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n - \sum_{r=1}^{n} GL^\alpha_t HIS^{n-r} - (A_2 (B_1 \mathbf{U}^{n-1} + C_1 \mathbf{U}^{n-2} + D_1 \mathbf{U}^{n-3}) + (B_2 \dot{\mathbf{U}}^{n-1} + C_2 \dot{\mathbf{U}}^{n-2} + D_2 \dot{\mathbf{U}}^{n-3})) \mathbf{M}.
\]

2. Calculate and store the memory load \( HIS^n \) following (2.25).

3. Approximate \( \dot{\mathbf{U}}^n \) and \( \ddot{\mathbf{U}}^n \) following the Newmark scheme (2.10) or the three-step BDF scheme (2.11).

• Go to time step \( n + 1 \).

Because the Grüwald–Letnikov formula (2.14) introduces an \( O(\Delta t) \) error, the above Grüwald–Letnikov algorithm should be of first accuracy in time. Regarding the efficiency, at the \( n \)-th time step, for evaluating and storing the accumulated term in memory load \( HIS^n \) it requires \( O(n) \) operations. With \( N = T/\Delta t \) numbers of total time steps, this Grüwald–Letnikov formula consumes \( O(N^3) \) operations and \( O(N) \) memory in evaluating the accumulated right-hand-side from deformation history.
2.2.2. Fast convolution method

The Grüwald–Letnikov formula is limited by its first-order accuracy and the computational bottleneck of \( O(N^2) \) operations and \( O(N) \) memory in evaluating HIS, especially in long-term time integration as in the FSI problems of interest here. To improve both the accuracy as well as the efficiency, we now convert equation (2.1) to the convolution form. Applying the Laplace transform \( \mathcal{L} \) to (2.1), we have

\[
(1 + \tau_\alpha^\alpha s^\alpha) \mathcal{L}(S)(s) = (1 + \tau_\epsilon^\alpha s^\alpha) \mathcal{L}(S_0)(s),
\]

which yields

\[
\mathcal{L}(S)(s) = \left( \frac{1 + \tau_\epsilon^\alpha s^\alpha}{1 + \tau_\alpha^\alpha s^\alpha} \right) \mathcal{L}(S_0)(s)
= \left( \frac{\tau_\epsilon}{\tau_\alpha} \right)^\alpha + \frac{1}{\tau_\alpha^\alpha} \left( 1 - \left( \frac{\tau_\epsilon}{\tau_\alpha} \right)^\alpha \right) \frac{1}{\tau_\alpha^\alpha + s^\alpha} \mathcal{L}(S_0)(s).
\]

(2.29)

Then taking the inverse Laplace transform, we get the relation between \( S(t) \) and \( S_0(t) \)

\[
S(t) = \left( \frac{\tau_\epsilon}{\tau_\alpha} \right)^\alpha S_0(t) + \frac{1}{\tau_\alpha^\alpha} \left( 1 - \left( \frac{\tau_\epsilon}{\tau_\alpha} \right)^\alpha \right) \int_0^t I(t - r) S_0(r) dr,
\]

(2.30)

where

\[
I(t) := t^{\alpha - 1} E_{\alpha,\alpha} \left( - \left( \frac{t}{\tau_\alpha} \right)^\alpha \right), \quad \mathcal{L}(I)(s) = \frac{1}{\tau_\alpha^\alpha + s^\alpha},
\]

and \( E_{\beta_1,\beta_2}(t) \) is the two parameter Mittag–Leffler function [12], which can be seen as the fractional generalization of the exponential. By substituting the relaxation form of constitutive law (2.30) and discretizing in space, we obtain the discretized form

\[
\mu \dot{u}^n + \frac{\tau_\epsilon}{\tau_\alpha^\alpha} \kappa \dot{u}^n = \frac{1}{\tau_\alpha^\alpha} \left( \left( \frac{\tau_\epsilon}{\tau_\alpha} \right)^\alpha - 1 \right) K \int_0^t I(t^m - r) U(r) dr + F^n.
\]

(2.31)

The Mittag–Leffler function exhibits a much faster decay than the exponential function for small time \( t \). On the other hand, when \( t \to \infty \), this function has a heavy tail and its decay is only algebraic. Therefore, although we may directly calculate the Mittag–Leffler function to compute the convolution integral \( \int_0^t I(t - r) U(r) dr \) in (2.31), such heavy tail behavior would prohibit us from alleviating the computational complexity.

The methods introduced in [2,29] provide an effective alternative to evaluate such convolution integrals. As illustrated in Fig. 1, the idea is to decompose the integral range \( \int_0^t \) with base 2:

\[
\int_0^{n \Delta t} = \int_0^{2^m \Delta t} + \int_0^{2^m(2^m + 2^m) \Delta t} + \ldots + \int_0^{(n-1) \Delta t}
\]

(2.32)
where \( m_1 = [\log_2(n)] \), \( m_2 = [\log_2(n - 2m_1)] \), etc. For example, when \( n = 7 \), the integral \( \int_0^{7\Delta t} l(7\Delta t - r)U(r)dr \) can be divided into 3 parts

\[
\int_0^{7\Delta t} l(7\Delta t - r)U(r)dr = \int_0^{4\Delta t} l(7\Delta t - r)U(r)dr + \int_{4\Delta t}^{6\Delta t} l(7\Delta t - r)U(r)dr + \int_{6\Delta t}^{7\Delta t} l(7\Delta t - r)U(r)dr;
\]

When \( n = 8 \), we have 4 parts

\[
\int_0^{8\Delta t} l(8\Delta t - r)U(r)dr = \int_0^{4\Delta t} l(8\Delta t - r)U(r)dr + \int_{4\Delta t}^{6\Delta t} l(8\Delta t - r)U(r)dr + \int_{6\Delta t}^{7\Delta t} l(8\Delta t - r)U(r)dr + \int_{7\Delta t}^{8\Delta t} l(8\Delta t - r)U(r)dr.
\]

To approximate the \( l \)-th part of the convolution integral, we apply the trapezoidal rule to a parametrization of the contour integral for the inverse Laplace transform:

\[
\int_{\Gamma_1} L(l)(\gamma)e^{iy}dy \approx \sum_{j=-L}^{L} \omega_j^{(l)} L(l)(\gamma_j^{(l)})e^{iy_j^{(l)}},
\]

(2.33)

where the complex contour \( \Gamma_1 \) is chosen to be the Talbot contour \([38,39]\), and \( \omega_j^{(l)} \) and \( \gamma_j^{(l)} \) are the weights and quadrature points on each Talbot contour:

\[
\omega_j^{(l)} = -\frac{j}{4\pi(L + 1)i} \frac{d\sigma_l}{dk}(k_j), \quad \gamma_j^{(l)} = \sigma_l(k_j), \quad k_j = \frac{j\pi}{L + 1}.
\]

The function \( \sigma_l(k) \) is chosen such that the singularities of \( L(l)(s) \) lie in the contour \([29]\). Note that the Talbot contours can vary step by step if an adaptive algorithm \([2]\) is employed. However, in the current method, we generate the quadrature points for all \( O(\log N) \) numbers of Talbot contours before the first time step (pre-processing cost only). While computing the last part of the convolution integral in (2.32), we improve the linear approximation proposed in [29] by making a full use of the velocity \( \tilde{U}^{n-1} \) and acceleration \( \ddot{U}^{n-1} \) information approximated following the Newmark scheme (2.10) or the three-step BDF scheme (2.11):

\[
\int_{(n-1)\Delta t}^{n\Delta t} l(n\Delta t - r)U(r)dr \approx \int_{(n-1)\Delta t}^{n\Delta t} l(n\Delta t - r)dr U^{n-1} + \int_{(n-1)\Delta t}^{n\Delta t} (r - (n - 1)\Delta t) l(n\Delta t - r)dr \dot{U}^{n-1}
\]

\[
+ \int_{(n-1)\Delta t}^{n\Delta t} \frac{(r - (n - 1)\Delta t)^2}{2} l(n\Delta t - r)dr \ddot{U}^{n-1}
\]

(2.34)

which introduces an \( O(\Delta t^4) \) error. Here the integrals can be calculated a priori as the inverse Laplace transforms

\[
H_1 = \int_{(n-1)\Delta t}^{n\Delta t} l(n\Delta t - r)dr = \int_0^{\Delta t} l(r)dr
\]

\[
\approx \sum_{j=-L}^{L} \omega_j^{(0)} L \left( \int_0^{\Delta t} l(r)dr \right) (\gamma_j^{(0)}) e^{iy_j^{(0)}}
\]

\[
= \sum_{j=-L}^{L} \omega_j^{(0)} \frac{1}{\gamma_j^{(0)}} \left( e^{-\tau\pi} + (\gamma_j^{(0)}) e^{iy_j^{(0)}} \right)
\]
\begin{align*}
H_2 &= \int_{\frac{(n-1)\Delta t}{\Delta t}}^{n\Delta t} (r - (n-1)\Delta t) l(n\Delta t - r) dr = \int_{0}^{\Delta t} r l(\Delta t - r) dr \\
&\approx \sum_{j=-L}^{L} \omega_j^{(0)} \left( \int_{0}^{\Delta t} r l(\Delta t - r) dr \right) (\gamma_j^{(0)}) (r_j^{(0)}) e^{r_j^{(0)}} \\
&= \sum_{j=-L}^{L} \omega_j^{(0)} \left( \frac{1}{(\gamma_j^{(0)})^2} \left( \frac{1}{\tau_\sigma} + \left( \frac{1}{\gamma_j^{(0)}} \right)^{\alpha} \right) \right) e^{\gamma_j^{(0)}} \\
H_3 &= \int_{\frac{(n-1)\Delta t}{2}}^{n\Delta t} \frac{(r - (n-1)\Delta t)^2}{2} l(n\Delta t - r) dr = \int_{0}^{\Delta t} \frac{r^2}{2} l(\Delta t - r) dr \\
&\approx \frac{1}{2} \sum_{j=-L}^{L} \omega_j^{(0)} \left( \int_{0}^{\Delta t} \frac{r^2}{2} l(\Delta t - r) dr \right) (\gamma_j^{(0)}) (r_j^{(0)}) e^{r_j^{(0)}} \\
&= \frac{1}{2} \sum_{j=-L}^{L} \omega_j^{(0)} \left( \frac{1}{(\gamma_j^{(0)})^3} \left( \frac{1}{\tau_\sigma} + \left( \frac{1}{\gamma_j^{(0)}} \right)^{\alpha} \right) \right) e^{\gamma_j^{(0)}}
\end{align*}

and the weights as well as the quadrature points correspond to the Talbot contour chosen for \( t = \Delta t \). For the rest of the convolution integrals \( \int_a^b l(n\Delta t - r) U(r) dr \) in (2.32), we can approximate them on the corresponding Talbot contour \( \Gamma_t \)

\begin{align*}
\int_{\frac{b}{a}}^{b} l(n\Delta t - r) U(r) dr &= \int_{a}^{b} \frac{1}{2\pi i} \int_{\Gamma_t} \frac{1}{\tau_\sigma + \gamma} e^{(\gamma - r) \gamma} \gamma U(r) dr \\
&= \frac{1}{2\pi i} \int_{\Gamma_t} \frac{1}{\tau_\sigma + \gamma} e^{(\gamma - b) \gamma} \int_{a}^{b} e^{(\gamma - r) \gamma} U(r) dr d\gamma \\
&\approx \sum_{j=-L}^{L} \omega_j^{(0)} \left( \frac{1}{\tau_\sigma} + \left( \frac{1}{\gamma_j^{(0)}} \right)^{\alpha} \right) e^{(\gamma_j^{(0)} - b) \gamma_j^{(0)}} \int_{a}^{b} e^{(\gamma - r) \gamma} U(r) dr
\end{align*}

where the inner integral \( \int_a^b e^{(\gamma - r) \gamma} U(r) dr \) can be updated recursively by solving

\begin{equation}
\dot{y}[b, a, \gamma_j^{(0)}(r)] = \gamma_j^{(0)}(b, a, \gamma_j^{(0)})(r) + U(r), \quad y(a) = 0.
\end{equation}

In each time step, to integrate for \( y[b, a, \gamma_j^{(0)}(r)] \) we update \( y^n \approx y[b, a, \gamma_j^{(0)}(n\Delta t)] \) recursively after obtaining the approximated displacement \( U^n \), velocity \( \dot{U}^n \) and acceleration \( \ddot{U}^n \):

\begin{align*}
\dot{y}^n &= e^{\gamma_j^{(0)} \Delta t} \dot{y}^{n-1} + \int_{(n-1)\Delta t}^{n\Delta t} e^{\gamma_j^{(0)}(r) \gamma_j^{(0)}} U(r) dr \\
&\approx e^{\gamma_j^{(0)} \Delta t} \dot{y}^{n-1} + \int_{0}^{\Delta t} e^{\gamma_j^{(0)}(\Delta t - r)} \left( U^n - r U^n + \frac{r^2}{2} \ddot{U}^n \right) dr \\
&= e^{\gamma_j^{(0)} \Delta t} \dot{y}^{n-1} + \frac{e^{\gamma_j^{(0)} \Delta t} \dot{y}^{n-1} - 1}{\gamma_j^{(0)}} U^n - \frac{e^{\gamma_j^{(0)} \Delta t} \dot{y}^{n-1} - 1}{\gamma_j^{(0)}} U^n + \frac{e^{\gamma_j^{(0)} \Delta t} (\gamma_j^{(0)} \Delta t)^2 - 2 \gamma_j^{(0)} \Delta t + 2) - 2}{2(\gamma_j^{(0)})^3} \ddot{U}^n.
\end{align*}

Therefore, time derivatives obtained from the Newmark scheme (2.10) or the three-step BDF scheme (2.11), improve the piecewise linear interpolant used in [29] which introduces an \( O(\Delta t^2) \) error. Higher-order interpolation of \( U(r) \) in (2.37) is more effective in long-term computation because it only gives \( O(\Delta t^3) \) error at each time step which yields an \( O(\Delta t^4) \) error accumulatively. This accuracy could be further improved by using higher-order BDF schemes. Since the Talbot contours are fixed, the computational cost in our algorithm for approximating the convolution integrals (2.32) is:
• $O(N \log N)$ multiplications,
• $O(\log N)$ evaluations of the Laplace transform $L(t)(s)$,
• $O(\log N)$ active memory.

where $N$ is the total number of time-history steps.

Combining (2.34) and (2.35), we can rewrite (2.38)

$$
\mathbf{M} \ddot{\mathbf{U}}^n + \frac{\tau_e^\alpha}{\tau_e} \mathbf{K} \mathbf{U}^n = \mathbf{F}^n + \frac{1}{\tau_e^\alpha} \left( \left( \frac{\tau_e}{\tau_e} \right)^\alpha - 1 \right) \mathbf{K} \int_0^t \int \left( l(t^n - r) \mathbf{U}(r) dr \right. \\
= \mathbf{F}^n + \frac{1}{\tau_e^\alpha} \left( \left( \frac{\tau_e}{\tau_e} \right)^\alpha - 1 \right) \mathbf{K} \left( H_1 \mathbf{U}^{n-1} + H_2 \mathbf{U}^{n-1} + H_3 \mathbf{U}^{n-1} \right)
+ \sum_l \left( \left( \sum_{j=-L}^L \omega_j(l) \frac{1}{\tau_e^\alpha + (y_j(l))^{\alpha}} e^{((n-1)\Delta t - b) y_j(l)} y[b, a, y_j(l)]((n-1)\Delta t) \right) \right) \right)
$$

which yields the following fast convolution algorithm:

• Set

$$
\mathbf{U}^0 = 0, \quad \dot{\mathbf{U}}^0 = 0, \quad \ddot{\mathbf{U}}^0 = 0
$$

• for the $n$-th time step, do

  1. When $n \leq 2$, solve for $\mathbf{U}^n$ with the Newmark scheme

$$
\left( \frac{1}{\Delta t^2 \theta_2} \mathbf{M} + \frac{\tau_e^\alpha}{\tau_e} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n + \frac{\mathbf{M}}{\Delta t^2 \theta_2} \left( \mathbf{U}^{n-1} + \Delta t \mathbf{U}^{n-1} + \frac{\Delta t^2}{2} - 2 \theta_2 \right) \ddot{\mathbf{U}}^{n-1} \right)
+ \frac{1}{\tau_e^\alpha} \left( \left( \frac{\tau_e}{\tau_e} \right)^\alpha - 1 \right) \mathbf{K} \left( H_1 \mathbf{U}^{n-1} + H_2 \mathbf{U}^{n-1} + H_3 \mathbf{U}^{n-1} \right)
+ \sum_l \left( \left( \sum_{j=-L}^L \omega_j(l) \frac{1}{\tau_e^\alpha + (y_j(l))^{\alpha}} e^{((n-1)\Delta t - b) y_j(l)} y[b, a, y_j(l)]((n-1)\Delta t) \right) \right)
$$

else, solve with the three-step BDF scheme

$$
\left( A_1 A_2 \mathbf{M} + \frac{\tau_e^\alpha}{\tau_e} \mathbf{K} \right) \mathbf{U}^n = \mathbf{F}^n - \left( A_2 (B_1 \mathbf{U}^{n-1} + C_1 \mathbf{U}^{n-2} + D_1 \mathbf{U}^{n-3}) + (B_2 \mathbf{U}^{n-1} + C_2 \mathbf{U}^{n-2} + D_2 \mathbf{U}^{n-3}) \right) \mathbf{M}
+ \frac{1}{\tau_e^\alpha} \left( \left( \frac{\tau_e}{\tau_e} \right)^\alpha - 1 \right) \mathbf{K} \left( H_1 \mathbf{U}^{n-1} + H_2 \mathbf{U}^{n-1} + H_3 \mathbf{U}^{n-1} \right)
+ \sum_l \left( \left( \sum_{j=-L}^L \omega_j(l) \frac{1}{\tau_e^\alpha + (y_j(l))^{\alpha}} e^{((n-1)\Delta t - b) y_j(l)} y[b, a, y_j(l)]((n-1)\Delta t) \right) \right)
$$

2. Approximate $\ddot{\mathbf{U}}^n$ and $\dot{\mathbf{U}}^n$ following the Newmark scheme (2.10) or the three-step BDF scheme (2.11).

3. Update the inner integral approximations $y^n$ following (2.37).

• Go to time step $n + 1$.

The estimated integrals in (2.34) and (2.35) introduce an $O(\Delta t^4)$ error each, which accumulatively give an $O(\Delta t^3)$ error from the fast convolution method. Therefore, while using the fast convolution method, the fractional derivative estimation would only bring an error which is smaller than the errors from the Newmark scheme (2.10) and the three-step BDF scheme (2.11). Regarding the efficiency, with $N = T/\Delta t$ numbers of total time steps, this resultant algorithm requires $O(N \log N)$ operations and $O(\log N)$ memory.

2.3. Fluid–structure interaction

In the arterial simulations, we use the partitioned fluid–structure interaction approach to study the blood flow and arterial wall physics numerically. We employ the fractional order model for the structure part in order to investigate the
performance of the viscoelastic models in simulating the arterial wall motion. At the fluid structure interface, the Neumann boundary condition

$$ \mathbf{S} \mathbf{n}_f = -[p \mathbf{I} + \rho_f \zeta (\nabla \mathbf{u} + (\nabla \mathbf{u})^T)] \mathbf{n}_f, \quad \text{on } \Sigma(t) $$

(2.41)

is applied to ensure the continuity of normal stresses, where $p$, $\mathbf{u}$, $\zeta$, $\rho_f$ and $\mathbf{n}_f$ are the fluid pressure, velocity, viscosity, density and the normal vector of fluid subdomain pointing outward on the interface, respectively. The fluid part is assumed to be incompressible and Newtonian, hence, it can be described by the incompressible Navier–Stokes equation in the arbitrary Lagrangian–Eulerian (ALE) framework,

$$ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} - \mathbf{w}) \cdot \nabla \mathbf{u} = -\frac{\nabla p}{\rho_f} + \zeta \nabla^2 \mathbf{u}, \quad \text{in } \Omega_f(t), $$

$$ \nabla \cdot \mathbf{u} = 0, \quad \text{in } \Omega_f(t), $$

(2.42a)

(2.42b)

combined with the initial condition

$$ \mathbf{u}(\mathbf{x}, t = 0) = \mathbf{u}_0(\mathbf{x}), \quad \text{in } \Omega_f(0), $$

(2.43)

and the Dirichlet boundary conditions on the interface, i.e.,

$$ \mathbf{u} = \frac{\partial \eta}{\partial t}, \quad \text{on } \Sigma(t), $$

(2.44)

which enforces the continuity of velocities. Here, $\mathbf{w}$ stands for the mesh velocity. On the fluid side the parallel Navier–Stokes solver NEKTAR [33] is employed, which is based on unstructured spectral elements (polymorphic shapes) and corresponding Jacobi polynomial expansions as trail and test basis in the mixed Galerkin formulation.

When the mass ratio between the structure and the fluid parts is around one as in our case, the partitioned fluid–structure solver suffers from the so-called added-mass effect [40,41], which causes divergence of the subiterations. To resolve the added-mass effect which appears in the hemodynamic FSI simulations, we adopt the fictitious mass method with optimal coefficients suggested by the analysis. In these simulations, subiterations are employed on each time step to guarantee continuity at the interface. For more details of our fluid–structure interaction solver, we refer the interested readers to [35].

3. Numerical results

3.1. First convergence test

In this section, we investigate the time accuracy of the Grüwald–Letnikov formula as well as the fast convolution method. We first consider the deformation of a cubic solid occupying the domain $0 \leq X \leq 1$, $0 \leq Y \leq 1$ and $0 \leq Z \leq 1$ discretized by eight hexahedral elements as illustrated in Fig. 2. For the test example, we use two fabricated problems with parameters as listed in Table 1, then compare the simulation results against analytical fabricated solutions. For the material properties, we use Young’s modulus $E$ and the Poisson ratio $\nu$, which are related to the material constants $\lambda$ and $\mu$ in (2.2) by

$$ \mu = \frac{E}{2(1 + \nu)}, \quad \lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)}. $$

In cases FS1 and FS2, the face $X = 0$ is clamped, and a traction force field $\mathbf{T} = (T_1, T_2, T_3)$ is applied on the rest of the faces, which is given by
\[
T_1 = n_x (\lambda + 2 \mu) t^{3+\alpha}, \quad T_2 = n_y \lambda t^{3+\alpha}, \quad T_3 = n_z \lambda t^{3+\alpha},
\]
where \( n = (n_x, n_y, n_z) \) is the outward-pointing unit vector normal to the surface. A body force field \( f = (f_1, f_2, f_3) \) is applied on the subject with components:
\[
f_1 = x(3 + \alpha)(2 + \alpha) t^{1+\alpha} + \frac{T_\sigma}{\Gamma(4 + \alpha) t}, \quad f_2 = f_3 = 0.
\]

When \( t = 0 \), the displacement and velocity fields vanish. This problem has the following analytical solution for the displacement of the object:
\[
\eta_1 = x \left( t^{3+\alpha} + \frac{T_\sigma}{\Gamma(4 + \alpha) t^3} \right), \quad \eta_2 = \eta_3 = 0.
\]

To study the convergence behavior at time \( T = 0.4 \), we vary the time step size \( \Delta t \) from 0.00015625 to 0.02, as in the left plot of Fig. 3. To compare the computational errors with respect to the exact solution, for \( \Delta t \) we calculate the errors in the relative energy norm. Here the relative energy norm is defined as
\[
||\eta||_{RE} = \frac{||\eta_0 - \eta||_E}{||\eta_0||_E},
\]
where
\[
||a||_E := \mu \int_\Omega \varepsilon(\mathbf{a}) : \varepsilon(\mathbf{a}) d\Omega + \lambda \int_\Omega \text{div}(\mathbf{a}) \text{div}(\mathbf{a}) d\Omega,
\]
\( \eta_0 \) is the analytic solution for displacement, and \( \eta \) is the result from computation. Here all the simulations are performed with polynomial order 4 elements. In the left plot of Fig. 3 we plot these errors in logarithmic scale as a function of time step size, which is also in logarithmic scale. Red solid lines show the results from the Grüwald–Letnikov formula, while the results plotted in blue dashed lines are obtained with the fast convolution method, with \((\theta_1, \theta_2) = (5/3, 5/3)\), which corresponds to a second-order three-step BDF scheme. Different symbols show the results from different cases. One could observe that for both methods, the numerical errors decrease almost along a straight line as the time step size decreases, indicating a polynomial order convergence rate in time. To be specific, a second-order convergence rate in time is achieved for the proposed fast convolution method, while the Grüwald–Letnikov formula is of first-order convergence.

In the right plot of Fig. 3, we compare the efficiency of the Grüwald–Letnikov formula with that of the fast convolution method for time step numbers \( N = T/\Delta t \) from 1280 to 40960, by showing the CPU time required for evaluating the memory effects at step \( N \). To be specific, for the Grüwald–Letnikov formula, we show the CPU time in calculating the HIS load in (2.25), while for the fast convolution method we calculate the CPU time for approximating the convolution integral \( \int_0^1 (t - r) U(r) dr \). The results are plotted in linear scale as a function of the total number of times, which is in logarithmic scale. The red solid line shows the results from the Grüwald–Letnikov formula while the blue dashed line gives the results from the fast convolution method. We observe that the CPU time required by the fast convolution method is increasing linearly with the increase of time steps, which indicates an \( O(\log(N)) \) computational cost for calculating the memory effect at each time step. On the other hand, the CPU time for the Grüwald–Letnikov formula is of \( O(N) \) and therefore it grows much faster as shown by the red line. Both accuracy and efficiency for the two methods are therefore validated.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \tau_x )</th>
<th>( \tau_y )</th>
<th>( E )</th>
<th>( \nu )</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS1</td>
<td>0.25</td>
<td>0</td>
<td>10.5</td>
<td>100</td>
<td>0.3</td>
</tr>
<tr>
<td>FS2</td>
<td>0.75</td>
<td>0</td>
<td>10.5</td>
<td>100</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 1: \( r \)-convergence tests for fractional-order SLS model: parameters for cases.

Fig. 3. Results from the first convergence test. Left: errors as a function of the time step size. Right: CPU time (Sec) in evaluating the memory effect at the last time step. (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)
Grüwald–Letnikov formula is of first order convergence in time and requires \( O(N) \) operations in calculating the memory effect at each time step. The fast convolution method converges with a second-order accuracy in time, and it requires only \( O(\log(N)) \) operations for evaluating the memory effect at each time step.

To further investigate the high accuracy of the fast convolution method, we now employ a third-order BDF scheme in the case “FS2”. Here we vary the time step size \( \Delta t \) from 0.0125 to 0.2, and integrate until time \( T = 2.0 \) for each \( \Delta t \). The errors in logarithmic scale are plotted in Fig. 4 as a function of time step size, which is also in logarithmic scale. One can see that the fast convolution method with third-order BDF scheme achieves a third-order convergence in time, which verifies our error analysis in Section 2.2.2.

### 3.2. Second convergence test

We now consider a simple but realistic example for a two-dimensional structure which has been employed in [42], to show that the model accurately captures the mechanical response and to investigate the accuracy of the fast convolution method when \( \tau_e \neq 0 \). The geometry and mesh are illustrated in Fig. 5: we consider an object with length 1.5 m in the \( x \) and \( y \) direction, and with a thickness 0.3 m in the \( z \) direction. The face \( x = 0 \) is clamped, and on \( x = 1.5 \) a traction force field is applied following the negative \( y \) direction:

\[
T_1 = T_3 = 0, \quad T_2 = -\tau_e.
\]

Here we employ a 3D code to obtain a 2D solution and hence we impose on \( z = 0 \) and \( z = 0.3 \) periodic boundary conditions, i.e., \( \eta|_{z=0} = \eta|_{z=0.3} \). We assume no volume load \( f \) for this object, and the model parameters are taken as

\[
E = 2 \text{ MPa}, \quad \nu = 0.3, \quad \rho_s = 7000 \text{ kg/m}^3.
\]

To compare the viscoelastic behavior of the material, three sets of fractional parameters are considered:

1. \( \alpha = 0.33, \quad \tau_e = 2.0, \quad \tau_\vartheta = 0.25 \);
2. \( \alpha = 0.5, \quad \tau_e = 1.0, \quad \tau_\vartheta = 0.25 \);
3. \( \alpha = 1.0, \quad \tau_e = 2.0, \quad \tau_\vartheta = 0.25 \).

All tests are performed with the fast convolution method using polynomial order 4 elements, and this structure problem is simulated from \( t = 0 \) to \( t = 20 \). In the right plot of Fig. 6, we show the vertical displacement for the case with the first set of fractional parameter at time 20. The computed vertical displacements at the point \( (x, y, z) = (1.5, 1.5, 0.0) \) for different fractional parameters are shown in the left plot of Fig. 6, from which one could notice that smaller fractional order \( \alpha \) generally yields less damping, which is consistent with the claims in [42].
3.3. Fluid–structure interaction: blood flow in a compliant artery

To study the convergence behavior in time, in Fig. 7 we present the errors for displacement at the point $\mathbf{x} = (1.5, 1.5, 0.0)$ when taking the first and the second sets of fractional parameters, as a function of the time step size $\Delta t$. Due to the lack of an explicit solution, the numerical solutions are compared with the results obtained from polynomial order 6 elements and finer time step size $\Delta t = 0.0001$. Both the errors and the time step sizes are in the logarithmic scale. We see that the results from the fast convolution method with second-order BDF scheme are approximately on a straight line with the time step size decreasing. To be specific, a second-order convergence rate in time is obtained when $\alpha = 0.33$, and when $\alpha = 0.5$ we can see that the method converges slightly faster than second order in time.

3.3. Fluid–structure interaction: blood flow in a compliant artery

We now consider a straight tube with pulsatile inflow as an idealization of arterial flow-structure interactions, and investigate the performance of fractional order wall models with different parameterizations. To further assess the need for 3D simulations, the simulation results are compared with those obtained from 1D models in [1]. The fluid subdomain is taken as a cylinder with radius 1 mm and length 4 mm, and the structure subdomain is the thin-layered arterial wall with a thickness 0.105 mm, which covers the fluid subdomain uniformly. The computational mesh for both subdomains is illustrated in Fig. 8. In all tests we take the fluid density as $\rho_f = 1060$ kg/m$^3$, and the structure density $\rho_s = 1.2\rho_f$. On the fluid solver, a Womersley velocity profile with 8 Fourier coefficients is imposed at the inlet boundary, while at the outlet
the pressure $\bar{p}$ is flow-dependent and is determined from the flow rate $Q(t)$, given the resistant $R$, and the capacitance $C$ as \[\bar{p}(t) + R C \frac{d\bar{p}(t)}{dt} = Q(t) R.\] (3.7)

Here we take $R = 2.8 \times 10^3$ dyn $\cdot$ s/cm$^5$ and $C = 3.4 \times 10^{-7}$ cm$^5$/dyn for all tests in this section, and the arterial outlet is assumed to be undeformed when the outlet pressure $\bar{p}(t)$ reaches its lowest point at $t = 0.0151$ s. At the inlet we clamp the arterial wall, while a no-traction load is applied at the external surface as well as at the outlet. All the other physical and numerical parameters are summarized in Table 2, and all results shown here are generated using spectral elements of polynomial order 3.

3.3.1. Comparison between different models

We have considered a purely elastic model for the arterial wall, and in Fig. 9 we show the distribution of structural displacements at four time instants: $t = 2T$, $t = 2\frac{T}{3}$, $t = 2\frac{4T}{9}$ and $t = 2\frac{5T}{9}$, where $T$ is a cardiac cycle. Similarly as in [1], four viscoelastic models are studied for the arterial wall. In Table 3 we summarize the viscoelastic parameters employed in these models, and we compare the results against simulation results from the pure elastic model. In Fig. 10 we present the displacement distributions from the pure elastic wall model at the systolic peak $t = 2\frac{T}{3}$, and compare with the results from

Fig. 9. Displacements (in millimeters) for the pure elastic model in the idealized artery simulations: at $t = 2T$ (upper left), $t = 2\frac{T}{3}$ (upper right), $t = 2\frac{4T}{9}$ (lower left), $t = 2\frac{5T}{9}$ (lower right). (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>0.3 Mpa</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.3</td>
</tr>
<tr>
<td>Blood density</td>
<td>1.06 g/cm$^3$</td>
</tr>
<tr>
<td>Wall thickness</td>
<td>0.0105 cm</td>
</tr>
<tr>
<td>Inlet radius</td>
<td>0.1 cm</td>
</tr>
<tr>
<td>Kinematic viscosity</td>
<td>$3.8 \times 10^{-2}$ cm$^2$/s</td>
</tr>
<tr>
<td>Average flow rate</td>
<td>20 ml/min</td>
</tr>
<tr>
<td>Time step size</td>
<td>$9.4 \times 10^{-5}$ s</td>
</tr>
<tr>
<td>Polynomial order</td>
<td>3</td>
</tr>
<tr>
<td>Fictitious mass coefficient</td>
<td>2.16</td>
</tr>
</tbody>
</table>

Table 3

| SLS1 | N/A  | 0.05 | 0.025 |
| SLS2 | N/A  | 29.3 | 16.9  |
| FOV-SLS1 | 0.29 | 1.84 | 0.076 |
| FOV-SLS2 | 0.20 | 11.74| 7.61  |

The pressure $\bar{p}$ is flow-dependent and is determined from the flow rate $Q(t)$, given the resistant $R$, and the capacitance $C$ as \[\bar{p}(t) + R C \frac{d\bar{p}(t)}{dt} = Q(t) R.\] (3.7)
the integer-order/fractional-order viscoelastic wall models. We observe that at the systolic peak, the radial deformations in all models reach the maximum. On the other hand, in the viscoelastic models the viscous dissipation decreases the deformation to different extent: the FOV-SLS2 case gives results which are the closest to that from the pure elastic model, and in cases SLS2 and FOV-SLS1 the new models greatly decrease the predicted deformation. To see the temporal changes of arterial wall deformation more clearly, we present in Fig. 11 the time traces for displacement at a sample point (1, 0, 2), with the pressure-radial displacement hysteresis loop shown in Fig. 12. Note that in the left plot of Fig. 11, the black solid lines mark four time instants in the cardiac cycle, which correspond to the time instants for the displacement magnitudes shown in Fig. 9. We see that although the elastic response dominates in all models, the varying viscoelastic parameters result a significant change in displacement magnitudes. Among all models, the SLS2 and FOV-SLS1 models produce relatively stiffer responses, and therefore predict much smaller arterial wall deformations. Moreover, it is shown in Fig. 12 that the viscoelastic dissipation can be clearly observed from SLS1 model, but not that much from the SLS2 model. This finding highlights that the integer order SLS model is very sensitive to the relaxation parameters. On the other hand, although the fractional order model appears to be overall less sensitive to the parameters, an increased sensitivity is observed when we switch from 1D to 3D simulations. Comparing the two fractional order model cases FOV-SLS1 and FOV-SLS2, the maximum radial displacement varies by 50%, which is opposite to the observations in [1], where these two models predicted very close results. This discrepancy motivates the investigation presented in the next section that aims to identify whether the increased sensitivity is due to the relaxation parameters $\tau_\varepsilon$ and $\tau_\sigma$, or the fractional order $\alpha$.

3.3.2. Sensitivity to viscoelastic coefficients

To further evaluate the sensitivity of the 3D viscoelastic arterial wall models, we study the behavior of fractional order arterial wall models by varying the viscoelastic parameters $\alpha$, $\tau_\varepsilon$ and $\tau_\sigma$. We first vary the fractional order $\alpha$ between $0 \leq \alpha \leq 1$ while keeping the same relaxation times of SLS1 model: $\tau_\varepsilon = 0.050$ s, $\tau_\sigma = 0.025$ s. The displacement time traces...
at the middle of the tube are compared in Fig. 13, for $\alpha = 0.0, 0.2, 0.4$ and 1.0. Note that for $\alpha = 0$ the pure elastic model is recovered, while $\alpha = 1.0$ yields the solution of the integer-order SLS1 model. Although the displacement time trace results in Fig. 13 do not vary much, from the pressure-radial displacement hysteresis loop in Fig. 14 we can see that when $\alpha$ increases the viscous dissipation becomes more important. This is consistent with the discussions in [1], except that comparing with the 1D cases, varying the fractional order $\alpha$ in the 3D cases changes more in both the displacement traces and the hysteresis loops. Next, now we investigate how sensitive the solution is to the choice of relaxation parameters $\tau_e$ and $\tau_\sigma$. In Figs. 15–16, we present results for fixed $\alpha = 0.2$ with various relaxation time parameters, and the solutions...
Therefore, accurate prediction from pressure shown also than it relatively arterial for pressure-radial 1D-3D Fig. 19.

\[
\alpha = \frac{\tau_e}{\tau_v} = 0.3, \quad \text{since we can only hope to get accurate estimates of } \tau_e \text{ and } \tau_v \text{ at limited anatomic locations. In fact, we have also numerically verified that as the fractional order } \alpha \text{ approaches 1, the simulation results from the fractional-order model converges to the results from the integer order SLS model, and therefore increasingly more sensitive to the parameters (also shown in [1]).}
\]

3.3.3. Comparison between 1D and 3D simulations

The above findings reveal differences between 1D and 3D simulations, i.e., the 3D solutions seem more sensitive to the fractional order \( \alpha \). Now we compare the 1D and 3D computed solutions in terms of radial displacement and the pressure waveform at the middle point of the artery (with the coordinate (1, 0, 2)). In Figs. 19–20 we present the results from the pure elastic model and one of the fractional-order viscoelastic models. Generally, the 1D models provide good prediction on the trend of radial displacement/pressure time traces for this simple tube-shape geometry. However, when accurate predictions are needed, the 1D simulations tend to underestimate the arterial wall deformations by as large as 20%. Therefore, to get more reliable predictions and to enable the possibility of simulating on complicated geometries, the 3D models are recommended.

Fig. 17. Time traces at point (1, 0, 2) in the idealized artery simulations, from fixed \( \alpha = 1.0 \) and varying relaxation parameters. Left: radial displacement; right: axial displacement.

Fig. 18. Pressure-radial displacement hysteresis loops at point (1, 0, 2) in the idealized artery simulations, from fixed \( \alpha = 1.0 \) and varying relaxation parameters.

Fig. 19. 1D-3D comparison at point (1, 0, 2) in the idealized artery simulations, from pure elastic model. Left: radial displacement time trace; Right: pressure-radial displacement hysteresis loop. (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)
3.4. Fluid–structure interaction: patient-specific aneurysm

The authors in [7–10,44] have demonstrated that fractional orders would be able to properly predict the different mechanical behavior of the smooth muscle cell activities. Since the smooth muscle decrease plays a crucial role in the change of cerebral aneurysm walls [45–48], in this section we investigate the fractional order models on a patient-specific aneurysm geometry [24,43]. This aneurysm is located at the eye level, in the cavernous segment of the right internal carotid artery. We perform our simulations on the meshes as shown in Fig. 21, where the fluid subdomain has finer elements near the vessel wall to resolve the boundary layers, and the solid subdomain is composed of two layers of prismatic elements on the vessel wall. A Womersley velocity profile with 8 harmonics is imposed at the inlet boundary of the fluid solver, and a zero Neumann boundary condition for velocity is employed at the outlet. The outlet pressure \(\tilde{p}\) is determined by (3.7), with proper resistant and capacitance coefficients. The arterial outlet is assumed to be undeformed when the outlet pressure \(\tilde{p}(t)\) reaches its lowest point at \(t = 0.0571\) s. We start the FSI simulations from the resultant flow field of rigid wall simulations on the fluid subdomain (where we set \(t = 0\) as the starting time of FSI). The structure is considered undeformed at \(t = 0\). To integrate in time, we employed the second-order splitting scheme for the fluid solver. On the structure side, the fast convolution method introduced in 2.2.2 is used, with fictitious mass method [24,43] applied to stabilize the FSI partitioned procedure. All the simulations are done with the physical and numerical parameters summarized in Table 4.

3.4.1. Comparison between different models

To compare the computed evolution of the aneurysm deformation from different models, we first display the displacement time traces of three points on the interface. The locations of these points are shown in Fig. 22. The computed inlet pressure and the time traces for displacements at these three points are shown in Fig. 23, for the pure elastic model, the FOV-SLS1 and the FOV-SLS2 models. Similar to what we have observed in section 3.3, the FOV-SLS1 model predicts a much smaller deformation compared with that from the other two models, which results in a larger blood pressure drop in each cardiac cycle. A minor phase shift could be observed while comparing the location of the maximum displacement for each model: while the maximum displacements were achieved after the systolic peak in all cases, the case using the FOV-SLS1 model reaches its maximum deformation firstly, then the case using the elastic arterial wall model, and finally the case with the FOV-SLS2 model. To investigate the displacement distribution on the whole aneurysm, we take four time instants in a cardiac cycle: \(\frac{T}{4}, \frac{2T}{4}, \frac{3T}{4}, \frac{3T}{4}\) (as marked by black solid lines in the inlet pressure plot of Fig. 23), and display their corresponding displacement amplitudes from the pure elastic, FOV-SLS1 and FOV-SLS2 arterial wall models.
Table 4
Parameters used in the patient-specific aneurysm simulations with fractional order models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>3 Mpa</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>0.3</td>
</tr>
<tr>
<td>Blood density</td>
<td>1.06 g/cm³</td>
</tr>
<tr>
<td>Arterial wall density</td>
<td>2.12 g/cm³</td>
</tr>
<tr>
<td>Wall thickness</td>
<td>0.01 cm</td>
</tr>
<tr>
<td>Inlet radius</td>
<td>0.224 cm</td>
</tr>
<tr>
<td>Kinematic viscosity</td>
<td>$3.8 \times 10^{-2}$ cm²/s</td>
</tr>
<tr>
<td>Womersley Number</td>
<td>4.2</td>
</tr>
<tr>
<td>Average flow rate</td>
<td>70 ml/min</td>
</tr>
<tr>
<td>Time step size</td>
<td>$6.3 \times 10^{-4}$ s</td>
</tr>
<tr>
<td>Mass damping parameter</td>
<td>0 s⁻¹</td>
</tr>
<tr>
<td>Stiffness damping parameter</td>
<td>0 s</td>
</tr>
<tr>
<td>Resistant parameter</td>
<td>$7.844 \times 10^3$ dyn · s/cm⁵</td>
</tr>
<tr>
<td>Capacitance parameter</td>
<td>$7.285 \times 10^{-5}$ cm⁵/dyn</td>
</tr>
<tr>
<td>Polynomial order</td>
<td>2</td>
</tr>
<tr>
<td>Fictitious mass coefficient</td>
<td>2.08</td>
</tr>
</tbody>
</table>

Fig. 22. Positions of the history points in patient-specific aneurysm test 1 at $t = 3T/7$. (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)

Fig. 23. Time traces in patient-specific aneurysm with viscoelastic arterial wall models. Upper left, upper right, bottom left: displacement profiles for corresponding points; bottom right: pressure imposed at the inlet.
in Figs. 24, 25 and 26, respectively. It can be observed that although the displacement magnitudes vary for different arterial wall models, the displacement magnitude distribution pattern does not change much.

4. Summary

In this paper, we have developed an accurate and efficient numerical method for the 3D fractional-order standard linear solid (SLS) model (2.1) by combining a fast convolution method with the spectral element discretization based on a general Jacobi polynomial basis that can be used to generate 3D polymorphic high-order elements. To sustain the high-order accuracy of the backward differentiation formula (BDF), we designed a high-order fast convolution method and verified its third-order convergence rate in time using the third-order three-step BDF method on problems with fabricated analytical solutions. The $N \log(N)$ operation count was also verified.

In numerical tests, we investigated the ability of fractional-order model to capture the viscoelastic behavior of arterial walls under fluid-structure interactions. On an idealized artery geometry, we compared several models with the same elasticity parameters and different viscoelastic parameters. This comparison study indicates that for the integer-order SLS models, the viscous behavior strongly depends on the relaxation parameters $\tau_\sigma$ and $\tau_\epsilon$, while the fractional order models are less sensitive. Especially when the fractional order $\alpha \to 0$, the viscous response is less pronounced, and the fractional model is tuned by a single parameter, the fractional order $\alpha$. This finding is overall consistent with what has been observed for 1D models [1], although model parametrization appears to be relatively more sensitive in the 3D setting. As an example of long-term large-scale simulations, we have also investigated the performance of this fractional aneurysm model on a complex patient-specific geometry.

In ongoing work, we are now investigating the proper fractional parameters specifically for the aneurysm sac using patient-specific data. Since the fractional order is related with the loss of smooth muscle cells, this aneurysm-specific model as well as the numerical tools developed here may help to understand the structural integrity of the aneurysm wall, and therefore contribute in studying the subclasses of unruptured aneurysm walls [49,50].
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