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S U M M A R Y
A new interpretation of the horizontal to vertical (H/V) spectral ratio in terms of the Diffuse
Field Assumption (DFA) has fuelled a resurgence of interest in that approach. The DFA links
H/V measurements to Green’s function retrieval through autocorrelation of the ambient seismic
field. This naturally allows for estimation of layered velocity structure. In this contribution,
we further explore the potential of H/V analysis. Our study is facilitated by a distributed array
of surface and co-located borehole stations deployed at multiple depths, and by detailed prior
information on velocity structure that is available due to development of the Groningen gas
field. We use the vertical distribution of H/V spectra recorded at discrete depths inside boreholes
to obtain shear wave velocity models of the shallow subsurface. We combine both joint H/V
inversion and borehole interferometry to reduce the non-uniqueness of the problem and to allow
faster convergence towards a reliable velocity model. The good agreement between our results
and velocity models from an independent study validates the methodology, demonstrates the
power of the method, but more importantly provides further constraints on the shallow velocity
structure, which is an essential component of integrated hazard assessment in the area.
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1 I N T RO D U C T I O N

Due to long-term exploitation of a large onshore gas field and subse-
quent compaction of the reservoir at depth, the Groningen area in the
northern Netherlands is subject to ground subsidence and induced
earthquakes. To date, the largest induced earthquake occurred near
Huizinge in August 2012 and was recorded with a local magnitude
ML of 3.6 (moment magnitude M = 3.4). This event revived con-
cerns about the hazard from induced seismicity and prompted the
government and the Nederlandse Aardolie Maatschappij (NAM)
to take action. As part of the response, NAM built a dense per-
manent borehole microseismic network covering an area of about
35 × 45 km2. The network (Fig. 1) is composed of ∼70 accelero-
graphs at the surface that are co-located with a 200 m depth borehole
in which geophones are installed at depth intervals of 50 m. The net-
work is fully operational and has recorded continuous waveforms
since late 2015.

It is well known that near-surface lithology can strongly influ-
ence damage from earthquake shaking by increasing the amplitude
and duration of shaking, and by responding nonlinearly to incident
seismic waves (e.g. Olsen 2000). For this reason, site characteri-
zation is of great importance to seismic hazard analysis (Bommer
et al. 2017). Such characterization requires a knowledge of geome-
chanical properties of the stratigraphy at a site, which can be often
challenging to obtain.

Over the last few decades, ambient seismic field seismology has
emerged as a valuable tool to characterize shear wave (VS) ve-
locity models over all distance scales. For site characterization,
these techniques include the inversion of dispersion curves obtained
by ambient seismic field correlation using small-aperture arrays
such as the spatial autocorrelation (SPAC; Aki 1957) or frequency–
wavenumber methods (f-k; Capon 1969; Lacoss et al. 1969). De-
pending on the aperture of the array, these techniques can recover
the local 1-D velocity structure from surface to a depth of up to
several hundred metres. Ambient seismic field cross-correlation
tomography with high-density arrays is an emerging method to ob-
tain high-resolution 3-D models of the shallow surface (e.g. Nakata
et al. 2015; Roux et al. 2016); however, these kinds of experiments
are very expensive, and require significant investment for design,
deployment, and operation.

The ratio of the horizontal to vertical (H/V) components
of the ambient seismic field (sometimes referred to as mi-
crotremor) is a widely used method to determine a simple ve-
locity model of the subsurface (i.e. one layer over a half-space)
and from that the frequency-dependent site response. The rea-
son this method gives reliable results, however, has long been
controversial. This was due to the absence of a clear theoreti-
cal basis for the measurements, which leads, inevitably, to lack
of clarity in its interpretation. It is not even clear which waves
comprise the noise field that generates the H/V peak frequencies
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Figure 1. (A) KNMI-NAM permanent borehole sites (the G-array) in the Groningen gas field area. The inverted coloured triangles refer to the H/Vs shown
in Fig 2. The blue contour depicts the outline of the gas field. White areas depict urban centres. (B) The location of the Groningen gas field (red box) in the
northern part of the Netherlands.

(Nakamura 2000; Malischewsky & Scherbaum 2004; Bonnefoy-
Claudet et al. 2008).

The possibility to retrieve the elastodynamic Green’s function
between two stations embedded in an elastic medium from the
average time-domain cross-correlation of ambient field records
(Weaver 2005) led Sánchez-Sesma et al. (2011a) to advance a
new theory for H/V. Based on the diffuse field assumption (DFA),
Sánchez-Sesma et al. (2011a) linked the H/V of the autocorrelated
signal to the ratio of the imaginary parts of the Green’s functions.
The observed H/V can be compared to its theoretical counterpart,
and provides a basis for estimating the subsurface structure. It rep-
resents an opportunity to obtain the local subsurface velocity model
with only one short three-component measurement of the ambient
field (e.g. only 20 min in Spica et al. (2015)). This capability is of
particular interest in geotechnical engineering, seismic exploration,
and engineering seismology. To date it has only been applied to
limited data sets and geological settings (Salinas et al. 2014; Spica
et al. 2015; Lontsi et al. 2015; Piña-Flores 2015; Rivet et al. 2015;
Lontsi et al. 2016; Garcı́a-Jerez et al. 2016; Piña-Flores et al. 2016;
Perton et al. 2017). While these initial results are promising, there
is still a need to explore the potential of the method and to validate
the results against independent information.

In this contribution, we pursue the idea of Lontsi et al. (2015) to
use multiple H/V measurements obtained from receivers at depth in
a borehole to estimate complex geological structure at a site. The
Groningen area, is a well-studied area and it has ∼70 borehole sites,
such that it represents an ideal natural laboratory to test the method.

We start with an overview of the geological horizons of interest
that are sampled by the measurements and some background on
constraints on structure from previous studies (Section 2). We then
outline the theoretical background and seismic processing neces-
sary to compute H/V (Section 4), and the discrete wave number

(DWN; Bouchon 1981) method used to compute the H/V ratios for
the forward problem in Section 4.2. In Section 5, we describe the es-
timation procedure for the velocity models at several borehole sites.
Finally, we discuss results and compare them with velocity models
obtained independently (Section 6). In this paper we only present a
few inversions because our focus is primarily on implementation of
the method and the validation of the results.

2 G E O L O G I C A L S E T T I N G A N D
E X I S T I N G V E L O C I T Y M O D E L

The Groningen area is characterized by flat, low-lying topography
with altitude close to mean sea level. The horizons of interest (i.e.
those sampled by our measurements) are the Paleogene, Neogene
and younger deposits overlying the North Sea Supergroup (De Mul-
der et al. 2003; Vos 2015). This ∼800 m thick layer of unconsol-
idated sediments contains a large degree of vertical and lateral
heterogeneity due to the influence of the last three ice ages and as-
sociated sea level fluctuations. The deposits range from fluvial braid
plain sands to shallow marine (intertidal) and terrestrial deposits of
soft clays to distinct organic-rich peat formations. The uppermost
sedimentary sequence is characterized by a succession of fluvial,
glacial, and marine deposits that are crosscut by deep subglacial
features (‘tunnel valleys’), which are filled with sands and clays
and buried under younger sediments. The North Sea Supergroup
consists primarily of alternating marine grey sands, sandstones, and
clays.

Our study benefits from important, independent information in
the form of an integrated VS model from the surface to the base
of the North Sea Supergroup (Kruiver et al. 2017). This 3-D VS

model is a synthesis of three different VS models obtained through

Downloaded from https://academic.oup.com/gji/article-abstract/212/1/412/4349743
by University of Oklahoma user
on 24 January 2018



414 Z.J. Spica et al.

a comprehensive set of geological, geotechnical, and geophysical
observations; each of them having a different depth range and spa-
tial resolution. The shallowest part of the model extends from the
surface to ∼50 m below sea level, and is based on a high-resolution
3-D geological model GeoTOP (Stafleu et al. 2011; Stafleu & Dube-
laar 2016), combined with VS distributions with depth for the sedi-
ments (Kruiver et al. 2017). At depths of ∼40 m to ∼120 m below
sea level, the model is constrained through inversion of Rayleigh
wave observations from spatially extensive reflection seismic sur-
veys. The deepest part of the model is based on the Pre-Stack Depth
Migration velocity model derived from sonic logs. It ranges from
∼70 m below sea level to the base of the North Sea Supergroup at
(∼800 m). These three distinct models were spliced into a single
model that covers the full depth range for site response analyses. In
what follows, we refer to this velocity model as the Deltares-NAM
model. Other shallow velocity models were provided by Noorlandt
et al. (In review).

We use 1-D VS profiles of the Deltares-NAM model at the bore-
hole sites to validate our analysis. It is important to keep in mind,
however, that the resolution and sensitivity of the methods used to
construct the Deltares-NAM model and the H/V velocity profiles
differ, as discussed in Section 4.3.

3 DATA

We used continuous data from the shallow borehole network in-
stalled in the Groningen area (Fig. 1; the G-array). Each borehole
site includes one accelerograph at the surface that is collocated
with four geophones at 50 m depth intervals (−50, −100, −150,
−200 m). The continuous data are freely available on the Royal
Dutch Meteorological Institute (KNMI) website. We downsample
the continuous data to 50 sps, remove instrument response and
convert the time-series to velocity prior to processing.

4 H / V F O R A D I F F U S E WAV E F I E L D

By definition, the H/V spectral ratio corresponds to the square root
of the spectral energy ratio of the horizontal amplitudes (with in-
dices 1, and 2) over the vertical direction (index 3; Arai & Toki-
matsu 2004) :

H

V
(x, ω) =

√
E1(x, ω) + E2(x, ω)

E3(x, ω)
. (1)

Perton et al. (2009) showed that at an observer location (surface or
depth), these spectral energies (i.e. the directional energy densities,
as defined in Perton et al. (2009)) are proportional to the average
autocorrelations of the diffuse wavefield components, which in turn
are proportional to the imaginary parts of the Green’s function
(I m[G]) (Sánchez-Sesma et al. 2011b):

Ei (x, ω) = ρω2〈ui (x, ω)u∗
i (x, ω)〉 ∝ −ωIm[Gi i (x, x, ω)]. (2)

where ω is the angular frequency, ui (x, ω) is the displacement field
in the i direction at a point x, Im[ ] stands for the imaginary part,
Gi i (x, x, ω) is the displacement Green’s function in the direction
i at a point x due to the application of a unit point force in the
same direction applied at the same point. The symbol ∗ stands for
the complex conjugate operator and the product ui (x, ω)u∗

i (x, ω)
corresponds in the frequency domain to the autocorrelation of the
displacement field in the time domain. The brackets 〈 〉 represent
averaging over time. In what follows, the dependence on ω and x

is implicit. The ∝ means that the expressions are proportional by a
factor that is independent of ω and x.

Eq. (2) represents the same case as classic ambient seismic field
cross-correlations (e.g. Weaver & Lobkis 2004) but for the special
case when the source and receiver are the same. Within this theoreti-
cal framework, Sánchez-Sesma et al. (2011a) proposed a theoretical
description of H/V ratios and suggested that the H/V spectral ra-
tio recorded at a receiver could also be computed in terms of the
imaginary part of the GF:

H

V
(x, ω) =

√〈|u1(x, ω)|2〉 + 〈|u2(x, ω)|2〉〈|u3(x, ω)|2〉 =
√

Im(G11 + G22)

Im(G33)
. (3)

Eq. (3) links the average energy densities (i.e. the ambient field
measurements; see Section 4.1) with the Green’s function (i.e. the
theoretical counterpart; see Section 4.2) and treats the H/V spectral
ratio as an intrinsic property of the medium. It naturally allows for
the inversion (see Section 5) of H/V that includes contributions of
the full wavefield—that is, including both surface and body waves.

4.1 Observed H/V

In the context of the DFA, eq. (2) is only valid when the seismic
wave field is equipartitioned, that is, all the incident waves are (e.g.
P, S, or Rayleigh waves) have the same energies (Perton et al. 2016).
This assumption is difficult to verify and unlikely to be true in the
majority of ambient field data. Therefore, some signal processing
must be applied to enhance the equipartitioning of the seismic wave-
field, just as for traditional ambient seismic field cross-correlation
(e.g. Bensen et al. 2007). As in Spica et al. (2015) and Perton et al.
(2017), we apply spectral whitening, which corresponds to source
deconvolution. Because several sources can act in different fre-
quency bands, the operation consists of normalizing the signals by
the source energies computed in each time window and across sev-

eral frequency bands as ṽi (x, ω) = vi (x, ω)/
√∑3

i=1 |vi (x, �ω)|2;
where �ω is a frequency band of 2.5 Hz width centred on ω. We
work with the particle velocity v j (x, ω) = iωu j (x, ω) to preserve
the link to energy. To remove only the spectral envelope, the band-
width has to be much larger than the oscillations in the spectra. The
H/V spectral ratio is therefore computed in terms of the wavefield
autocorrelations as:

H

V
(x, ω) =

√〈|v1(x, ω)|2〉 + 〈|v2(x, ω)|2〉〈|v3(x, ω)|2〉 . (4)

Eq. (4) requires that the averaging is performed separately for each
component. In that sense, it is different from the calculation of the
usual H/V spectral ratio (Nakamura 1989), which corresponds to
the average of the ratios: H/V = 〈Hw/Vw〉. The average is computed
on the spectra obtained over one day of continuous data that is win-
dowed into sections of 100 s duration with an overlap of 20 per cent.
Each time window is demeaned, detrended and bandpass filtered
from 0.1 to 10 Hz.

The attenuation is generally a severe limitation for a field to be-
come diffuse and then equipartitioned. Several studies have shown
this limitation for cross-correlation with large interstation distance
(e.g. Lawrence & Prieto 2011). However, here, the interstation dis-
tance is null and the attenuation has a similar effect on waves in all
directions. Provided there is sufficient nearby sources of noise, atten-
uation should not be a limitation. We have also shown theoretically
that in presence of attenuation the autocorrelation is proportional
to the I m[G] for the same media but without attenuation (Perton &
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Figure 2. H/V at different depth levels computed along the NW–SE line of stations shown as inverted coloured triangles in Fig. 1. The dashed grey lines in
each panel is the

√
2 level (see Section 4.3). The H/V in the green frames (G03, G23, G29 and G56) are shown in Fig. 5 along with their inversion results.

Sánchez-Sesma 2014). A possible limitation of the method is, how-
ever, the presence of strong anisotropy in the shallow sediment. This
is not taken into account in this contribution. Both the evaluation of
anisotropy in the area and its assessment through H/V spectral ratio
are possible future research directions.

Fig. 2 shows different H/V curves computed for the NW–SE line
of boreholes highlighted in Fig. 1. By far, the strongest variations in
the H/V curves are observed for the surface measurements (black
lines in Fig. 2). We attribute the higher amplitude of the surface H/V
ratios to a stronger impedance contrast the air–solid interface and a
stronger contribution from surface waves. The H/V curves at depth
have much lower amplitude variations, but slight changes in their
shape reflect structural changes at depth. These are expressions of
shallow structural variability from northwest to the southeast in the
study area.

In order to test that the observed H/V is not biased due to lack of
diffusivity of the ambient field, we analyse the variability between
HE-W

V and HN-S
V for stations at the surface (Supporting Information

Fig. S1). The fact that these measurements are similar at almost all
the sites, suggests a near isotropic illumination by the noise sources
(Perton et al. 2017). Equipartition of the wavefield is also discussed
in Section 4.3.

4.2 Theoretical H/V

In the second term of eq. (3), the Im[G] components must be related
to a geometry and material properties that explain the data. Perton
et al. (2017) explored the case of strong lateral heterogeneities along
a crater cliff; however, the case of Groningen does not have strong
topographic variation of the surface, which allows us to use a 3-D
unbounded layered elastic media and smooth variation of the subsoil
in the vicinity of the stations as a reasonable starting assumption.

Several methods have been proposed to model the Gi i com-
ponents of H/V in a layered medium under the DFA (Sánchez-
Sesma et al. 2011b; Garcı́a-Jerez et al. 2016; Perton & Sánchez-
Sesma 2016; Lontsi et al. 2015). Here, we use the Discrete Wave
Number method (DWN; Bouchon 2003, 1981). The DWN method
is efficient and suitable for solving the forward problem for H/V
for stations located at the surface (Sánchez-Sesma et al. 2011a;
Perton et al. 2017). In what follows, we discuss its efficiency when

several stations are located in a single geometrical and material
configuration at different vertical and/or horizontal positions.

As in Sánchez-Sesma et al. (2011a), the wavefield is decomposed
as a sum of plane waves according to the horizontal component of the
wavenumber vector in the radial direction kr. The Green’s function
is the sum of two contributions, one due to the P and SV waves
and another due to SH waves. A compact form of the displacement
P–SV Green’s function component Gn

ii (x) inside the layer n, where
receiver and point source are superimposed at x = {x, z} and where
the vector source is oriented in the same direction i is:

Gn
ii (x) = GFSn

ii (x)

+
∫ +∞

−∞

(
S↗Pnu↗Pn

i + S↗SV nu↗SV n
i + S↘Pnu↘Pn

i

+ S↘SV nu↘SV n
i

)
dkr (5)

For an extended description of the integrand, the interested reader
can consult the textbook of Aki & Richards (2002). GFSn is the
incident field as in a full space (FS) having the same properties as
the layer n. The wave amplitudes S are unknowns that are solved
for at discrete values of kr by enforcing the continuity of displace-
ment and traction at each interface. Superscripts P and SV are for
P and SV waves. We write the system of equations in matrix form
[A][S] = [B]; where [S] = {..., S↗Pn, S↘Pn, S↗SV n, S↘SV n, ...} is
the unknown vector and [B] is the vector associated with the
stress and displacement components of the source (i.e. to GFSn

ii ).
[A] is comprised of the amplitude coefficients of the boundary con-
ditions and has dimensions equal to [4(N − 1))∗(4(N − 1)] with N
being the number of layers.

As several sources are considered at different depths and for dif-
ferent directions, the system of equations should be solved several
times (i.e. for each source); however, since we consider a single
configuration (i.e. the matrix [A] is the same), it is more efficient
to calculate [A]−1 just once. Therefore, the wave amplitudes re-
lated to each source are calculated as the result of the multiplication
[S] = [A]−1[B], rather through inversion by Gaussian elimination
for each vector [B]. In this way all the Green’s function’ compo-
nents Gn

ii can be efficiently evaluated at multiple receiver positions
and for the several directions. The same procedure applies for the
Green’s function associated with the SH contribution. This allows
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Figure 3. Theoretical H/V computed from the Deltares-NAM model (blue
lines) and observed H/V (black lines) at borehole G03. The letters C1 and
C2 refer to possible strong velocity contrasts in the upper 50 m depth range,
and the dashed line refers to the gradient-like part of the velocity model.

consideration of all H/V for the same borehole site simultaneously
during the joint inversion.

4.3 Forward modelling using a complex velocity model

We show in Fig. 3 the Deltares-NAM VS model at borehole site
G03. In the first 50 m of the model, there are two strong velocity
contrasts (C1 and C2 in Fig. 3). The deeper velocity dependence
is mainly expressed by a velocity gradient (dashed black line in
Fig. 3). Observed (black lines) and computed H/V (blue lines) at
each depth level are shown on the right part of the figure.

The discrepancies between the observed and synthetic H/V sug-
gest that the inversion of the observed H/V will result in a different
velocity model, but with certain common characteristics. While the
model of Kruiver et al. (2017) is site-specific and has a resolution
that changes with depth (see Section 2), the H/V are sensitive to
elastic properties over a larger horizontal area that depends on the
wavelength of the waves that contribute to the observations (Perton
et al. 2009; Piña-Flores et al. 2016). The joint inversion result will
therefore give an averaged (vertical and horizontal) velocity model
at a borehole site.

The H/V at the surface show one clear frequency peak, while
H/V at depth shows small oscillations superimposed on a flat trend.
As recently detailed by Piña-Flores et al. (2016), H/V is sensitive
to both surface and body waves. The H/V spectra from receivers
at the free surface mainly originate from the strong contribution
of surface waves and show important localized frequency peaks
of high amplitude. These frequency peaks are dependent on the
existence of strong impedance contrasts at depth. In the case of a
simple velocity model of one layer over a half-space (with shear

velocity β1 and thickness h1), the main peak frequency fβ1 is well
approximated by (Yamanaka et al. 1994; Piña-Flores et al. 2016):

fβ1 = β1

4h1
. (6)

When two layers are considered on top of a half space, as sug-
gested by the Deltares-NAM model (i.e. C1 and C2 in Fig. 3), H/V
can present two peaks depending on the thickness of each layer
and the impedance contrasts at their boundaries. If the thickness
of the deepest layer is greater than the shallower layer and a suffi-
cient impedance contrast between these three materials exists, the
two main peaks are well separated (Bonnefoy-Claudet et al. 2006;
Field & Jacob 1995; Bard & SESAME-team 2004; Piña-Flores
et al. 2016). Therefore, if β2 � β1 and h1 � h2, the shear velocity
of the superficial layer can also be evaluated using eq. (6) (here fβ1 is
the high frequency peak) and the approximate frequency associated
with the peak at low frequencies can be evaluated from

fβ12 = 1

4

(
h1

β1
+ h2

β2

) , (7)

where β2 and h2 are the thickness and shear velocity of the sec-
ond layer. While more complex formulae that reflect several ma-
jor effects of the model on the resonance frequency exist (Tuan
et al. 2016), modelling of eq. (7) appears to be a good approxima-
tion for layered structure (e.g. Piña-Flores et al. 2016); however,
since H/V at the free surface in Fig. 3 does not show such character
(i.e. a double frequency peak), we would not expect the inverted
velocity model to develop two strong velocity contrasts in the first
50 m at this site.

Because surface wave energy quickly decreases with depth, H/V
in boreholes becomes more sensitive to body waves. While surface
waves propagate in 2-D space and are generally not strongly re-
flected by lateral heterogeneity, body waves propagate in 3-D space
and are reflected by the free surface and also by possible strong
impedance contrasts at depth. As shown in Perton et al. (2009) for
a half space, the waves that travel vertically up and down inter-
fere and result in spectral oscillation periods in the energy density
components (E1, E2, E3). The amplitude of these oscillations de-
cays with frequency and depth. In a half-space, the dependence
on frequency and depth are similar. The H = √

E1 + E2 is mainly
sensitive to the shear wave velocity while the V = √

E3 is mainly
sensitive to the compressional wave velocity. Also, as a requirement
of equipartition, the three energy densities tend to the same value
with depth. Therefore, from eq. (3), H/V in a half-space should
present these oscillations and tend to

√
2 at high frequency and at

depth (as observed in Fig. 2).
The gradient-like velocity structure suggested by the Deltares-

NAM model does not modify these conclusions since the observed
H/V at depth expresses these features. The latter suggests that we
might be able to evaluate the velocity at each sensor depth; however,
the absence of strong impedance contrast at depth reduces our ability
to recover a wave reflected away from the buried station and H/V
is only weakly sensitive to structure deeper than the deepest sensor
(i.e. ≥200 m).

Other examples of observed H/V based on the complex velocity
model provided by Deltares-NAM are shown with the inversion
results below. This allows us to assess how close the site-specific
model is from the H/V measurements and to assess the prospects
for improvement.
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Figure 4. (A) Geometry of the boreholes where the grey stars represent the virtual sources (S) and triangles represent boreholes (rb) or surface receivers
(rs). Ambient field cross-correlations are performed for every depth level independently. (B) Obtained correlation functions for the north–south and east–west
components. The picked traveltime velocities (orange dots) are marked for every depth level and the mean velocity for the entire well is marked in red. Note
that similar traveltimes are picked in both horizontal components, suggesting weak horizontal anisotropy at this site. (C) Resulting average velocity model
(init) used as starting model for inversion, compared to the Deltares-NAM velocity model harmonically averaged over 50 m intervals.

5 I N V E R S I O N

As discussed in Piña-Flores et al. (2016), consideration of H/V
at surface alone is insufficient to characterize shallow properties
uniquely since velocities and thicknesses trade-off and lead to a sim-
ilar H/V. Additionally, the forward problem is highly non-linear and
depends on several uncorrelated parameters (Piña-Flores et al. 2016;
Garcı́a-Jerez et al. 2016). Constraining the inversion by adding ob-
servations from sensors at depth significantly reduces the possible
range of parameters (Lontsi et al. 2015). Starting with an accurate
first guess—as, for example, a guess obtained from an independent
measurement such as a dispersion curve (Scherbaum et al. 2003;
Piña-Flores 2015; Lontsi et al. 2016)—allows more rapid conver-
gence. Although the Deltares-NAM model exists, our goal is to
provide independent measurements in our analysis to test the valid-
ity of the method.

5.1 Starting models from borehole interferometry

We use ambient field borehole interferometry between pairs of ad-
jacent overlying sensors (e.g. Miyazawa et al. 2008) to obtain the
mean shear wave traveltime. In Fig. 4(A), we show the geometry of
the borehole stations and the sensor pairs used for interferometry.
The cross-correlation of the ambient seismic field v(zS) and v(zr) in
the frequency domain is given by:

CAB(ω) = 〈v(zS)∗v(zr )〉, (8)

where zS and zr are the depths of the virtual source and of the
receiver, respectively, which are any of the consecutive sensors.
Then, the imaginary part of the Green’s function between pairs of
sensors (Im[G](zS ,zr )) is obtained from the average correlation using

Im[G](zS ,zr ) ∝ 〈v(zS)∗v(zr )〉
|S(ω)|2 , (9)

where |S(ω)|2 is the power spectrum of the noise (e.g. Wapenaar &
Fokkema 2006).

The cross-correlations are computed for both east-west and north-
south component pairs between the wave motion observed at a depth
zS and another directly overlying sensor zr. Only ambient noise is
used and small earthquakes are removed (e.g. Miyazawa et al. 2008)
based on the KNMI earthquake catalogue. Correlations are com-
puted over one month of continuous data for 25 s windows. Fig. 4(b)
shows the resulting bandpass filtered (1.5–8 Hz) stacked correla-
tions in the time domain. An impulsive arrival is observed on both
causal and anti-causal parts of the Green’s function, corresponding
to upward and downward propagating S-waves.

We estimate the arrival time as in Nakata & Snieder (2012); that
is, by seeking the three adjacent samples with the largest amplitude
values and applying a quadratic interpolation to find the time at
which the wave has maximum amplitude. This time is taken as the
traveltime for a shear wave that propagates between the borehole
and overlying sensor. We use the average of estimated traveltime on
the east-west and north-south components to estimate an average
velocity layer. The obtained velocity model at site G43 is shown
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Figure 5. Inversion results at sites G03, G18, G34 and G56. The left panels of each subplot depict the observed H/Vs (black lines) along with the inverted H/Vs
(green lines), the theoretical H/Vs corresponding to the complex Deltares-NAM velocity model (blue lines) and the H/V spectral ratio uncertainty range (pink
dashed lines). The upper and lower bounds of the autocorrelations are represented by black dashed lines. They are obtained as the maximum and minimum at
each frequency from all the autocorrelations computed with 50 windows numbers, which allows convergence. The related velocity models are shown in the
right panels of each subplot.
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in Fig. 4(C) and is compared to the Deltares-NAM velocity model
harmonically averaged over 50 m intervals.

These results might be biased by multiple arrivals caused by shear
wave reflection inside the 50 m section due to strong geological
contrasts. Besides, if the noise is not fully diffuse, Green’s functions
are not well retrieved and some small bias can be observed in the
traveltimes (Tsai 2009). In such case, the interferometry picked
traveltime would be smaller than the expected one, which results
in higher velocities. Because the average velocity models tend to
underestimate the Deltares-NAM velocity model at most of the sites
(i.e. Fig. 4 C and Supporting Information Fig. S2), and because the
analysis performed on the H/Vs in Supporting Information Fig. S1,
this is not likely to be a strong effect. The discrepancy observed in
Supporting Information Fig. S2 is also partly explained by the fact
that the interferometry picked traveltimes are directly translated to
average velocity. Contrary to the traveltime, the velocity estimated
by the interferometry should not be exactly equal to the average of
the velocities in the 50 m section since it corresponds to a harmonic
average.

5.2 Parametrization, misfit function and inversion

The soil properties and the layer thicknesses inside a borehole site
are assessed by inverting jointly H/V at several depths, z. The objec-
tive function is defined as the root mean square difference between
observed and predicted H/V computed with the DWN method:

ε =

√√√√√ 1

Nz Nω

∑
zi

∑
ω

(
H

V

exp

− H

V

DWN
)2

; (10)

where Nz = 5 is the number of depths at which zi considered in the
joint inversion, and Nω = 14 is the number of points taken in the
spectra from 1. to 8. Hz. Fluctuations in the H/V spectra at higher
frequency are associated with small, local heterogeneities, which
are of minor importance here (Piña-Flores et al. 2016).

The only free parameters considered during the inversion are the
shear wave velocities (β). To reduce the number of parameters,
the compressional velocity (α) and the mass density are assumed
to be related to the shear velocity through polynomial relationships
(Brocher 2005; Berteussen 1977). We impose that one velocity layer
in each section of 50 m (i.e. between each sensor pair) is constrained
by the interferometry picked traveltime and by the other velocities
of the section. In other words, if i is the layer index of height hi and
shear velocity β i, and j0 ≤ j ≤ j1 are the indices of all the layers
belonging to the 50 m section number k then β i should be comprised
between [0.85 − 1.15]hi/ti with ti = t corr

k − ∑
j={ j0: j1}, j �=i h∗

j/β j .
For j0 and j1, only part of the thicknesses that belongs to the section is
considered. Because this constraint strongly relies on assignment of
the average velocity from interferometry, we allow the constrained
velocity to vary by 15 per cent during the inversion. Also, because
of this constraint, the inverted velocity model will always be closer
to the starting velocity model than to the Deltares-NAM model.
The thicknesses are assumed constant during the inversion, and the
model is refined iteratively (e.g. Spica et al. 2016, 2017). The layers
that are refined between two iterations are chosen based on the
sensitivity of the misfit to a small velocity change.

We use a Pattern-Search method for the iterating inversion be-
cause of the strong nonlinearity of the problem and because of its
efficiency (e.g. Audet & Dennis 2002). All the inversions presented
in this paper have a misfit value (ε) lower than 0.01.

6 R E S U LT S A N D D I S C U S S I O N

We show examples of joint inversion results at borehole sites G03,
G18, G34 and G56 in Fig. 5. The left panels depict observed H/V
(black lines) along with the best fits after inversion (green lines) and
H/V computed from the complex Deltares-NAM velocity model
(blue lines). The right panel depicts the best velocity model (green
line) along with initial model obtained from borehole interferome-
try (dashed black line) and the Deltares-NAM model (blue lines).
Results at the other borehole sites are shown in the Supporting
Information (Fig. S3).

The inverted velocity models are in good agreement with the
results of Kruiver et al. (2017). For the first 50 m section, the inverted
velocity models at G03, G18 and G34 show the same trends as the
Deltares-NAM velocity model, that is, some high contrast with a
higher local velocity at approximately the same depth; however, the
velocity ratio between these two models is sometimes close to 2.
This difference could be explained by the use of the relationship
between β, α and ρ, which could be incorrect at shallow depth
where the soil is likely fluid-saturated and where shear velocity
might be expected to drop dramatically. Allowing the compressional
velocity to become a free parameter, however, would result in an
unmanageable increase in the number of unknown parameters for
the inversion.

Below 100 m depth, the Deltares-NAM and inverted H/V models
agree well, and they are concordant with the gradient-like trend.
This good agreement suggests that the different volumes sampled
by the two studies have similar properties. The use of H/V at depth
in the inversion problem appears to reduce the non-uniqueness sig-
nificantly and, potentially, to successfully reconstruct an accurate
velocity model. As mentioned in Section 4.3, some of the discrep-
ancies observed between the different sets of velocity models may
be attributable to the different sensitivities of the two approaches.
An important difference is the greater number, and strength of ve-
locity reductions with increasing depth. This could be due to the
strong constraints imposed by the interferometry picked traveltime
during the inversion. On the other hand, we note that the theoretical
H/V computed from the Deltares-NAM model fits the observed H/V
fairly well, especially at shallow depths. This may suggest that we
are converging to an accurate velocity model and hence an accurate
site characterization.

7 C O N C LU S I O N S

We present new theoretical and empirical results on the computation
and the inversion of H/V spectral ratios based on the diffuse field
assumption for combinations of receivers at surface and depth. First,
we obtained the mean shear traveltimes by applying ambient field
interferometry between adjacent sensors inside the boreholes. By
cross-correlating the ambient seismic field we were able to retrieve
upward and downward propagating S waves between adjacent bore-
hole seismic stations. We used this mean velocity model as a starting
velocity model for the joint inversion of the depth-dependent H/V.
We found it especially useful to constrain the inversion for velocities
deeper than 100 m. The use of five independent H/V measurements
at different depths, together with the average shear wave travel-
times, helps reduce the range of acceptable parameters and helps
speed convergence of the solution. In this inversion, the theoretical
H/V counterparts (i.e. the forward problem) were computed using
the DWN method, which allowed efficient modelling of the wave
field for different sources at the surface and at depth.

We successfully obtained complex VS velocity profiles of the shal-
low sub-surface at different borehole sites in the Groningen area.
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Velocity models are globally in good agreement with previous site
characterization for the region (Kruiver et al. 2017). Our approach
has the potential to reduce uncertainty in modelling the response of
the shallow crust, which is an important component of probabilis-
tic seismic hazard analysis at Groningen. Our results also validate
the 3D character of the ambient field sources and motivate mea-
surements of H/V at depth. They also demonstrate the power and
reliability of the method, which could be applied elsewhere, where
other constraints on shallow structure are lacking. The methodology
presented here allows reliable recovery of layered velocity structure
at boreholes sites.
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Bonnefoy-Claudet, S., Köhler, A., Cornou, C., Wathelet, M. & Bard, P.-Y.,
2008. Effects of Love waves on microtremor H/V ratio, Bull. seism. Soc.
Am., 98(1), 288–300.

Bouchon, M., 1981. A simple method to calculate Green’s functions for
elastic layered media, Bull. seism. Soc. Am., 71(4), 959–971.

Bouchon, M., 2003. A review of the discrete wavenumber method, Pure
appl. Geophys., 160(3-4), 445–465.

Brocher, T.M., 2005. Empirical relations between elastic wavespeeds and
density in the Earth’s crust, Bull. seism. Soc. Am., 95(6), 2081–2092.

Capon, J., 1969. High-resolution frequency-wavenumber spectrum analysis,
Proc. IEEE, 57(8), 1408–1418.

De Mulder, E.F., Geluk, M.C., Ritsema, I., Westerhoff, W.E. & Wong, T.E.,
2003. De ondergrond van Nederland, Geologie van Nederland, deel.

Field, E.H. & Jacob, K.H., 1995. A comparison and test of various site-
response estimation techniques, including three that are not reference-site
dependent, Bull. seism. Soc. Am., 85(4), 1127–1143.

Garcı́a-Jerez, A., Piña-Flores, J., Sánchez-Sesma, F.J., Luzón, F. & Perton,
M., 2016. A computer code for forward calculation and inversion of the
H/V spectral ratio under the diffuse field assumption, Comput. Geosci.,
97, 67–78.

Hunter, J.D., 2007. Matplotlib: A 2D graphics environment, Comput. Sci.
Eng., 9(3), 90–95.

Kruiver, P.P. et al., 2017. An integrated shear-wave velocity model for the
Groningen gas field, the Netherlands, Bull. Earthq. Eng., 15 3555–3580.
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