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Near-surface S-wave velocities estimated from traffic-induced Love
waves using seismic interferometry with double beamforming

Nori Nakata'

Abstract

I use ambient noise, especially traffic noise, to estimate the 2D near-surface S-velocity distribution. Near-
surface velocities are useful for understanding structure, stiffness, porosity, and pore pressure for engineer-
ing/environmental purposes and static correction of active-source imaging. I extract Love waves propagating
between each receiver pair from 12 h of traffic noise using seismic interferometry with power-normalized cross-
correlation. The receiver array contained three parallel lines, each of which had 100 transverse-component
geophones. I apply double beamforming to the correlations at the parallel lines for improving the signal-to-noise
ratio of the extracted Love waves to satisfy the stationary phase assumption for seismic interferometry. I use
these Love waves for a dispersion analysis to estimate a 2D near-surface S-wave velocity model based on the
multichannel analysis of surface waves. To improve the lateral resolution of the velocity model, I sort the ex-
tracted waves according to common midpoints (CMPs) and limited the maximum offset of receiver pairs. The
dispersion analysis at each CMP is based on the assumption of layered media, and using all CMPs, I can estimate
high-resolution 2D velocities down to 80 m depth. The velocity variations are similar to the location of strong
reflectors obtained by a previous study. The main features of the velocity model are recovered even from 1 h of
continuous traffic-noise data, which means that the proposed technique can be used for efficient 4D surveys.

Introduction

Knowledge of the near-surface velocity structure is
important for geophysical engineering, environmental
geophysics, hydrogeology, mining, and static correction
for active-seismic imaging. Boreholes and logging tools
are useful for understanding the near surface, but they
are expensive and have almost no lateral sensitivity.
Surface-wave analyses are alternatives to examine
the near-surface properties (Socco et al., 2010). The dis-
persive characteristic of surface waves relates to the
spatial variation of the subsurface velocities, especially
for S-waves (Gabriels et al., 1987). Multichannel analy-
sis of surface waves (MASW) can improve the estima-
tion of dispersion curves and avoid spatial aliasing
(Park et al., 1999). Hayashi and Suzuki (2004) use a con-
cept of common mid point (CMP) for MASW to enhance
the lateral resolution, and Ikeda et al. (2013) further
improve the lateral resolution by changing the maxi-
mum offsets of the CMP gathers for each frequency.
We can apply MASW to active and passive seismic
source data (Park et al., 2007), and here, I retrieve pseu-
doactive data by applying seismic interferometry to am-
bient noise (particularly traffic noise) and then use
CMP-based MASW to estimate 2D near-surface S-wave
velocities.

Seismic interferometry is a correlation-based proc-
ess to retrieve coherent wave propagation between
receivers from chaotic wavefields, and these retrieved
waves are useful for imaging earth’s subsurface. Theo-
retically, we can apply this method to surface and body
waves in various frequencies (Aki, 1957; Claerbout,
1968; Lobkis and Weaver, 2001; Wapenaar, 2004). Prac-
tically, wave types and frequency ranges for ambient-
noise seismic interferometry are controlled by the ex-
citation of ambient seismic fields and the structure of
wave paths. Because one can observe strong seismic
waves around the frequency band of second micro-
seisms (5-8 s) everywhere in the world (Peterson,
1993), applications of ambient-noise seismic interfer-
ometry for imaging mostly focus on the crustal-global
scale (Shapiro et al., 2005; Nishida et al., 2009). When
receiver arrays are close to the oceanic coast or other
noise sources (e.g., active volcanoes), we can retrieve
high-frequency signals and use them for imaging (Bren-
guier et al., 2007; Young et al., 2011). Traffic-induced
seismic waves also contain high-frequency energy,
and thus, one can use them for near-surface characteri-
zation (Nakata et al.,, 2011; Behm et al., 2014). If the
receiver spacing is small, we have more chances to ex-
tract high-frequency signals because we can reduce
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spatial aliasing (Lin et al., 2013; Mordret et al., 2013).
Although body-wave retrieval from ambient fields is dif-
ficult because the dominant wave types in ambient
fields are surface waves (Ekstrom, 2001), Nakata et al.
(2015) extract P-waves by using a dense receiver array
and estimated 3D velocities.

To retrieve Green’s function between receivers from
ambient fields, stationary phases have the largest con-
tribution (Snieder, 2004). Strong nonstationary phases
often lessen the signal-to-noise-ratio (S/N) of the re-
trieved wavefields, which might lead to misinterpreta-
tion of wave types and/or structure. I use double-
beamforming (DBF) techniques for enhancing the
stationary-phase contribution while suppressing other
waves. The DBF is one of the array-based signal
processing techniques to identify wave types and/or iso-
late particular waves based on the slowness and azi-
muth of the waves (Rost and Thomas, 2002; Roux
et al., 2008). Boué et al. (2014) use DBF to improve
the accuracy of tomograms inverted from surface
waves recorded by USArray. Nakata et al. (2016) ex-
tract direct and reflected surface and body waves by
noise correlation with DBF at Piton de la Fournaise Vol-
cano, France.

In this study, I estimate near-surface S-wave veloc-
ities from traffic-induced seismic wavefields. First, I in-
troduce the observed data, and then extract Love waves
by using seismic interferometry and DBF. Then, I apply
CMP-based dispersion analyses to estimate the 2D S-
wave velocities with high lateral resolution.
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Figure 1. Location of geophones (white dots). The receiver
array is along the Kannagawa River and perpendicular to the
Joetsu Shinkansen and Kan-Etsu Expressway. The white num-
bers indicate the receiver numbers (sequential number from
the south). The “X” in the inset shows the location of the
survey.
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Traffic-induced seismic noise

Traffic noise was observed by 300 1C geophones at
Gunma, Japan, on 11-15 November 2008 (Figure 1).
Two types of data are observed based on the shape
of the receiver arrays: three short parallel receiver lines
(11-12 November) and one long line (14-15 November).
Nakata et al. (2011) use the long line for extracting body
and surface waves by coherence-based seismic interfer-
ometry and image the subsurface with reflection seis-
mic processing. Here, I use the data recorded by the
short lines to study surface waves. The three receiver
lines are almost straight and parallel to one another,
and each line contains 100 geophones with 10 m spac-
ing (Figure 1). I call these three lines west, central, and
east lines, respectively. Traffic noise was almost contin-
uously recorded for approximately 6 h per day during
daytime (i.e., total 12 h), and the time-sampling interval
was 1 ms. The receivers are single horizontal-compo-
nent geophones (10 Hz natural frequency), and the azi-
muth of the component is perpendicular to the direction
of the receiver line (i.e., transverse component). Be-
cause the distance between each receiver line is also
10 m, every nine receivers are considered to be a square
subarray (Figure 2). These subarrays are the size of the
array, to which I apply DBF as explained below. Receiv-
ers 16-100 on the west line correspond to the receivers
1-85 in Nakata et al. (2011).

The array was deployed along a river (Kannagawa
River) and parallel to two small roads (Figure 1). A
railway (Joetsu Shinkansen) and highway (Kan-Etsu
Expressway), perpendicular to the array, generate var-
iable noise levels among receivers (Figure 3). The rail-
way and highway are elevated for several meters. The
noise from the railway is stronger than the one from the
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Figure 2. Convention for DBF. The gray circles show the lo-
cation of a part of geophones in the receiver array. The DBF is
computed by using 18 receivers (white circle). On the source
and receiver sides, I determine slowness and azimuth for
beamforming (6, us, 0;, u,). The azimuth is defined by the lo-
cation of central receivers in the source and receiver subar-
rays (the black arrows). The thick black arrow shows the 0°
azimuth.
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highway and clearly observed along the entire array,
but temporally more sparse than the highway. During
the time interval in Figure 3, three trains passed at
2:47, 2:50, and 2:56, respectively. Cars and trucks on
the road parallel to the array also generate seismic
noise, and in Figure 3a, vehicle noise from the road
was observed at 2:45-2:49 around traces 40-100. Based
on the power spectra of the observed noise (Figure 3b),
the noise generated from the railway is mainly about
10-100 Hz and the highway noise is 0.5-40 Hz (see
the frequency ranges in which the gray lines at traces
39 and 75 are greater than the black line). These fre-
quency ranges vary with respect to the type of vehicle,
speed, and the condition of the road.

The mechanisms and wave types of traffic noise are
not well studied yet, and they probably depend on the
condition of each road (types of vehicles, elevated/non-
elevated roads, soil around the road, etc.). Based on a
3C study (Behm et al., 2014), Rayleigh and Love waves
can be excited from vehicles, and here, I preferentially
use Love waves as explained below.

Seismic interferometry and DBF

Similar to Nakata et al. (2011), I use seismic interfer-
ometry with crosscoherence (i.e., power-normalized
crosscorrelation), which compensates the amplitude
balance between receiver pairs and improves the S/N
of extracted coherent waves. The crosscoherence be-
tween receivers at x, and X, is defined by

O (X, X, )
v; (X, a))’U: (%, @)
T 103, @) |03 (%5, @) + { [03(%, 0) o1 (%s: ) )

ey

where v;(X;, @) is the observed wavefield in the fre-
quency domain w recorded at receiver s at time interval
i, € is a regularization parameter (¢ = 0.0001 here), (- --)
is the ensemble average, and * represents the complex
conjugate. After averaging the crosscoherence over
long time intervals, C(x,,X,, w) represents the wave
propagation from x; to x,, where receiver s becomes
a virtual source. During the computation of crosscoher-
ence, [ remove amplitude information, and hence, I use
only the phase information of extracted waves to esti-
mate the S-wave velocity distribution. The length of the
time interval is 6 s, and the time windows overlap
each other by 80% to stabilize the correlations. First,
I average the coherence functions over the entire
observations (approximately 12 h) to create C. I com-
pute crosscoherence between all receiver pairs
(300 x 300), although some combinations are not used
for further processing (Figure 4a—4c). Strong noise orig-
inates from the highway (i.e., strong directionality of
traffic noise), so the coherence functions in Figure 4
at traces 75-100 (on the other side of the highway
relative to the virtual source) contain waves, which

are not physically explained by waves propagating from
the virtual source (Chang et al., 2014). Therefore, I do
not use the receiver pairs that are across the highway
for the dispersion analysis below.

One can use the coherence functions in Figure 4a—4c
for surface-wave analyses. However, these coherence
functions contain waves that propagate not only paral-
lel to the receiver line but also to other directions be-
cause the contribution from the nonstationary phases is
not perfectly canceled (Snieder et al., 2008). This con-
tribution of nonstationary phase generates artifacts
(i.e., spurious waves). Note that waves propagating par-
allel to the array are useful for the accurate dispersion
analysis. To suppress these nonstationary phases, I ap-
ply DBF following Nakata et al. (2016) to each subarray
pair (Figure 2). I compute the DBF in the time domain
based on a plane-wave projection:

1
B(uy,,0,,us,05,1) = NN Z Z C(Xy, X, t — 75(Xg, Ug, O)
S

r xS Xr

+ 7 (e, Uy ;). @

where N is the number of sources and receivers
(Ng =N, =9), t is the time, u is the slowness, @ is

a
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Figure 3. An example of the observed data for 15 min at the
central line (2:45-3:00 PM in local time). (a) Wavefields in the
time domain. Trace numbers correspond to the receiver num-
ber in Figure 1. No band-pass filters are applied. (b) Power
spectra in the frequency domain. The numbers indicate the
trace number. The gray lines show the spectra at each trace,
and the black lines show the average spectra over all traces
for a reference.
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the azimuth, and 7 is the time lag for beamforming. The
nine geophones create a square-shaped source/receiver
subarray, and the central receivers at each subarray de-
fine the azimuth 9 (Figure 2). The time lag 7 is a relative
time delay from the central receiver (a¢, y°):

Ts = us(xs - xg) Cos Hs + us(ys - yg) sin 05, (3)

for 7z, and similar expression for z,. In equation 3, x — x¢
and y — y© show the distances from the central receiver
in the x- and y-directions, respectively (Figure 2). To
extract the wave propagation between two points, B
uses 81 coherence functions and averages them based
on equations 2 and 3. Therefore, I can control the azi-
muth and slowness of the retrieved waves to preferen-
tially use the contribution from the stationary phase.
Figure 4d-4g shows the virtual shot gathers after
DBF in four different azimuths. At each receiver pair
in the central line, I use the surrounding eight receivers
to make subarrays and apply DBF (Figure 2). Due to the
dominant direction of the strong traffic noise, the 0°
DBF function shows the clearest wave propagation
(Figure 4d). The extracted waves in Figure 4d and 4f
mostly contain Love waves because of the follow-
ing reasons: (1) After DBF, the waves propagate
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perpendicular to the receiver component, and (2) the
extracted waves are dispersive. The group velocity of
the dominant Love wave is approximately 430 m/s that
propagates from the virtual source to the end of the ar-
ray (trace 1). Ambient noise in the 180° direction also
has some contribution for constructing the surface-
wave signals (i.e., traces 65-80 in the positive time in
Figure 4f). These signals are mainly related to the seis-
mic energy generated by trains on the railroad around
receiver 39. Cars along the small road parallel to the
array at the northwest of the receivers (Figure 1)
also generate some coherent waves, and hence, the
coherent arrivals in Figure 4g show more energy than
Figure 4e. Because the waves propagate perpendicular
to the receiver line and the distance from the array to
the small road is short around receivers 40-70, the ex-
tracted wavefields have larger apparent slownesses in
Figure 4g.

Because the subarray is relatively small, the ability to
isolate the target waves is limited (as shown by Nakata
et al. [2016], the maximum improvement of S/N is a fac-
tor of nine with this subarray); therefore, wavefields in
Figure 4e—-4g provide noticeable arrivals incident from
0°. Importantly, by using DBF, I enhance the coherency
of the wave propagation and reduce incoherent random

b) Trace number )
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Figure 4. Example of virtual shot gathers. The top-left map shows the receiver location with explanation of each panel. The white
star shows the location of the virtual source (receiver 65). Panels (a—c) show virtual shot gathers at each line and panels (d-g)
show virtual shot gathers after DBF. The slowness range of DBF is from 0.7 to 5.0 s/km. The azimuth of DBF is defined by the top-
left map, and I average wavefields over +20° from the azimuth in the map (i.e., 160°-200°for panel [f]). In each panel, the vertical
white line shows the trace of the virtual source and the horizontal line the origin time. The frequency range is from 7 to 30 Hz. The

relative amplitudes are preserved between panels.
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noise. Considering the array shape and the stationary
phase assumption, I use 0° and 180° wavefields at
100 subarrays for further dispersion analysis.

The power spectra show the improvement of the S/N
for extracted Love waves (Figure 5a), and Figure 5b
shows the coherent spectra along receivers. The abrupt
change of the spectra at trace 75 in Figure 5b is
caused by the strong noise directionality related to
the highway.

The DBF is also helpful for extracting very high-fre-
quency waves (Figure 6). These waves are very hard to
identify without using DBF (Figure 6a). The waves at
50-100 Hz propagate approximately 20 m before dissi-
pating into the background noise level. Based on the
dispersion analysis below, I consider that these high-
frequency waves are either higher mode Love waves
or S-waves because the wave velocity is too high for
fundamental-mode Love waves at this area.
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Figure 5. Power spectra of the virtual shot gather: (a) central
line (spectra of Figure 4b) and (b) 0° DBF (spectra of Fig-
ure 4d). The power spectra are normalized in each panel.
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Figure 6. Virtual shot gathers in the frequency range from 50
to 100 Hz: (a) central line and (b) 0° DBF. The gray line shows
the arrival time of the wave with the velocity of 400 m/s.

CMP-based surface-wave analysis
Estimation of 2D velocity model

I analyze dispersion curves of the extracted surface
waves at each CMP gather after seismic interferometry
and DBF. The CMP-based dispersion analysis increases
the lateral resolution. Hayashi and Suzuki (2004) and
Ikeda et al. (2013) apply this dispersion analysis to ac-
tive-source surface-wave data and compute crosscorre-
lations between all receiver pairs to find the phase
differences (named CMP crosscorrelation or CMPCC).
For the virtual shot gathers used (Figure 4), I consider
that CMP gathers of correlation functions are equiva-
lent to CMPCC, and hence, I do not crosscorrelate
wavefields again between receivers for each virtual
source. Because the array is almost along a straight line,
I take the CMP trace spacing to be 5 m along a line (half
of the receiver spacing).

Ikeda et al. (2013) mention that the long-offset
receiver pairs decrease the lateral resolution. There-
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Figure 7. Number of receiver pairs at each CMP. The CMP
spacing is the half of the receiver spacing (i.e., 5 m).

a) Offset (m) b)  Offset (m)

Time (s)

Figure 8. CMP gathers at CMP 130 (at receiver number 65)
(a) at the central line and (b) with DBF. The frequency range
is 4-20 Hz.
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fore, I set the maximum offset at 300 m after testing dif-
ferent offsets (see Figure 4d-4g to understand the S/N
of Love waves against the offset). By considering two
directions of the wave propagation (0° and 180°), the
maximum number of receiver pairs at each CMP is
60 (Figure 7). For making CMP gathers, I do not use
the receiver pairs that contain the highway (at CMP
150) inside the receivers because of the strong non-
physical waves as explained above. This is an important
step for this data set to accurately estimate dispersion
curves by avoiding the pseudowaves as very fast trav-
eling waves. At each offset in one CMP gather, two
wavefields exist except at zero offset (i.e., receiver A —
B and B — A), and I average wavefields propagating at
0° and 180° (i.e., 0° for A — B and 180° for B — A).
Hence, the causal and acausal waves are symmetrically
located about the origin at ¢ = 0 s. Note that the causal

b) c)

o
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Phase velocity (m/s)

10 20 300

Frequency (Hz) Frequency (Hz)

Figure 9. Phase velocity-frequency spectrogram at CMP 130 (at receiver num-
ber 65) (a) at the central line and (b and c) after DBF. Panels (a and b) are ob-
tained from Figure 8a and 8b, respectively. The picked dispersion curves at each
frequency are indicated by the white circles. The maximum offsets are (a and b)

300 m and (c) based on Ikeda et al. (2013).
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Figure 10. (a) Observed dispersion curves for the fundamen-
tal-mode Love waves at each CMP location. The maximum off-
set is based on Ikeda et al. (2013). (b) Inverted dispersion
curves from panel (a). (c) Misfits between the dispersion
curves shown in panels (a and b).
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Frequency (Hz)

waves propagating at 0° A — B and the acausal waves
0° B — A are identical.

Figure 8 shows the ability of DBF to improve the co-
herency of the extracted wavefields in the CMP gather
at CMP 130. The maximum offset of this CMP gather is
110 m, which corresponds to the distance from the CMP
to the highway. Although the fundamental Love waves
at velocities of 250—-300 m/s are retrieved by crosscor-
relations at each line (Figure 8a), the coherency of the
waves is dramatically increased after DBF (Figure 8b).
Even later phases (i.e., after 0.5 s) are extracted coher-
ently. These waves are useful for, e.g., estimating small
stiffness changes with time-lapse surveys (Snieder et al.,
2002). The S/N of the phase velocity-frequency spectro-
gram is also increased after DBF (compare Figure 9a
and 9b). In addition to the clear fundamental-mode
Love waves, by using DBF, I can reconstruct higher
modes, identified by the shape of the
bright spots in the spectrogram. Here,
I focus on the fundamental mode and
pick phase velocities at each frequency
to estimate dispersion curves.

To further improve the lateral resolu-
tion of the surface-wave analysis, I use
the window-controlled CMP analysis
(Ikeda et al., 2013). Because the sensitiv-
ity of the waves to subsurface structure
is related to their wavelengths, the
20 30 size of the spatial window depends on
the wavelengths. Following Ikeda et al.
(2013), at each frequency, I limit the
maximum offset for CMP gathers based
on the wavelength, which is computed
by the dispersion curves in Figure 9b
(maximum offset of 300 m). Figure 9c
shows the spectrogram after offset win-
dowing (a = 0.5 in equation 7 in Ikeda
et al., 2013). The window-controlled CMP improves
the S/N of the spectrogram, especially for high frequen-
cies. To retain a sufficient number of traces for the
dispersion analysis while increasing the lateral resolu-
tion, I set the minimum and maximum offsets as 30 and
300 m, respectively. One can iteratively update the
wavelengths using the dispersion curve in Figure 9c,
but the results have almost no further change in this
data set.

I estimate phase velocities at each CMP location
after offset windowing (Figure 10a). For accurate esti-
mation of the dispersion curves, I use only CMP gathers
that contain more than five traces. Around the horizon-
tal distances 500-900 m, I can also accurately pick
the high-frequency dispersion curves, which might be
caused by the location of the traffic-noise sources
and/or reverberations in the subsurface structure. At
each CMP, I invert the dispersion curves to estimate
the S-wave velocities by assuming the 1D structure
based on Mokhtar et al. (1988) and Herrmann (2013).
Because I use Love waves, the surface waves are not
sensitive to P-velocity distribution. The initial model
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for the inversion is the 1D S-velocity model obtained by
Nakata et al. (2011). Although I do not set the number of
layers for the inversion, I use a damping parameter to
obtain a smooth depth variation in velocities in depth
(Behm et al., 2016). Based on the wavelength of the
Love waves (Socco et al., 2010), the depth sensitivity
is down to 60-100 m and I invert the velocities down
to 80 m. Figure 10b shows the dispersion curves after
inversion. To create the 2D velocity model, I compute
the inversion at all CMPs and apply a three-trace lateral
smoothing (Figure 11a).

Discussion of inverted near-surface
S-wave velocity model

Based on the misfits of the dispersion curves be-
tween observation and inversion (Figure 10c), the ob-
served curves are explained well by the inverted
velocity model. Because the dispersion curves are
smoothed during the inversion due to the damping
parameter, larger misfit values are observed at narrow
frequency bands (e.g., approximately 10 Hz). However,
this smoothing is necessary to stabilize the inversion,
and I set the damping parameter as small as possible
for fast convergence.

The horizontal distances of 350-950 m in Figure 11
roughly correspond to CMPs 20-80 in Figure 6 in Na-
kata et al. (2011). The velocity model in Figure 1la
shows similar features in the reflection images. For ex-
ample, two main features of the velocity model are
shown in the reflected images (especially Figure 6d):
an abrupt velocity changes at 460 m and a down-dip
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from 520 to 900 m. Because Nakata et al. (2011) use
a different velocity model for the images, and the fre-
quency ranges used are different, I do not attempt to
compare the velocity model in more detail with the re-
flection image. The thick low-velocity zone at 130-
280 m might be related to the damp ground in this area,
where even unpaved roads do not exist around receiv-
ers 0-200 m (see Figure 1). According to the geologic
map issued by the Geological Survey in Japan, the sur-
face sediments in this area are composed of river-bed
deposits (gravel, sand, and mud), but no spatial varia-
tions are shown.

For engineering/environmental purposes or for static
correction of active-source imaging, 12 h of observation
of ambient noise is sometimes too long to implement.
Thus, I test the quality of the velocity model using only
1 h of data (Figure 11b). Except for the length of the
input data, I follow the same procedure used for Fig-
ure 11a. To examine the stability of the hourly velocity
models, I also compute the perturbation of the esti-
mated velocities as standard deviation of hourly veloc-
ities divided by the velocities shown in Figure 1la
(Figure 11c). I use 12 velocity models (i.e., 12 h of data)
for estimating the standard deviation. The red-purple
color in Figure 11c indicates locations where the esti-
mation varies over hours. The velocity variations are
mostly within 3%-4%, and the highest value is approx-
imately 10%. The 4% perturbations are considered as ac-
curate enough for many engineering purposes and
show potential to obtain subsurface information in
the short-time data acquisition. Therefore, I conclude
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Figure 11. (a) Inverted S-wave velocities from the dispersion curves shown in Figure 10. (b) Inverted S-wave velocities using only
1 h traffic noise data. (c) Perturbations of S-wave velocities over each hour. The perturbations are given as the standard deviation
of hourly velocities divided by the velocities shown in panel (a).
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that even for 1 h data, I obtain a useful estimate of the
velocity distribution. The minimum time length of ob-
servation is dependent on the time-varying traffic noise,
but the result in Figure 11b is encouraging for many
applications.

Conclusions

I apply seismic interferometry with DBF to traffic
noise for estimating the 2D near-surface S-velocity dis-
tribution. The DBF is useful for satisfying the stationary
phase assumption in ambient noise seismology to ex-
tract surface waves with high S/N. For horizontal com-
ponent geophones with particle motion perpendicular
to the line direction, the extracted surface waves are
mainly Love waves. When other components of geo-
phones exist, one could use the same technique as
shown in this study for Rayleigh waves. To enhance
lateral resolution of surface waves, I use window-
controlled CMP for the dispersion analysis. This analy-
sis limits the maximum offset of receiver pairs based on
the wavelengths, which is important for accurately es-
timating local dispersion curves. The 2D velocity mod-
els show the detailed S-velocity structure down to 80 m.
Even with 1 h of ambient-noise data, I can estimate a
similar velocity model. This demonstrates that we need
a very short time of observation to estimate the near-
surface velocities, which is useful for geophysical engi-
neering and static corrections. Time-lapse monitoring
with very short-time intervals is another interesting ap-
plication.
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