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Abstract—We use passive seismic interferometry to monitor

temporal variations of seismic wave velocities at the area of

underground coal mining named Jas-Mos in Poland. Ambient noise

data were recorded continuously for 42 days by two three-com-

ponent broadband seismometers deployed at the ground surface.

The sensors are about 2.8 km apart, and we measure the temporal

velocity changes between them using cross-correlation techniques.

Using causal and acausal parts of nine-component cross-correlation

functions (CCFs) with a stretching technique, we obtain seismic

velocity changes in the frequency band between 0.6 and 1.2 Hz.

The nine-component CCFs are useful to stabilize estimation of

velocity changes. We discover correlation between average

velocity changes and seismic events induced by mining. Especially

after an event occurred between the stations, the velocity decreased

about 0.4 %. Based on this study, we conclude that we can monitor

the changes of seismic velocities, which are related to stiffness,

effective stress, and other mechanical properties at subsurface,

caused by mining activities even with a few stations.

Key words: Monitoring, scattering, coda waves, coal mine,

induced seismicity.

1. Introduction

Two techniques of coal exploitation are often

used: open-pit mining for shallower coal seams (up to

about 300 m) and underground mining for deeper

seams. In Poland, underground mining is more com-

mon, and people use longwall and room-and-pillar

systems for mining. The first one consists of a long

wall of coal in a single slice. The latter one refers to

cutting a network of rooms into the seam and leaving

behind pillars to support the roof. Both methods

dramatically change stress–strain conditions at and

around the mines, and hence the mining changes

seismic velocities up to hundreds of meters above the

exploitation (HOEK and BROWN 1980; BRADY and

BROWN 1993). Dangers of mining especially come

from regions of stress concentration, where strong

seismicity may be induced (DUBIŃSKI and MUTKE

1996). Therefore, obtaining information on temporal

elastic variations near the exploitation area is impor-

tant. To prevent damages in mine and protect mine

crews, some active (DUBIŃSKI and DWORAK 1989;

SZREDER et al. 2008; HE et al. 2011) and passive

(ZUBEREK and CHODYN 1989; LURKA 2008; HOSSEINI

et al. 2012) seismic methods are used to measure

elastic moduli. Furthermore, almost all rock burst

prone mines in Poland have seismometer networks to

observe seismic activity during exploitation. These

data are useful for seismic hazard assessment by

studying distributions of seismic events (GIBOWICZ and

KIJKO 1994; LASOCKI and ORLECKA-SIKORA 2008; LEŚ-

NIAK and ISAKOW 2009). All these methods have one

main drawback; these active and passive sources are

not temporally continuous because of natural, practi-

cal and/or economic reasons. To fill this temporal gap,

we use continuous records of ambient seismic noise.

The ambient noise cross-correlation technique

(WAPENAAR et al. 2010a, b) has been used to monitor

temporal velocity changes due to pressure changes in

volcanic calderas (SENS-SCHÖNFELDER and WEGLER

2006; BRENGUIER et al. 2008a, b), strong earthquakes

(WEGLER and SENS-SCHÖNFELDER 2007; BRENGUIER

et al. 2008a, b; NAKATA and SNIEDER 2012), slow slips

(RIVET et al. 2011) and landslides (MAINSANT et al.

2012). One can also monitor velocities and hence

stiffness of civil structures with the ambient noise

technique (NAKATA and SNIEDER 2014). According to
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applications, passive seismic interferometry may

have different data processing flows. Velocity chan-

ges can be estimated from autocorrelation (WEGLER

and SENS-SCHÖNFELDER 2007; OHMI et al. 2008), cross-

correlation (FROMENT et al. 2013; HOBIGER et al. 2014)

or deconvolution (NAKATA and SNIEDER 2012) func-

tions retrieved from ambient seismic noise in variety

of temporal resolution.

In this study, we employ ambient noise cross-

correlation and stretching techniques to estimate

temporal changes in velocities at the coal mine Jas-

Mos in Poland and to discover their relationship with

induced seismicity. We first introduce the setting of

the survey at the mine. Next, we show ambient noise

characteristic in the area and then explain the method

to compute CCFs and to estimate velocity changes

with three-component broadband sensors. Finally, we

discuss the velocity changes and their relationship

with induced seismicity.

2. Survey Setting

The Jas-Mos coal mine is located at the south of

Poland as one of the six mines in the region (Fig. 1a).

On the south side, Poland’s mines are bordering on

four Czech Republic’s mines. All these mines exploit

coal with longwall system. The seismicity activities

at Jas-Mos are not very high and the energy of seis-

mic events has rarely exceeded 106 J (M = 2.4). The

energy expressed in Joule (E) is linked with Richter

magnitude (M) by empirical formula (DUBINSKI and

WIERZCHOWSKA 1973):

log E ¼ 1:97 þ 1:7M ð1Þ

We deployed two broadband three-component

seismometer stations (Guralp CMG-6TD: stations s1

and s2 in Fig. 1) at the surface around coal longwalls

in zones C3, W3 and ZM (Fig. 1b, blue polygons).

The data were sampled with 0.01 s. The distance

between these stations was 2.8 km. These longwalls

as well as longwalls from surrounding mines were

exploited during 42 days of seismic noise recording

from 2 August 2013 to 12 September 2013. The

thicknesses of mined seams in Jas-Mos are about

3.5 m, and the depths are about 600 m at zone ZM

and 800 m at zones C3 and W3.

Two geological cross-sections close to the survey

area are shown in the Fig. 2. The exploited rock mass

(Upper Carboniferous), strongly disturbed by faults,

is mostly composed by clastic rocks, such as: sand-

stones, siltstones, mudstones and claystones with coal

seams (Namurian-Westphalian), referred to as the

productive coal measures. The Upper Carboniferous

rocks are covered by Miocene and Quaternary sedi-

ments. The Miocene and Quaternary materials consist

of gravels, sands, clay, claystones, etc. Beneath the

exploited Upper Carboniferous sediments, the Lower

Carboniferous rocks exist, referred as the Culm facies

in that region. The Carboniferous deposits are dip-

ping gently from south to north. The Carboniferous

deposits are on top of a crystalline basement, at

variable depths from 1800 m and more gaining

3500 m.

3. Seismic Noise in Area

Because the natural seismic activities around the

survey area are low and the area is far from ocean, the

main sources of ambient noise are urban activity and

mining, especially at high frequencies. Mining gen-

erates three types of noise sources: noise associated

with overburden subsidence, from exploitation

machineries and from induced seismicity. Therefore,

spectral content and direction of the seismic noise are

connected with intensity of exploitation and its

position. Differences in the amplitude spectra and

spatial distribution of seismic noise can cause biases

in estimation of seismic velocity (HADZIIOANNOU et al.

2009; ZHAN et al. 2013). Because we have only two

sensors, directional analyses are difficult, but fortu-

nately, mining activities surround the sensors, and

activity level does not vary during the acquisition

compared with our time windows as explained below.

Power spectral density (PSD) curves for each day

over the week of August 5 for station s1 (Fig. 3a–c)

show that the energy of the noise on the weekdays

(red curves) is stable in the frequency of range

0.6–10 Hz. On the weekend, PSD (black curves) in

this frequency range is much smaller. Due to the lack

of exploitation at mines and smaller traffic at the

urban area at weekends, we conclude that the seismic

energy in this frequency range is mainly related to
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mining activities. For monitoring seismic velocity

changes, we focus on the frequency band between 0.6

and 1.2 Hz, which roughly corresponds to the sensi-

tivity depth of 500–1000 m where the mine seams

exist. To calculate this depth range, we assume that

surface waves dominate in seismic noise wavefields

at the frequency range considered and the average

shear wave velocity for Upper Carboniferous in the

region is about 2200 m/s (BAłA and WITEK 2007).

Seismic noise at frequency higher than 1.2 Hz is

sensitive to soft sediment layer up to 200 m depth

(Fig. 2b).

For better understanding of the temporal variation

of spectral content of ambient noise energy in the

selected frequency band, we analyze the hourly PSD

variation averaged over three components of station

s1 and 3 components of station s2 as

P6

c¼1
r

f 2

f 1
PSDdf

6
,

where f1 and f2 define our target frequency range

(here, 0.6 and 1.2 Hz, respectively) (Fig. 3e). Aver-

aged PSD has a daily cycle due to urban activities and

daily exploitation schedule. At weekends and holiday

on 15 August 2013 (the gray shade in Fig. 3e), the

exploitation is stopped and the energy of ground

motion is small.

Induced seismicity was also observed around the

mining zones (Fig. 3d, f). During the 42 days of

seismic noise measurement, Jas-Mos mine seismic

network recorded 1500 events. Over 700 of them had

energy higher than 103 J. Although seismic noise

sources generated by mining longwalls in zones ZM,

C3, W3 (Fig. 3d, boxes filled by straight lines) were

out of the stationary phase for correlation analyses,

their positions were stable over the measurements

because exploitation was implemented at the same

areas continuously. Activities of other mines are also

contributing to extract the wave propagation with

cross-correlation because the mines surround the

stations (Fig. 1).

4. Data Processing

4.1. Computation of Cross-Correlation Functions

To monitor small velocity changes caused by coal

mining, we follow a technique proposed by HOBIGER

et al. (2012). They computed CCFs for all component

combinations and averaged the estimated velocity

changes over all combinations to increase the stabil-

ity and reduce biases caused by irregular noise

b Figure 1
a Locations of mines in Poland (from 1 to 6) and Czech Republic

(from 7 to 10), seismometers s1 and s2, and two geological cross-

sections I–I’ and II–II’ shown in Fig. 2. b The mine area with

exploitation zones. Blue polygons are exploited longwalls in zone

ZM, C3 and W3 during the data acquisition
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distribution. To further improve the accuracy of the

velocity measurement, we use only coda parts of

CCFs for the estimation. Because the coda waves

scatter multiple times, the waves sample larger areas

than ballistic waves and are less sensitive for noise

sources distribution.

To compute CCFs, we employ the noise-correla-

tion processing of BENSEN et al. (2007), which

contains spectral whitening between 0.6 and 1.2 Hz

and one-bit normalization. To improve the signal-to-

noise ratio of CCFs, we use a moving average in

three-day window. Figure 4 shows the CCFs for all

combinations of components. The stations are aligned

nearly north–south direction, and hence we assume

that the north and east components recorded radial

and transversal ground motions, respectively. Here-

after, we indicate vertical, radial and transverse

components by Z, R and T letters, respectively.

Combination of letters such as TZ means cross-

correlation functions between T component at station

s1 and Z component at station s2. Based on calcu-

lation of cross-correlation, station s1 behaves as a

virtual source (i.e., waves in the causal part of CCFs

propagate from s1 to s2).

The three-day CCFs are highly similar each other

during the entire time interval (Fig. 4). Note that even

in the time interval of coda waves (the red rectan-

gles), the waves are coherent among different dates,

which is important for estimating accurate velocity

changes using the stretching technique. TT compo-

nent shows the strongest amplitudes in the ballistic

part (1–10 s), which means we retrieve strong Love

waves, although the coda waves in TT component is

not strong. The symmetry of waves in the causal and

acausal parts is not satisfied well especially for

component pairs which contain Z. This is because of

uneven noise distribution and probably due to

geological structure in the mine region. We can

weaken this effect by averaging over the causal and

acausal information during the velocity estimation.

4.2. Estimation of Velocity Changes From Coda

Waves

We compare each three-day CCF with the refer-

ence traces, which are the averaged waveforms over

all CCFs at each combination of components. We

analyze time windows from ±20 to 50 s associated

with coda waves (the red rectangles in Fig. 4). To

measure the relative velocities according to the

reference traces, we use a stretching technique

(HADZIIOANNOU et al. 2009):

CC eð Þ ¼
r ftmp t 1 � eð Þð Þfref tð Þdt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r ftmp t 1 � eð Þð Þ
� �2

dt r fref tð Þ
� �2

dt

r ; ð2Þ
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where e is a stretching parameter, ftmp represents

temporal (three-day averaged) CCFs, and fref

describes reference trace. Note that the CCFs are time

windowed to focus on the coda part.

The stretching parameter (e) for the maximum

value of CC corresponds to velocity changes between

reference trace and trace of the day:

e ¼ DV

V
; ð3Þ

where V is the velocity for the reference trace and

DV is velocity difference at each temporal CCF

compared with the reference trace. Figure 5 presents

the obtained temporal velocity perturbation curves in

18 different combinations (9 components both causal

and acausal). Velocity changes for the causal part of

CCFs have higher correlation coefficients than the

acausal part, which is probably because we have

better illumination of noise sources from Czech

Republic’s mines (Fig. 1). There are also noticeable

differences in the range of velocity changes between

each component combination. Velocities with com-

ponent Z have the largest variations. These changes

have very weak correlation coefficients and might be

artifacts due to the influence of underground mining

tremors. By following HOBIGER et al. (2012), we

reduce this effect by estimating average velocity

changes DVaðsÞ and average correlation coefficient

CCaðsÞ using the expressions of

DVa sð Þ ¼
PN

k¼1 CC2
k sð Þ � DVk sð Þ

PN
k¼1 CC2

k sð Þ
; ð4Þ

CCa sð Þ ¼
PN

k¼1 CC3
k sð Þ

PN
k¼1 CC2

k sð Þ
; ð5Þ

where N is the number of component combinations

for causal and acausal parts and equals to 18 and s is

a measurement day. Figure 5b shows the averaged

velocity changes and correlation coefficients.

To validate the velocity changes, we estimate root

mean square error of the changes (WEAVER et al.

2011):

RMSerror ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � CC2

p

2CC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6

ffiffi
p
2

p
T

x2
c t3

2 � t3
1

� �

s

; ð6Þ

where T is the width of used wave periods, t1 and t2

are the start and end time of the time-window,

respectively, and xc is the central frequency of ana-

lyzed seismic wave. RMSerror informs whether

velocity changes are due to sources or due to medium

changes. The errors are small enough to accurately

estimate daily velocity changes (Fig. 5a, b).

4.3. Discussion of Velocity Changes Estimated By

Coda Wave Interferometry

In the Fig. 5b, we show the estimated average

seismic velocity changes from the coda waves and

the total seismic energy for events stronger than 104 J

(M = 1.2) per day. For interpretation, we divide the

velocity changes into three groups: from August 2 to

August 9, from August 10 to September 1, and from

September 2 to September 10.

In the first period, the velocity is lower with

respect to the reference CCF trace at the beginning

and gradually increases with date. Although we do

not have a clear conclusion about this behavior of the

velocities yet, we speculate that the ZM zone is key

to understand this velocity change. During this time

interval, the area ZM is very active, and most of

seismic events are related to this area. As we explain

later, when the area ZM is active, the velocities

between two stations apparently increase. To study

this phenomenon, we need more detail wavefields

sampling (i.e., denser station coverages).

In the second period, we have three relatively

large events (Events 1, 2 and 3; Fig. 3d). Event 1 is

the closest one to the direct path between the stations,

and we observe the clear reduction of the velocity.

Event 2 is not on the direct path, but because we use

coda waves, and mines are highly scattering media,

we still observe some decrease in the velocity. Note

that each dot in Fig. 5b shows the three-day average

relative velocities, and depending on the origin time

of the event, the velocity changes on the event day or

the next day. Although Event 3 is also large, the

b Figure 5
a Temporal velocity perturbations estimated for coda wave (for

time windows from -/?20 to 50 s in positive and negative times)

for all component combinations in conjunction with errors

calculated by Eq. 6. The positive DV means the velocity faster

than the reference velocity. b Relative velocity changes of coda

wave (dots) with reference to the energy of main seismic events

(blue bars). Days with gray background are free of exploitation.

Colorbar is common for (a, b)

1914 R. Czarny et al. Pure Appl. Geophys.



location of the potential damage area around the

epicenter may not be sampled well by coda waves.

Hence, we find almost no changes on average

velocity change curve (Fig. 5b). Using these recei-

vers, we can monitor the velocity changes in the area

(including the area of Event 2, but not Event 3).

Interestingly, the velocity slightly increases around

the date of Event 3. This might be because the

healing after Event 2. We also speculate that this

could be caused by the event (Event 3) in area ZM as

similar to the first period.

In the third period we do not observe considerable

velocity changes. It is probably because of all

intermediate-size events have epicenters in W3 zone

(Fig. 3d).

5. Conclusions

We discover seismic velocity changes during

underground coal mining using passive seismic inter-

ferometry with two seismometers. The multicomponent

analysis helps to stabilize the estimated velocity chan-

ges. The seismic velocities decrease when a large event

occurred close to the direct wave path between two

receivers used. Because we use coda waves, the sensi-

tivity of the velocity changes is larger than just on the

direct path of stations. The sensitivity relates to the

receiver location, noise environment, and local geology.

In this study, we show a potential to use a few sensors to

monitor the seismic activities and the ground response

of them. To understand the response of the events that

are far from the stations, we need to deploy more sen-

sors; therefore, the sensor location is important for the

monitoring.
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DUBIŃSKI, J., and Z. WIERZCHOWSKA (1973), Methods of calculation

of seismic energy for mining tremors (in Polish), Pr. GIG,

Komun. GIG, 591.(In Polish).
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