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Abstract We retrieve P diving waves by applying seismic interferometry to ambient-noise records
observed at Long Beach, California, and invert travel times of these waves to estimate 3-D P wave velocity
structure. The ambient noise is recorded by a 2-D dense and large network, which has about 2500 receivers
with 100 m spacing. Compared to surface wave extraction, body wave extraction is a much greater
challenge because ambient noise is typically dominated by surface wave energy. For each individual
receiver pair, the cross-correlation function obtained from ambient-noise data does not show clear body
waves. Although we can reconstruct body waves when we stack correlation functions over all receiver
pairs, we need to extract body waves at each receiver pair separately for imaging spatial heterogeneity of
subsurface structure. Therefore, we employ two filters after correlation to seek body waves between
individual receiver pairs. The first filter is a selection filter based on the similarity between each correlation
function and the stacked function. After selecting traces containing stronger body waves, we retain about
two million correlation functions (35% of all correlation functions) and successfully preserve most of body
wave energy in the retained traces. The second filter is a noise suppression filter to enhance coherent
energy (body waves here) and suppress incoherent noise in each trace. After applying these filters, we can
reconstruct clear body waves from each virtual source. As an application of using extracted body waves, we
estimate 3-D P wave velocities from these waves with travel time tomography. This study is the first body
wave tomography result obtained from only ambient noise recorded at the ground surface. The velocity
structure estimated from body waves has higher resolution than estimated from surface waves.

1. Introduction

Seismic interferometry, one type of cross-correlation analyses, is a powerful tool to extract Earth response
from passive data at the local and global scales [e.g., Curtis et al., 2006; Ruigrok et al., 2010; Nakata and
Snieder, 2011; Boué et al., 2014]. Using this technique, we can extract Green’s functions between receivers
[Lobkis and Weaver, 2001; Snieder, 2004; Wapenaar and Fokkema, 2006] and reveal velocity and attenuation
structures [e.g., Shapiro et al., 2005; Lin et al., 2009; Lawrence and Prieto, 2011], as well as monitor subsurface
media [e.g., Brenguier et al., 2008; Mehta et al., 2008; Mainsant et al., 2012; Nakata and Snieder, 2012].
Although the theory of seismic interferometry is not limited to either body or surface waves [Aki, 1957;
Claerbout, 1968; Wapenaar, 2004], surface waves are generally easier to extract with the technique because
they dominate the ambient-noise fields.

Despite successes of surface wave extraction, a few studies have found body waves. Roux et al. [2005]
retrieved P direct and Rayleigh waves from ambient noise recorded at Parkfield, California, and separated
them in the time-frequency domain. Draganov et al. [2009] created a 3-D seismic image using reflected
waves obtained from ambient noise and compared it with the image created from active sources. Nakata
et al. [2011] extracted both surface and body waves from ambient noise, which is mostly traffic-induced
noise, and created S wave images from reflected waves and inverted S velocities from surface waves that
correspond well with velocities used for imaging. Lin et al. [2013a] observed P waves after stacking over all
receiver pairs in an array at Long Beach that is adjacent to the one used in this study. Poli et al. [2012] found
reflected waves from the 410 km and 660 km discontinuities. Reflections at the global scale have also been
discovered by averaging correlation functions over many stations [e.g., Boué et al., 2013; Lin et al., 2013b;
Nishida, 2013]. Assuming homogeneous and isotropic media, Takagi et al. [2014] separately obtained body
and Rayleigh waves with three-component ambient-noise data. Under the assumption, their technique
works well and they successfully extract these waves from observed data, although the assumption is
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Figure 1. Map of receivers. The red dots show the
location of receivers, and the blue star indicates
the reference receiver used in Figure 3a. Receivers
inside the black circle are used for beamforming
analyses in Figure 5. The black cross indicates the
central receiver of the black circle. The red square in
the inset shows the location of the survey.

strict. In this study, we propose a robust technique to
extract body waves from ambient noise even if only
one-component data are available.

In this study, we employ signal-processing techniques
to improve the quality of retrieved body waves from
ambient noise recorded by a dense receiver network
at Long Beach, California, USA (Figure 1). The array
size is 8.5 × 4.5 km2, which is a challenging scale to
retrieve body waves since correlation functions computed
from ambient noise are contaminated by strong surface
waves. Our targets are P diving/refracted waves, and
the techniques proposed here are designed for extracting
these waves. Dense arrays are suitable for ambient-noise
tomography, as Mordret et al. [2013] and de Ridder and
Biondi [2013] obtained velocity structures at the reservoir
scale with Scholte waves (interface waves between fluid
and solid) reconstructed from ambient noise. Using the
adjacent array at Long Beach, Lin et al. [2013a] revealed
3-D shear-wave velocities from surface wave ambient-
noise tomography. However, none of them found
prominent body waves from cross-correlation functions
without averaging over many stations.

We expect that we can estimate higher-resolution
subsurface structure (particularly in depth) by using
body waves rather than surface waves because of their
higher frequencies and the shapes of their sensitivity
kernels [Dahlen and Baig, 2002; Zhou et al., 2004]. Thus,

in this study, we propose a technique to extract body waves from ambient noise that are suitable for
high-resolution P wave tomography. We first introduce the data set and initial virtual shot gathers. Then we
present signal-processing techniques to extract body waves for the shot gathers. Finally, we invert for 3-D
P wave velocity structures using travel time tomography with the extracted P diving waves and validate the
structures as well as estimate the spatial resolution of them using synthetic waveforms.

2. Ambient-Noise Data and Seismic Interferometry

Ambient-noise data were observed by NodalSeismic from January 2012 at Long Beach, California, and
continuously recorded ground motion for approximately 3 months. The array is uniquely dense (100 m
spacing) and large (2500 receivers) compared with other continuously recording arrays (Figure 1). The
receivers are velocity sensors (geophones) with 10 Hz natural frequency and record ground motion in
the vertical component only. The receivers are almost evenly distributed over an area of 8.5 × 4.5 km2

(with missing sensors in some regions). The sparse receivers in the southeastern region are caused by
Alamitos Bay.

Figure 2 shows absolute amplitudes of observed ambient noise at each receiver at different frequencies.
The amplitudes are averaged over 2 h of data at 2:00–4:00 P.M. local time on 17 January (Tue) 2012. The
amplitudes at the lowest frequency (Figure 2a) are more homogeneous over the array than at higher
frequencies. The stronger amplitudes in the south region are related to oceanic noise from the coastline. In
Figure 2b (4.0 Hz), strong energy is concentrated around the highway (Interstate 405) and around the bay in
the southeast region of the map; and in Figure 2c (10.0 Hz), the highway and local roads generate strongest
vibrations. The strong amplitudes in the northwest in Figure 2c are located around the Long Beach Airport.

In this study, we use 10 days of data recorded by all available receivers. We will demonstrate that the 10 day
data are enough to extract clear body waves for this survey. First, we downsample the data from 0.002 s
sampling to 0.03 s sampling to reduce the computational cost and focus on body waves up to 15 Hz. We
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Figure 2. Absolute amplitude of observed ambient noise averaged over 2 h (2:00–4:00 P.M. local time on 17 January
(Tue) 2012) in narrow-frequency bands centered at (a) 0.7, (b) 4.0, and (c) 10.0 Hz. Each dot represents each receiver.
Amplitudes are normalized at each panel.

then apply seismic interferometry by computing power-normalized cross correlation (cross coherence)
between receivers A and B in the frequency domain. This is given by

C(B,A, 𝜔) =
∑

t

ut(B, 𝜔)u∗
t (A, 𝜔)

|ut(B, 𝜔)||ut(A, 𝜔)| + 𝜖⟨|ut(A, 𝜔)||ut(B, 𝜔)|⟩ , (1)

where ut(A, 𝜔) is an ambient-noise record in the frequency domain 𝜔 observed at receiver A at time interval
t, 𝜖 a regularization parameter [Nakata et al., 2013], ⟨· · ·⟩ the ensemble average, and ∗ a complex conjugate.
Nakata et al. [2011] show that the power normalization is important for retrieving clear propagating waves
between receivers A and B from ambient noise and that cross coherence provides the phase of the approxi-
mated Green’s function. In this study, we use 𝜖 = 0.01, which is the smallest value needed to overcome the
potential instability of C(B,A, 𝜔) introduced by the division in equation (1). The length of the time interval
(t in equation (1)) is 30 min, and the time windows overlap each other by 75%. We sum 30 min correlation
functions over 24 h to create daily correlation. When we use a sufficient amount of data, C(B,A) represents
wave propagation from receiver A to receiver B, which means A becomes a virtual source. Therefore, by
computing equation (1), we can extract surface and/or body waves propagating between two receivers
from ambient noise. Figure 3a shows an example of shot gathers of C(B,A), in which A is one receiver
(the blue star in Figure 1) and B all other receivers. To plot the virtual shot gather, we average daily corre-
lation functions over 10 days and sort the traces by offset between the virtual source and each receiver
(not depending on azimuth). In Figure 3a, although we can reconstruct surface waves with apparent wave
speeds between 0.4 and 0.9 km/s, we cannot find clear coherent signals faster than 1.5 km/s (i.e., P waves).
The reason why only surface waves are visible in Figure 3a is that surface wave energy dominates the
observed ambient-noise data, but body waves are weak compared with other signals.

In Figure 3b, we combine all virtual source gathers to enhance the signal-to-noise ratio (SNR) of body waves.
We stack correlated waveforms over all receiver pairs into 50 m offset bins. The number of daily correlations
in each bin is shown by the gray line in Figure 4, which indicates that we stack over a tremendous number
of daily correlations to construct each trace in Figure 3b. In contrast, only 10 daily correlations are averaged
to plot each trace in Figure 3a. In Figure 3b, we obtain clear body waves that propagate faster than 1.5 km/s
(as expected from Lin et al. [2013a]). Because the wave starts propagating at roughly zero time and
because the apparent velocity of the wave increases with further offsets, we assume that this reconstructed
wave is a P diving wave. Note that S wave velocities shallower than 1.0 km depth are much slower than
1.5 km/s at the survey area [Dahlke et al., 2014], and hence the obtained waves are not S diving waves. In
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Figure 3. (a) Example of virtual shot gathers constructed from 10 days of ambient-noise data. The virtual source is at
the blue star in Figure 1. Trace numbers are sorted by distance from the virtual source. Note that the distance between
each trace pair is not constant. The frequency range is from 0.5 to 15.0 Hz. (b) Binning-stacked cross-correlation gather
over all virtual shot gathers based on offsets of receiver pairs. The size of each bin for this spatial stacking is 50 m. The
frequency range is the same as Figure 3a. (c, d) Shot gathers shown in Figures 3a and 3b, respectively, after applying
Gaussian-shape time windows. Signals slower than 1.1 km/s and faster than 6.0 km/s are muted by the windows. The
white dashed lines in all panels indicate travel times with constant velocities with an assumption of straight raypaths.

this study, we use the term “diving wave” instead of “refracted wave.” Readers can consider diving waves as
being continuously refracted due to velocity contrasts. As we show later, the survey region does not have
the sharp velocity contrast needed to produce clear critical refraction.

Figure 5a shows the amplitude spectra of the stacked correlation functions shown in Figure 3b in the
frequency-wave number (FK) domain after computing a double Fourier transform. Between 2 and 4 Hz,
the fundamental and first higher modes of surface waves propagate faster and slower than 2.0 s/km,
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Figure 4. Number of traces before (gray) and after (black) the selection
filter based on second correlation at each bin. The gray line shows
the number of traces stacked for Figure 3b. The red line (right axis)
illustrates the adoption rate of selected traces.

respectively. Body waves propagate with
much faster velocities and the frequency
contents of these waves are mostly
higher than 3 Hz. In Figures 5b–5g,
we beamform correlation functions
based on the plane-wave assumption
(Bartlett spectral estimation) [Johnson
and Dudgeon, 1993]. The locations of
high amplitudes indicate propagating
directions of strong coherent plane
waves and their horizontal slownesses.
For beamforming, we use correlation
functions between the receiver at the
black cross and all receivers inside the
black circle in Figure 1; therefore, we
beamform the coherent energy of
ambient noise between receivers. At
1.0 Hz, strong surface waves come from
south-southwest, and then the direction
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Figure 5. (a) FK amplitude spectra computed from the stacked cross-correlation gather (Figure 3b). The dashed white lines show the constant horizontal
slownesses, and the unit of the label of each line is s/km. (b–g) Amplitude spectra in the horizontal slowness domain at each frequency computed by
beamforming based on plane-wave projection. The wave number is equivalent to the slowness multiplied by the angular frequency. The frequency on the top
of each panel shows the center frequency, and the spectra are averaged over ±0.06 Hz around the center frequency. The white circles show constant slownesses
(see Figure 5b). Amplitude spectra in Figures 5b–5g are obtained from the wavefields, which are computed by the cross correlation between the receiver shown
by the black cross in Figure 1 and all other receivers inside the black circle in the same figure. Therefore, the direction of waves illustrated in Figures 5b–5g is the
direction of incoming waves from the receiver highlighted by the black cross in Figure 1 (see Figure 5b). Warm colors represent high amplitudes.

shifts to west at higher frequencies. In Figures 5c and 5d, two prominent waves propagate from the same
direction, which also indicates that these waves are the fundamental and first higher modes. Although the
dominant direction is west in Figure 5d, energy comes from a variety of directions (see the bright rings
around 1.5 s/km). In Figure 5e, although two rings related to different modes are still observed, the spectra
are contaminated by spatial aliasing, which becomes stronger with higher frequencies (Figures 5f and
5g). Strong energy comes from the Long Beach airport (northwest) and the highway (north-northwest) in
Figure 5g. Because their aliases exist inside the 1.0 s/km circle, we cannot find clear body wave energy from
beamforming analyses.

Although this observation of body waves in Figure 3b is interesting, we cannot yet directly use the waves
for tomography studies to estimate 3-D velocity structure because the waves in Figure 3b have poor spatial
information. Thus, we use stacked correlation functions as a reference to retrieve body waves between each
pair of receivers.

3. Retrieval of Body Waves

For obtaining high-resolution spatial information of the subsurface, we need to extract body waves between
each pair of receivers (i.e., from individual virtual shot gathers such as the gather in Figure 3a). We employ
two steps to isolate body waves contained within the individual cross-correlation functions.

3.1. Selection Filter
First, we select daily correlation functions which contain relatively strong body wave energy. For the
selection filter, we use daily correlation functions instead of 10 day functions because we want to retain
as many receiver pairs as possible. For this selection, we use body waves in Figure 3b as a reference. After
computing equation (1) and obtaining daily correlation functions, we can roughly approximate the arrival
times of diving P waves. To isolate body waves and mute surface waves, we apply a time window with
Gaussian-shape tapers to each daily correlation and stacked correlation to suppress signals slower than
1.1 km/s and faster than 6.0 km/s (Figures 3c, 3d, and 6a). We then compute a second cross correlation
between each daily correlation in Figure 3c and the corresponding trace in the bin of the appropriate

NAKATA ET AL. ©2015. American Geophysical Union. All Rights Reserved. 1163



Journal of Geophysical Research: Solid Earth 10.1002/2015JB011870

Figure 6. The same virtual shot gather as in Figure 3c after applying a (a) bandpass filter, (b) trace selection, and the (c) noise suppression filter. Note that the
time interval for this figure is different from Figure 3c. The frequency range for all panels is from 3.0 to 15.0 Hz. The white dashed line shows the arrival time of a
traveling wave with the apparent velocity of 1.5 km/s. The number of traces reduces after the trace selection.

distance in Figure 3d. If the maximum value of the second-correlation function is larger than 0.5, we keep
the daily correlation. The value of 0.5 is subjectively determined based on trial and error with this data set.
To seek the maximum value, we use not only zero time lags but also all time lags of second-correlation
functions because the maximum values may not be at zero lag due to lateral heterogeneity of velocities.
After this procedure, we retain about 35% of traces (Figure 4), all of which include strong body waves.

Figure 7 shows stacked waveforms over all retained and discarded correlation functions at a bin of distance
3.0 ± 0.025 km. As shown in Figure 3b, most of the body wave energy is concentrated in a time interval
of 1.3–1.9 s. To confirm that we can successfully isolate the traces with strong body wave energy with the
second correlation, we compute SNR, which is defined as the average RMS amplitudes between 1.3 and 1.9 s
divided by the average RMS amplitudes between 0.0 and 4.5 s; SNR for the retained trace in Figure 7 is 3.3,
and that for the discarded trace is 1.3. Therefore, we can identify traces with coherent body wave energy
based on the second correlation. The discarded trace in Figure 7 still has body wave energy in 1.3–1.9 s, but
the SNR of these body waves before stacking is too small to use. In Appendix A, we show that this selection
filter does not introduce biases for travel times of body waves.

Figure 6b shows the virtual shot gather after applying the selection filter to the gather in Figure 6a. Although
the number of traces reduces after applying this filter, we retain body waves propagating faster than
1.5 km/s. With this filter, the body waves become more coherent over the traces. For display purposes, we
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Figure 7. Stacked waveforms over all (original; blue),
retained (red), and discarded (black) cross-correlation func-
tions after the selection filter at a bin of distance 3.0 ± 0.025
km. In this bin, retained traces are about 38% of all traces
(see Figure 4). The frequency range is from 3.0 to 15.0 Hz.
The amplitudes are normalized by the energy of each wave-
form and have no unit because of the power normalization
in equation (1). The target time interval for body waves is
around 1.3–1.9 s (highlighted by the black horizontal line).

average multiple daily correlation functions at
each receiver pair in Figure 6b, but we apply
the following noise suppression filter to daily
correlation functions without averaging.

3.2. Noise Suppression Filter
We further improve the SNR of body waves by
using a noise suppression filter. This second
step involves an adaptive covariance filter (ACF),
which is designed for ambient-noise analysis.
It extracts coherent energy and suppresses
unwanted noise from correlation functions while
assuming that the target signals are coherent and
noise is incoherent. In the selection filter, we seek
the maximum correlation values across all time
lags. Therefore, in each bin, body waves of the
selected correlation functions at one time lag are
coherent over all traces (i.e., body waves arrive
almost the same time). Then we apply the ACF
to traces at each time lag in each bin to improve
the SNR of body waves for tomography. The ACF
measures the coherent energy between all trace
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shot gather in Figure 6c. The blue star indicates the
location of the virtual source and each dot the loca-
tion of receivers. The black dots represent receivers
which are discarded during the trace selection for
this virtual source. The black circles show distance
(every kilometer) from the virtual source.

pairs and suppresses incoherent power in each trace. The
filter uses N(N − 1)∕2 relative comparison rather than
N observations, which yields results with higher SNR. In
Appendix B, we detail the construction of the filter.

Figure 6c shows the virtual shot gather after applying
the two filters, and we now find clear P diving waves. The
diving wave propagates with a velocity of approximately
2.0 km/s, and, as we expect, the apparent velocity
increases with distance from the virtual source. Note that
each trace in Figure 6c is computed from a single receiver
pair, and we successfully retrieve body waves between
individual pairs. By repeating these processing steps, we
can extract body waves propagating from each virtual
source. One can use these body waves for any kind
of imaging and monitoring purposes. Here we apply
travel time tomography to estimate 3-D P wave velocity
structure.

3.3. Travel Time of Body Waves
We pick the arrival times of P diving waves from Figure 6
and show them in map view in Figure 8. Our picks are
based on the positive peak amplitude of waves rather
than the first break. Because we do not compute a time
derivative in equation 1 to extract Green’s function,
the virtual source is a delta function in space and time.
Therefore, the peak amplitude of correlation functions
indicates the arrival times. Even when we consider a finite
frequency bandwidth, the time of the peak amplitudes
of the waves still corresponds to the arrival times of the
waves. Although for most of traces we can simply choose
the time of the maximum amplitude of P diving waves to

find the arrival times, some traces have strong side lobes due to the effects of the finite frequency band-
width. Therefore, we also visually compare waveforms at nearby stations to find accurate arrival times. For
stations that have larger than 4 km offset, we observe two P diving waves (see Figure 3b; we explain about
these waves below), and we choose the arrival times of the faster diving waves.

In Figure 8, the locations of the colored dots show the spatial distribution of retained traces, and the
locations of the black dots show the distribution of discarded traces. Figure 8 indicates that the retained
traces have no obvious directionality, which means body waves come from a wide range of azimuths.
Because we use amplitude-normalized cross correlation (equation (1)) and ACF, relative amplitudes of
extracted body waves in Figure 6c may not be the same as the azimuthal strength of original body waves.
Although finding the source of the body waves is beyond the scope of this study, we speculate that the
source is cultural noise distributed everywhere inside and outside the array. In the next section, we apply
travel time tomography to picked arrival times to estimate P wave velocities.

4. Body Wave Tomography

After we extract body waves from each virtual shot gather and estimate arrival times for these waves, we
have about two million travel times. With these travel times, we implement body wave tomography based
on Hole [1992]. For the tomography, the grid size is 25 m × 25 m × 25 m, and the size of the model space
is 6 km (Easting) × 11 km (Northing) × 1.5 km (depth). Figure 9 shows vertical and horizontal slices of the
inverted 3-D P wave velocity structure. Because we do not have any information about the velocities at the
survey area, we first construct a simple starting model, which linearly increase from 1.5 km/s at the surface
to 3.0 km/s at 1.5 km depth, and update the 1-D velocity model during the iteration.

After several iterations (6–13 iterations), we laterally average inverted velocities and construct a new starting
1-D velocity model. Then we start the next iteration with the new starting model to avoid falling into a
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Figure 9. Vertical and horizontal slices of inverted P wave velocity cube. (a–c) Slices shift shallower, east, and north. The magenta lines show the location of
slices, and the depths of horizontal slices are 0.17, 0.40, and 0.90 km. (d) Velocities are detrended by subtracting the horizontally averaged 1-D velocities. The
color map is valid for Figures 9a–9c, where blue indicates velocities faster than the velocity at the corresponding depth in Figure 9d. The shaded areas in the
velocity slices are poor ray coverage areas (see Figure C1). The black lines in Figure 9c show the portions of the surface location of the Newport-Inglewood fault
[U.S. Geological Survey and California Geological Survey, 2006]. The origin of the local coordinate in this figure (Easting = 0 km and Northing = 0 km) is the
southwest corner in Figure 1.

local minimum in the model space. Figure 10a shows average RMS errors. When we update the 1-D model
(at iterations 6, 16, 29, 42, and 55), the RMS error increases. After the 1-D velocity model converges, we
update lateral velocity heterogeneities. Figures 9a–9c show P velocity perturbations relative to the best fit
1-D velocity (Figure 9d). To obtain stable velocities, we smooth the inverted velocities with a 3-D Gaussian
function at each iteration. The size of the smoothing operator changes during iterations, and the final size
(used in Figure 9) is 5 cells × 5 cells × 3 cells. The total raypaths used in Figure 9 is 1,896,663, and the number
of rays in each cell is shown in Figure C1. Based on the ray coverages, diving waves reach down to 1.1 km
depth (the largest offset we can find body waves is 8.6 km).

Figure 10a shows that we reduce the RMS errors during iterations. Based on the inverted velocities in
Figure 9, we compute RMS errors between synthetic and observed travel times at each station (Figure 10b).
The RMS errors are averaged over all raypaths at each station. At the edge of the array and the regions
where receivers are sparse, the errors are relatively large. Overall, the errors are around 2–3%, which is small
enough to interpret lateral and vertical velocity heterogeneities in Figure 9.

The high velocity anomaly in the south region in the horizontal slice of Figure 9c can be related to the
Newport-Inglewood fault (the black line in Figure 9c), as imaged from surface waves [Lin et al., 2013a; Dahlke
et al., 2014]. The fault is not very obvious in the other horizontal slices, which is caused by the complexities
of the fault zone. Based on the 2010 Geologic map of California (http://www.quake.ca.gov), the fault at our
survey area is concealed by younger rocks. Based on Shaw et al. [2002], we speculate that the northwestern
high velocity zone at the depth of 400–500 m (e.g., see the horizontal slice in Figure 9b) corresponds to the
top of the base Quaternary surface. Our velocity cube is reasonably consistent with results from an active
survey, and we find similar velocity structures especially in the north part of the survey (D. Hollis and M.
Padgett, personal communication, 2014).
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Figure 10. (a) RMS errors at each iteration. The RMS error is the mean of deviations of all travel times from observed
travel times (e.g., Figure 8). The deviations are normalized by the observed travel times (|tsyn − tobs|∕tobs, where tsyn and
tobs are synthesized and observed travel times, respectively). We update the 1-D velocity model at iterations 6, 16, 29, 42,
and 55. (b) Final RMS error of travel times at each station. The travel times used for the RMS error is computed from the
velocity model in Figure 9 from the observed travel times (e.g., Figure 8).

Dahlke et al. [2014] also find the northwestern high velocity zone using surface wave tomography, but their
high velocity zone is much lower resolution than the structure shown in Figure 9. Also, the high velocities
around the fault are not obvious. Note that by using body waves, we obtain spatially higher resolution
velocity structure compared with surface wave tomography [e.g., Lin et al., 2013a; Dahlke et al., 2014]. To
assess the spatial resolution better, Appendix C shows the checkerboard tests. We successfully reproduce
checkers with the size of 500 m × 500 m × 250 m.

To estimate the reliability of the velocity model in another way, in Figure 11, we compare the synthetic
wavefields obtained from the inverted 1-D velocity model (Figure 9d) with the stacked cross-correlation
gather (Figure 3b). We compute the synthetic wavefields using 2-D finite-difference acoustic wave modeling
with the laterally constant velocity model given by the 1-D P wave velocities (Figure 9d). Compared with the
observed wavefields (Figure 11a), we can reconstruct similar synthetic waves (Figure 11b). Waves (1)–(3) in
Figure 11b are identical to those in Figure 11a. Although the arrival times of waves (1) and (2) in Figure 11b
are almost the same as the times in Figure 11a, the times of wave (3) are slightly later in the synthetic
wavefields, which is probably caused by the relatively poor resolution of the diving-wave tomography in
the near surface (down to 75 m). According to the synthetic waves, wave (3) is the trapped wave in the near
surface (down to 75 m), wave (2) propagates down to the depth of 0.6 km, and wave (1) travels deeper than
0.9 km at far offsets. These similarities of waveforms emphasize the reliability of our inverted velocity model.
In addition, the similarities between the synthetic and observed wavefields indicate that we can apply
some waveform inversions [e.g., Luo and Schuster, 1991; Kamei et al., 2012] to the extracted body waves to
estimate even higher-resolution velocities.

Furthermore, this synthetic test explains the kinks of the stacked wavefields (highlighted by (4) and (5)
in Figure 11). We apply a velocity filter in the FK domain to wavefields in Figure 3b to isolate waves that
propagate with velocities between 2.3–7.0 km/s (Figure 11c). The filtered wavefields can be separated into
three parts: waves before (4), between (4) and (5), and after (5). Compared with the travel times of theoretical
reflected waves (the blue and red lines in Figure 11d), these three parts are related to the waves propagating
at depths shallower than 0.6 km, between 0.6 and 0.9 km, and deeper than 0.9 km, respectively. We calculate
RMS velocities [Yilmaz, 2001] to estimate the theoretical travel times. Because of the existence of multiple
waves and the mild velocity contrasts at 0.6 km and 0.9 km, the reflected waves are difficult to identify,
especially at the near offset.
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Figure 11. (a) Bandpassed (3.0–10.0 Hz) and time-windowed cross-correlation functions after Figure 3b. The time
windows mute signals traveling slower than 1.3 km/s and faster than 3.0 km/s. (b) Synthetic wavefields computed by
2-D finite-difference acoustic wave modeling with the velocity model shown in Figure 9d. (c) Bandpassed (3.0–10.0 Hz)
and velocity-passed (2.3–7.0 km/s) cross-correlation functions after Figure 3b. To mute the noise around zero time lag,
Gaussian-shape filters are applied. (d) Annotated figures after Figure 11c. The red and blue lines indicate the arrival times
of reflected waves from the interface at depths of 0.6 km and 0.9 km, respectively (Figure 9d). Three white lines in all
panels show arrival times of waves with constant velocities of 2.5, 2.0, and 1.5 km/s (Figure 11d). Each arrow highlights
waves which are discussed in the main text.

5. Conclusions

We retrieve body waves which propagate between single pairs of receivers from ambient noise recorded by
a local-scale dense array. To extract body waves, we use two steps of signal processing: selection of traces
based on maximum absolute values of the second correlation and the noise suppression filter (ACF). With
this technique, each trace in virtual shot gathers clearly shows P diving waves. We discard more than half of
all correlation functions, and we successfully retain body wave energy at about two million pairs of receivers.
Because we use the stacked waveforms over all virtual sources as a reference to seek body waves, we need
to reconstruct clear body waves in the stacked waveforms. Therefore, dense receiver arrays are suitable for
this technique, but one can apply it to any array since the proposed technique is robust across all survey
areas and scales.

After extracting body waves, we apply travel time tomography to estimate 3-D velocity structure, which is
the first P wave velocity structure with reasonably high resolution obtained from ambient noise observed at
the free surface. The usage of body waves is not limited to travel time tomography. Since we preserve the
waveforms of body waves during the procedure proposed here, waveform inversions are also interesting to
apply. Due to the dense network, rays cover the entire area well, and we can invert 3-D velocity structures
with sufficiently small RMS errors. The velocities obtained from body waves are much higher resolution than
those from surface waves. This process is one type of target-oriented seismic interferometry and is useful for
estimating high-resolution velocity structure and imaging.
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Figure A1. Stacked waveforms using different reference traces for second cross correlation; (a) the trace used in
Figure 7, (b) same as Figure A1a with 0.24 s time shift, (c) stacked trace over all traces in a bin at 4.0 ± 0.025 km, and
(d) band-limited white noise. The frequency range is the same as Figure 7. The percentages on the top left are the ratio
of retained traces. The blue lines are the same for all panels.

Appendix A: Robustness of the Selection Filter

To confirm that our second cross correlation correctly retains traces without biases, we perform several tests.
For the second correlation, we need a reference waveform. In the main text, we use the binning-stacked
waveforms as a reference (Figures 7 and A1a), and in this Appendix, we employ other reference waveforms
to show the robustness of the selection filter.

First, we use the same stacked waveforms as used in Figure A1a, but we apply 0.24 s time shifts. If the arrival
time of body waves in the retained traces computed with the time-shifted waveform is also shifted, the
selection filter introduces a bias to extract body waves. Figure A1b shows, however, that we can extract
almost the same body waves as shown in Figure A1a without any time shifts. Because we use the reference
which is not the most suitable one, the number of retained traces reduces (38% → 30%). When we use the
binning-stacked trace at 4.0 km instead of at 3.0 km, we can still isolate body wave energy (Figure A1c) due
to the similarity between the traces at 3.0 km and 4.0 km. The quality of the filter reduces, and we can find
only 60% of traces compared to Figure A1a. When we use band-limited white noise as a reference, very few
traces are selected and we cannot isolate any body wave energy as expected (Figure A1d).

From these tests, we find almost no time shifts of body waves in retained traces. Therefore, we confirm
that we do not introduce any biases caused by the selection filter and successfully retain traces containing
stronger body waves.

Appendix B: Adaptive Covariance Filter

The adaptive covariance filter (ACF) is a noise suppression filter that enhances coherent signals over all
traces. This filter is not limited to extracting body waves, as we can also use it for finding surface waves. Here
we introduce the ACF with an example. Figure B1a shows the wavefields after the selection process (at time
lag of the maximum value of the second correlation 0.00 ± 0.015 s and bin 3.00 ± 0.025 km). By applying
seismic interferometry to ambient noise, we try to extract coherent energy between two stations. The
coherent energy is, for example, related to surface and/or body waves propagating between two stations.
Because the coherent energy is usually weak, we average cross-correlation functions over long time periods
or many station pairs (mean stacking). For example, we can average over all traces in Figure B1a to enhance
body waves around 1.6 s. Instead of mean stacking, we suppress incoherent noise using ACF to avoid
averaging over many station pairs, which reduces spatial resolution (e.g., Figure 3).
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Figure B1. Example of noise suppression filters. (a) Prefilter and (b–d) adaptive covariance filtered wavefields at a bin of
distance 3.0 ± 0.025 km with the same time lag (time lag is equal to zero) for the second cross correlation. We use 0.9 s
time windows with 90% overlap for all panels, and harshnesses are g = 1.5 (Figure B1b), g = 0.2 (Figure B1c), and g = 10
(Figure B1d). (e) Wavefields shown in Figure B1a after applying the adaptive polarization filter (0.9 s time windows with
90% overlap and g = 2.0). The red trace depicts the waveforms at trace number 65.

The ACF is based on the adaptive polarization filter [Samson and Olson, 1981; Du et al., 2000] and suppresses
noise that is not coherent over a data set. Data sets contain multiple time series obtained from different time
intervals or station pairs. When xi(t) represents ith time series (each trace in Figure B1a), the filtered signals
(x′i (t)) are given by [Samson and Olson, 1981; Du et al., 2000]

x′i (t) =
1

2𝜋 ∫
∞

−∞
pg(𝜔)xi(𝜔)ei𝜔td𝜔, (B1)

where xi(𝜔) = ∫ ∞
−∞ xi(t)e−i𝜔tdt, p(𝜔) is the filter, and g is a positive number that adjusts the filter harshness.

To obtain p(𝜔), we first compute a cross-spectrum matrix,

Sij(𝜔) = xi(𝜔)x∗j (𝜔), (B2)

where ∗ is the complex conjugate. The matrix Sij(𝜔) is equivalent to the temporal covariance matrix. At each
frequency, the filter is given by

p(𝜔) =
∑N

i

∑N
j Sij(𝜔) −

∑N
i Sii(𝜔)

(N − 1)
∑N

i Sii(𝜔)
, (B3)

where N is the number of total traces (N = 135 in Figure B1). When the observations are completely
dissimilar,

∑N
i

∑N
j Sij(𝜔) =

∑N
i Sii and p(𝜔) = 0. If the observations are identical,

∑N
i

∑N
j Sij(𝜔) = N

∑N
i Sii and

p(𝜔) = 1. Therefore, p(𝜔) is between 0 and 1, and represents the coherency among traces. Because the
filter p(𝜔) is independently constructed at each frequency, we can suppress both broadband and
narrowband noise by using the ACF.

Following the suggestion of Samson and Olson [1981], we apply running time windows to wavefields and
separately apply the filter at each time window. Due to the short-time windows, the ACF is sensitive to
temporally localized noise. To avoid truncation errors, we apply a Hanning taper at each short-time window.

Figure B1b shows the same wavefields as shown in Figure B1a after ACF with the best parameters, which
are chosen by trial and error based on a visual inspection. The ACF has three parameters (length of time
windows, overlap of time windows, and the harshness), and here we choose 0.9 s windows, 90% overlap,
and g = 1.5. The length should be short enough to isolate temporal noise but long enough to preserve
low-frequency signals. More overlaps make outputs less sensitive to the starting and ending samples of time
windows [Welch, 1967]. When g is small, incoherent noise has a higher chance to pass the filter (Figure B1c),
and when g is large, the filtered signals are strangely normalized (Figure B1d) or the wavefields sometimes
become discontinuous.
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Figure C1. Number of rays at each cell for the travel time tomography without smoothing. The locations of horizontal
and vertical slices are the same as those in Figure 9.

The filter (equation B3) is slightly different from the polarization filter, p(𝜔)=
{

Ntr
[
S2(𝜔)

]
− (tr [S(𝜔)])2} ∕{

(N − 1) (tr [S(𝜔)])2}, where S(𝜔) is the matrix form of equation (B2) and tr is the trace of matrix [Samson
and Olson, 1981]. Our filter more severely damps frequencies that exhibit the most scatter. In Figure B1e, we
show the wavefields after applying the adaptive polarization filter with the best parameters (0.9 s window,
90% overlap, and g=2.0) [Samson and Olson, 1981; Du et al., 2000]. The polarization filter also enhances
the body wave signals (1–2 s in Figure B1e), but the signal-to-noise ratio is lower than the covariance filter
(compare the amplitudes of noise after 3 s in Figures B1b and B1e). The strong amplitudes around time 0 s
are caused by inaccurate determination of the variance [Du et al., 2000].

Appendix C: Ray Coverage and Checkerboard Test

Figure C1 shows the number of rays in each cell for the tomography in Figure 9. Note that we do not apply
any smoothing to show the numbers in Figure C1, and for tomography, we use a 3-D Gaussian function for
smoothing (5 cells × 5 cells × 3 cells). At the center of the survey area, we have good ray coverage, even at
the deepest horizontal slice.

We conduct 3-D checkerboard tests to assess the resolution of our travel time tomography. We add spatial
sinusoidal velocity perturbations (maximum 5%) to our final 3-D velocity model (Figure 9). Two sizes of
checkers are employed for the tests: 500 m × 500 m × 250 m (Figure C2a) and 800 m × 800 m × 400 m
(Figure C2b). We estimate the travel times between each receiver pair for the velocity model with pertur-
bations using the forward modeling used for the tomography, and then invert velocities using the velocity
model shown in Figure 9 as a starting model. To take into account the errors of the travel time estimation
in the real data, we add random travel time errors after the forward modeling. Based on the RMS errors in
Figure 10, we use random errors based on a normal distribution with standard deviation of 2% travel time at
each receiver pair.

Figures C2c and C2d show the inverted velocity perturbations for the small and large checkers, respectively.
We reproduce well the patterns of checkers in the almost entire unshaded areas. Therefore, the resolution
of our tomography is at most 500 m in the horizontal direction and 250 m in the vertical direction down
to 1.1 km depth at the center of the survey. Some reproduced checkers at the edges of the survey area in
Figure C2c are resolved well in one direction due to the directionality of the majority of raypaths (e.g., at
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a)

d)c)

b)

Figure C2. (a, b) Checkers for checkerboard tests and (c, d) their inverted results. The size of checkers in Figures C2a and C2c) is 500 m × 500 m × 250 m, and
that in Figures C2b and C2d) is 800 m × 800 m × 400 m. The background velocity is the inverted P wave velocity cube (Figure 9), and the maximum velocity
perturbation is 5%. The locations of horizontal and vertical slices and the shaded areas for all panels are the same as those in Figure 9.

the northeast corner of the deepest horizontal slice). Note that checkers in Figure C2d are less directional.
With these tests, we confirm that we have high resolution for inverting P wave velocities using the extracted
body waves.
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