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Abstract—We consider a multi-hop wireless network with The effect of transmission radius can be understood as
a connection-oriented traffic model and multiple transmission fgllows. A smaller transmission radius of the nodes causes
channels that can be spatially re-used. In such a network the |agq jnterference on each hop but the calls have to hop through

gf;gmjgs p())rr? béb)'“%eoihzncnagll g‘:;igr:;iﬁ 2Cﬁ2%1ne;naeq(%?sthemany nodes to reach the destination. As the same call is served

transmission radius of the nodes which affects the network link DY many nodes along the route, multi-hopping increases the
structure. In this work, we study these two aspects for simple internal load in the network. In contrast, a larger transmission

wireless networks. Specifically, we develop blocking probability radius reduces the number of hops of a call but increases the

analysis for a wireless line and grid network and explore the ;ieference constraints at each hop. One of the contributions
tradeoff between transmission radius and blocking probability . . - . . . .
for multi-hop calls. We show that for a line network a larger of this paper is to examine this tradeoff in relation to its

transmission radius can substantially reduce the blocking prob- €ffect on blocking probability. For analytical simplicity we
ability of calls, while for a grid network with a more dense focus on two topologies: the line and the grid network. First,

node topology using a smaller transmission radius is better. we present an exact blocking probability analysis for a single
We, then, investigate various channel assignment schemes andspannel wireless line network. We, then, construct a model to

present a novel non-rearranging channel assignment algorithm . S .
for multi-hop calls in a general network. Our algorithm efficiently compute the blocking probability in the multiple channel case

incorporates spatial channel re-use and significantly reduces call for the random channel assignment policy. Using the formulas
blocking probability when compared to other algorithms. obtained, we show that in a line network a larger transmission

Index Terms—Blocking probability, dynamic channel as- radius reduces the blocking probability of calls; whereas, for
signment, transmission radius, wireless networks, connection- & grid network with an underlying more dense node topology
oriented traffic, multi-hop calls, wireless interference, quality of we show that it is more desirable to use a smaller transmission
service. radius. This suggests that for sparse networks the increase in

the internal load due to multi-hopping contributes significantly
I. INTRODUCTION to call blocking whereas for denser networks the increase in

MULTI-HOP wireless network is a cooperative networkhe interfering neighboring nodes due to a larger radius is

where data streams may be transmitted over multipfe significant limiting factor. Recently there has been work
wireless hops to reach the destination. The network lifk1 throughput analysis addressing the issues of interference,
structure depends on the transmission radius of the nodes Bhdti-hop transmissions and node mobility [14], [16]. The
can be adjusted by varying the transmission power. In th¥ork in [14], [16] allows queueing of data and analyzes the
work, we consider such a network without node mobility anthroughput of the network under different interference and
with a connection-oriented traffic model. We consider multipl@obility models. However, these objectives and the traffic
channels that can be spatially re-used and each new calFl@racteristics are very different from what we consider in
assigned a channel, if available, for the entire duration ti@is paper.
call is aCtiVé. The wireless interference and traffic models are F|na||y we also address the issue of dynamic channel

explained in detail in the next section. Finally for the abOV&ssignment to the incoming calls in a general network for a
network, our goal is to investigate the effect of transmissigiked network link structure (i.e. given the transmission radii of
radius of the nodes and the channel assignment schemeyfinodes). For multi-hop calls a channel must be allocated on
steady state call blocking probability. Some of the recent wolgch hop such that the wireless constraints are satisfied. Here
on other QoS issues such as routing in multi-hop networlffe develop a novel non-rearranging algorithm that spatially
includes [1], [2], [3], [3]. re-uses the channels in an efficient manner. Using simulations
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non-conflicting channels must be allocated on the wireless ®
links along the source-destination path. Another difference T, A
between the two networks is that a cellular network has a
regular structure which makes the set of interfering cells fixed;
whereas in a multi-hop wireless network the set of interfering
nodes depends on the node topology and their transmission
radii.

Steady state blocking probability is an important and widely

| S &

. : e . T, N Ry,
studied performance metric for communication networks in 4., 27X Ry
general. In wireless cellular networks the work includes [10], '
[13] and focuses on a cellular network architecture. In all-  Transmission circle of T Transmission circle of R

optical networks the work includes [17], [18] where the goal is

to study the blocking probability behavior with limited numbeFig. 1. Interference model for a bi-directional transmissién< R).
of available wavelengths. Finally, there has also been extensive

work on blocking probability in traditional wire-line networks
with limited link capacities, [8], [9].

The rest of the paper is organized as follows. In Section , X
we describe the system model. Section Il presents blocki gsucgessful, ”e,'gh_bors of nodfeand nerR must ne|t'her
probability analysis for a line network. Section IV consider_gr nsmit nor receive in channel A_ node is Igbe_:lednactlv_e
the effect of transmission radius on blocking probability in q channely if it is n(_)t mvolvec_l n trqnsm|_SS|0n/re_cept|on
line and a grid network. In Section V, we present channl that channgl an(;hct_lve otherwise. With this notation, we
assignment algorithms and simulation results that compdgt the following spatial channel re-use constrafiu a bi-

their performance. Finally, Section VI concludes the paper. irectional call T « R to0 be successful iny, neighbprs
P y hap of nodeT excluding R and neighbors of nodé& excluding

T must be inactive This “idealized” model approximates
realistic interference assumptions and is commonly used in the
We consider a wireless network whose node topology dostsidy of wireless networks [1], [14], [15]. Figure 1 illustrates

not change over time and the nodes in the network transraisingle hop bi-directional data transfer between nddesd
with equal power using an omnidirectional antenna. R in channely. NodesT and R cannot service any other call
Interference ModelWe assume a disk model of interferin channely. Neighbors of nodd” (T3, T3) and neighbors of
ence. Let the transmission radius of a node, Bape defined R (R, R2) must be inactive while call’ < R is active. In
as the radius of a circle centered&tsuch that, (a) outside the figure, all data transfers marked’‘must not take place
this circle there is no interference from the signal transmittédr call 7' < R to be successful.
by T" and (b) within this circle there is complete interference Traffic Model: We consider a connection-oriented model
of the signal transmitted by" with other ongoing signal wherein the arriving calls require a dedicated channel on each
reception. We also assume that without any interference frdrap along the path. These channels are held up while the
other nodes, the signal transmitted by n@dean be perfectly call is in progress and released at the end of the call. The
received within its transmission radius. A diregireless link main purpose of such a model is to study systems in which
(or simplylink) exists between any two nodes if they lie withirallocated channels are not re-assigned very often (e.g. for
each other’s transmission radius. We say that n&dés a streaming/voice traffic that may require dedicated channels).
neighbor of nodd” if R lies within the transmission radius of Such streaming applications are of increased interest for both
T. As the nodes have equal transmission raditiss also a military and commercial applications. One can also view a
neighbor ofR. Let the set of neighbors @ and R be denoted call as an aggregation of various packet data flows which
as Nt and Ny respectively. Consider the uni-directional datare served on a packet basis but over a single channel. The
transfer,7’ — R, in channek. For this call to be successfully assumption of connection-oriented traffic simply translates
serviced the following criteria need to be satisfied. into the fact that a channel once allocated is held for some
1) Nodes 7" and R must not be involved in any otherduration, these channel requests are stochastic with some

call transmission/reception in channel This criterion average rate and there is no queueing of the requests. As

ensures that a node cannot simultaneously serve two ca#h there are no restrictions on these average values othel
in channely. than finiteness. We also assume that all calls requsgle

2) Neighbors of T (P € N, excluding R) must not channel for service on each hop. For length considerations we
receivefrom any other node in channel Otherwise the consider only bi-directional calls in this paper. The reader is

channel and thus all the three conditions stated above must be
gatisfied at botHl' and R. This means that fof" < R to

IIl. SYSTEM MODEL

transmission fromi” will interfere at P. referred to [4] for an analysis of uni-directional calls.

3) Neighbors of R (Q € MNg, excluding T) must not
transmitto any other node in channel Otherwise the [1l. BLOCKING PROBABILITY ANALYSIS IN A
transmission from@ will interfere at R. WIRELESSLINE NETWORK

Next, consider a bi-directional call between nodés; i.e. We, now, develop an analysis for the blocking probability

data transfer in both directiolE — R and R — T. In this of single hop bi-directional calls in a line network. We first
case, a node can both transmit and receive data in the reseixealyze a single channel network for which an exact solution
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Fig. 2. Constraints representing the simultaneous service of calls in a WLN-1
network.
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is obtained and then extend it to multiple channels. The state

expressions derived here form the basis for the study in H

Section IV. In addition to facilitating elegant solutions, a line_ _
network is an important network in practice and serves ang. 3. Three state Markov process model of the channel on a link.
good starting point in understanding network tradeoffs.

A. Single Channel exact a_malysis_is_ complicated by the fact that to make a channel
' allocation decision we must have knowledge of the channels
Consider a wireless line network with nodes located undiready occupied by the ongoing calls. This makes the state

distance apart at positions= —m, —m +1,..., m. We label space for this system very large and an analysis of the steady

these nodes a&_,;,, X_p41,..., Xon. Let there be a single state probability distribution intractable. Interestingly, since
channel that can be spatially re-used subject to interfereng@ random policy does not differentiate between the channels
constraints. Let each node have a transmission radius ofan approximate model can be constructed based on an effective
wherer > 1 andr € Z*, a positive integer. Let all calls in joad concept. We proceed as follows. From Section IlI-A, we
the network be bi-directional with the source and destinatigghow the exact value of the blocking probability of a call for
nodesr units apart, i.e. between nod&s, and Xy, Vk. The  the single channel case. Using this result we first construct a
calls are single hop as each node can communicate direglifgle channel tractable markovian model whose parameters
with a noder units apart. CallsX), « Xy, Vk arrive are chosen to match the result of (1). This markovian model
according to an independent Poisson process of Xxaféhe s then extended with some approximations to incorporate
holding period of each call is independent and identicalijultiple channels. Finally, simulations results are presented
distributed as an Exponential distributfomith mean1/u. that verify that the theoretical values from this model closely

If a call cannot be accepted then it is dropped otherwisegfree with the numerical results.

occupies the channel while in progress. We call this network consider the linkLy, (X% < Xgir) Of the line network.

a wireless line network with radius or WLN-r for short. A g4, now, assume that there is only a single chann@l the

WLN-1 network is depicted in Figure 2. _ network and denote its state on lidk, asSy. We modelsS;,

_ Theorem 1. The blocking probability of a call in an g5 3 three state process, the free stale (he busy statefu)

infinite length (n — oc) WLN-r, r € Z7, network and ang the blocked statd3() as shown in Figure 3. The link;,

v=2Ap(0<v<oo)is, is said to be in the blocked state if the channel is occupied by
22+l a call on an interfering link making it unavailable on lidk,.
Pp=1- 1+ 2rpg2rit A 1tisin the busy state if there is a call in progress. ket .z

. ) . — be the random variable that denotes the transition time from
where,z is the unique root in (0,1] obz™""" +z = 1. state 7 — BI. The distribution ofYr_ 5 can be computed

P_rop_f: See Appen_dix . e through its complicated dependence on the various states of
The limiting argument in Theorem 1 helps eliminate edgge oiher links. However, a good approximation is to simply

effects and yields the above simple expression that closelysme it to be exponentially distributed with some réte
agrees with simulation results for finite length line network$y o random variablé’s,_. » can have a general distribution

(see [4]). with mean1/,/. Figure 3 shows the transition rates §f.
Using the detailed balance equation (see [6]) of the three state
B. Multiple Channels Markov process and lettingy = X' /u/, v = A/, we get,
In this section, we extend the analysis of WLN-r to the p
case of multiple channels. We consider the random policy V= : BP )
— 4B

for assigning channels to the incoming calls. In this policy
the new call on a link is assigned a channel randomly fro
among the free channels on that link. Free channels refer
those channels such that the acceptance of a call in th
channels does not violate the interference constraints.

random policy is easy to implement practically. However, it]§

here Pg is known from (1). Thus, the value of that gives
the correctPp value can be obtained from the above equation.
tine aneffective loagd? £ v/ + v, then, we can interpret
@ loady as consisting of two components; the external load
and the loadv’ seen by the link that makes the channel
2The result applies even for general service distributions as the prodpgpoked' The effect of interference constraints on blocking

form solution in the analysis holds here as well. probability can, thus, be viewed as an additional lodd
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Fig. 5. Comparison of theoretical and simulated values for random policy,
r =1, v =3 andp = 20 channels.

Fig. 4. State transition diagram for the random assignment policy. 10° ‘ radiU§ r=2 ‘ 10 radi‘US r=10‘
—— simulated —— simulated
— calculated — calculated
Combining (1) and (2), we get, 107"t . |
107"}
2r+1 > >
p=1 =t (2Tx1/27-+})x @) Fn 2
S I
The effective load? can be understood as follows. If a § . ;10 i
link of WLN-r is isolated from the network and load g0 s
applied to it, it would have the same blocking probability as @ @
experienced within the line network with symmetrical laad 0l 107
An isolated link of a single channel WLN-r is equivalent to a
M/M/1/1 system. Thus, the above analogy states that in terms
of blocking, a single channel WLN-r network with loadis 10°° ‘ ‘ ‘ ‘ ‘ ‘
identical to a M/M/1/1 system with load. ! Logf(nu) gf eaczh'ia" 3 Ol_fad (n?]')“of ea%fca” 06

Define theeffective load factoy as,g = 7/v; theng can

be expressed as, Fig. 6. Comparison of theoretical and simulated values for random policy,
r = 2,10 andp = 20 channels.

1+ (2rv — 1)2%+!
Vx27"+1

g= 4)

~equations we get,
The low load and the high load regimes can be studied by

tgking Fhe limity — 0 andv — 00 respectively in (4). This prond _ ;—T _ E(.p) 5)
yields lim, _.qgg = 4r + 1 andlim, ., g = 2r + 1. Thus at B 1+ + Ig T I;TII ’

low loads? ~ (4r 4+ 1)r and at high loads ~ (2r + 1)v.
Generalizing to the multiple channel case, define the statevdiere E(v, p) is the Erlang B formula [7] for load and p
alink asX (t) = (Xpu(t), X (t)) whereXy, is the number of servers. Thus, (5) is same as the blocking probability of an
busy channels and,; the number of blocked channels on thaéquivalent M/M/p/p system with load.
link at timet¢. Let the total number of channels available in the We now present plots that compare the theoretical values
network bep. At any timet, the stateX (¢) = (X (t), Xw(t)) obtained from (5) and the simulation results. In all the plots,
must satisfy X, (t) + Xu(t) < p. Following the single blocking probability of the center call is computed to minimize
channel process and the fact that the random policy does bdtje effects. In Figure 5, we make the comparison by varying
differentiate among the channels we approximate the netwahe line length. We consider = 1, p = 20 channels and
as ap server system with raté that makes the channels busy, = 3. The plot shows that for lengths beyond 10 nodes the
and rate)\’ that makes the channels blocked. The transitioralues closely agree. Thus, (5) derived from the limiting result
rates among the various states of the proceésg are shown in (1) holds fairly accurately for finite length line networks.
in Figure 4. Letr (4, j) denote the steady state probability thalNote that (5) is independent of the line length and hence, in
X takes value(i, 7). The steady state blocking probabilitythe figure, the curve for calculated values is constant. We next

prand, equals)_, . ._ (i, j). Solving the detailed balancemake the comparison by varying In Figure 6 we consider
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p = 20 channels and = 2,10 for a 50 node line network. The WLN-2 network. Plugging- = 2 andv/2 in (1) we get the
figure shows that even for largethe theoretical values closelydesired result. [ ]
agree with simulation results. The above plots are illustrativelt is clear that the channel assignment policy in Scheme B
examples and a similar trend is observed in the simulatiomder-utilizes the channels as it rejects a call if the randomly

results with other network parameters as well. selected channel is not free without considering the state of
the other channel. The following theorem shows that even with

IV. EFFECT OFTRANSMISSIONRADIUS ON this inefficient randpm policy Sgheme B with a larger radius
BLOCKING PROBABILITY has a lower blocking probability as compared to Scheme

) ] A, Thus, for any fixed blocking probability threshofd the
It is clear that if the nodes have a smaller transm'ss'%pportable load- is higher for Scheme B than Scheme A.
radius then the interference constraints on each hop are fewgk resylt, thus, highlights that in networks with low node
but the calls hop through many links to reach the destinatiafensity a larger transmission radius can lead to better network
This increases the internal load in the system. In contraghformance.
a larger transmission radius reduces the number of hops of ghegrem 2: The blocking probability for Scheme B is

call but increases the interference constraints at each hop. Thger than the blocking probability for Scheme A for all load
effect of this tradeoff on blocking probability is non-trivial and,, _  /,; satisfying0 < v < .

leads to different observations under different node topologies. proof: See Appendix Ill. -
In this section, we study this tradeoff for two simple node consider, next, a more general setting of a line network
topologies; the line and the grid network. with p channels and calls of lengéh> 1, i.e. between nodes

k units apart £ = 1 is the trivial case). The traffic model is
A. Line Network identical to that considered earlier. We consider the random

channel allocation policy and use the expressions derived in

.V.Ve begin by con3|der|pg the following S|mple.but NONsection 111-B to compare the following transmission schemes.
trivial example that lends itself to an exact analysis and alSOg.ame 1The transmission radius of the nodessisc k)

clearly highlights the problem. Consider a line network Witgnd hence each call is — £ hops long. To simplify the
two channelsand with the source-destination nodes of thﬁathematical exposition wes consider tﬁasefor which n

f:egls twodunltls:) gpart. The arnva;l procgsi OL elg_ch call IS 32 an integer. This simplified system gives an indication of
independent Poisson process of ratand the holding time Is . (esults that would be observed in the general non-integer

i.i.d v;/]lth mea}nﬁ/u. Cons;]der the followlf'g_tWO sc_heme]zcs. _case. Further, the assumption can be justified for the following
Scheme AThe nodes have a transmission radius of unity,qeq. (a): s large and hence rounding to an integer would
(r = 1) and thus the calls are two hops long. The channels 3

: : _ Gt affect the results significantly; and (b)is non-prime so
assigned using the rearrangement channel assignment pthaa[ we can always find that would maken an integer.

(Section V) as i_t uses the channel resources optimql!y. We also consider the low blocking probability regime as
Proposition 1: The steady state blocking probability for;; g practically significant and helps us make simplifying

Scheme A in the limit as the length of the line network tendg,noximations. In this regime almost all calls get served and
to infinity andv = A/p (0 < v < c0) s, the average load on each linKf, < X5, Vm) is ~ nv,

3 since there arex calls hopping through a link andv is the
Pp=1- T+ 20 (6)  sum of the loads of all these calls. Assuming this load to be
Poisson, the probability?;, that none of the channels on a link
where, y is the unique root in(0, 1] of vy® +y = 1. are free can be computed by considering this as an equivalent
Proof: See Appendix II. B WLN-s system withp channels, loachv on each link and

Scheme BThe nodes have a transmission radius of twe = s. Using (3) and (5) we get,
units - = 2) and hence all calls are single hop. Here, we 2541
. . . ; _ 1+ (2nsy—1)x*
consider a sub-optimal channel assignment policy that selects 7, = o
a channel randomly from the two channels for each new x .
arriving call. If the channel is free (non-blocked and non-busy) Py, = E(v1,p) 9)

then it is .a_llocated otherwise the incoming call is drg_pped. Let P}, denote the blocking probability of @ hop call, then,
Proposition 2: The steady state blocking probability orii clear thatP}, is greater than the blocking probability on the
Scheme B in the limit as the length of the line network tendgg; hop. As the latter value equald, we get, P} > P =

, (vt 42z =1) (8)

to infinity andv = A/p (0 < v < 00) is, E(,p).
25 Scheme 2 The transmission radius of the nodeskisnd
Pp=1- 11 2020 (7) ' hence each call is single hop. For this system Theorem 1 gives

. . . s the exact blocking probability in the single channel case. Let
where,z is the unique root in(0,1] of = + g2° = 1. P2 denote the blocking probability with multiple channels,

Proof: The channel assignment policy in Scheme khen, following the methodology of Section III-B we have,
performs a simple random splitting of the arrival stream into ki1
14 (2kr = D)zt

two independent poisson processes of pate applied to each U —
channel. Thus, the blocking probability of a call is equal to z2hr
the blocking probability with load//2 in a single channel P% = E(v,p) (112)

, (vl e =1) (10)
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Calls of length 3 units Calls of length 6 units

20 X 20 Grid with 30 channels
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Fig. 7. Line network with calls of length 3 and 6 and 20 channels. Fig. 8. Grid network with calls of length 3.

It can be shown (see [4]) thab? < P, < PL,Vv >
0,k € Z*. The proof is omitted for brevity but it follows
along similar lines as the proof of Theorem 2. Mathematicall
the tradeoff in the above two schemes can be understood

examining their polynomial equations given in brackets in ( = 23x3v. The probability that no channel is free at a link is

and (10). In Scheme 1 we havg a higher loadbut a smgller - E(69v, p). Making a further simplification that the links block
exponents+1 of z due to less interference at each hop; while

in Scheme 2 the load is but a higher exponeritk + 1 of « mdependently the prgbablllty that a 3-hop call is blocked is
. ~1—(1—E(69v,p))® ~ 3E(69v,p).
due to more interference. .
S : : , , It can be easily checked that for lanand moderate number
The intuition behind this result is that for a line networkof channels we have(135 < 35(69 which suaoests
with a sparse node topology the blocking probability increase (1352, p) (69, p) 99

: . LT hat it is preferable to use a smaller transmission radius. The
due to a larger set of interfering nodes (larger radius) is smal e(g

blocking regime almost all calls get served and the average
load on each link iz 3v. Treating the system as an equivalent
'etwork with load3r on each link, and with each link having
interfering links including itself, the effective load equals

. T Intuitive reason is that a grid network has a denser node
as compared to an increase due to larger effective link Iog

caused by mulihopping. Figure 7 presents simularon pidTo TG S U8 ST T8 8 B B8 T
verifying this claim. Blocking probability is computed for the 9 pidly

center call to minimize edge effects. The first plot has Caﬁgansmssmn radius of the nodes leading to higher blocking

of length 3 and two scenarios of radius 1 and 3. The secoﬁﬁ)babi“ty than using a smaller transmission radius. Figure 8
plot has calls of length 6 with radius 1, 2, 3 énd 6 NOtgresents simulation results that justify this conclusion. The

that the reduction in blocking probability by using a large lot shows the blocking probability of the center call in a

transmission radius is a few orders of magnitude and tfpgxzo grid W'th.30 channels. Al ca_lls are of I_ength 3 and
. X . wo cases of radius 1 and 3 are considered. As is evident from
difference increases with the length of the calls.

the plot, blocking probability for radius 1 is lower than that
for radius 3.
B. Grid Network

We observed in Section IlI-B that as— 0, 7 = (4r+1)v.
A similar observation can be shown to hold for a single-
hop single channel general network as well i.e.vas> 0, In the earlier sections we studied the effect of transmission
v ~ av, a = total number of interfering calls + 1 (seeradius on call blocking probability. We next address the issue
[4]). Extending to multiple channels, as in Section IlI-B, th@f channel assignment to multi-hop calls. We assume in this
blocking probability withp channels isPg = E(7,p). section that the transmission radius of the nodes is fixed and

Consider an infinite grid network (to avoid edge effectsjtudy various channel assignment algorithms. We propose a
with calls of length 3 between nodds,y} — {z + 3,y} new algorithm called the Local Channel Reuse Algorithm
and {z,y} — {z,y + 3} and loadv. The arguments can be(LCRA) that spatially re-uses the channels in an efficient way
easily generalized to longer length calls. In the first scenaribiereby reducing the blocking probability of calls as compared
transmission radius of each node is 3 and hence calls are sirigl®ther algorithms such as rearrangement, random and first
hop. Here, each link has 134 interfering links all of whicliit algorithms. Next, we describe these algorithms in detail.
carry loadv (see [4]). Thusp = 134v + v and the blocking  Rearrangement Algorithm: The rearrangement algorithm
probability of a call isPg ~ E(135v, p). was first presented in [11] for cellular networks. This policy

In the second scenario, transmission radius of each naaimits an incoming call even if it requires rearrangement of
is 1 and hence the calls are three hop in length. In the Idhe allocated channels to the calls in progress. If no such

V. CHANNEL ASSIGNMENTALGORITHMS
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rearrangement is feasible that can accommodate the new in- _ o _ 30 node line network, single hop calls
coming call then it is dropped. It is clear that this policy cannot
be easily implemented in practice due to the computationally
intensive search for feasible assignments. However, as shown
in [4] there is a simple characterization of this feasibility for
a line network.

Non-rearranging Algorithms: Here we consider algo-
rithms that are not allowed to rearrange the channels aIIocated’gL) 107
to the existing calls. Such algorithms are clearly more prac- £
tical. The algorithms that we study are the random, first fit 8 4o,
and LCRA. These algorithms base their decision on the set of™

obability
5‘I

free channels available at a node. Free channels refer to the 107l —— random
non-busy and non-blocked channels. For a nddehe set of -~ fL'rCSgK

free channelsFy contains all those channels in which node " ‘ ‘ ‘ ‘ —— rearr. ‘

N and its neighbors are inactive. The set of free channels for 07 8 9 10 11 12 13 14 15
a link N «— M is the set of all those channels that are free Load (lambda/mu) of each call

at both nodesN and M. We have,Fy.n = Fn N Fur. )
The channels are arbitrarily assigned an index number for {Ag °
implementation of the algorithms.

Single Hop Calls: Consider a single hop call between .
nodesS and D. Let () be the decision function that selectd® locally re-use the _Channelsk more general weight based
a channel from the sefFs., then the chosen channel-CRA can be found in [4].

ve = §(Fs N Fp). The decision functior() for the various Multihop Calls: A multihop call is regarded as a sequence
algorithms is as follows. of single hop calls where the first call arrives on the first

Random Algorithmg() chooses a channel randomly fron]"K followed by an arrival on the second link and so on
the set of free channels. until the last link along the path. With this interpretation, we

First Fit Algorithm: §() chooses a channel that has thgssign channels to a multihop call by repeating the single hop

lowest index among the set of free channels. This algorith[i’rlioc_edure in a sequence over the multihop path. AIon.g the
has been studied earlier in WDM optical networks [19]. multihop path if at any link there are no free channels available

Local Channel Re-use Algorithm (LCRAJonsider a link then the call is dropp_ed. )
S < D on which the channel needs to be allocated. Mgt We next present simulation results that compare the per-

and\p be the neighbors of node and D respectively. Let formance of the above stated algorithms in a line and a grid
the nodes iNVs U A be denoted asVy, Ny, .., Ny, network. These plots are illustrative examples of the trend that
) LS S D

and the set of free channels Be= F5 N Fp. LCRA chooses follows in the extensive simulations we carried out by varying

a channeh, € T such thaty, minimizes the number of nodesdifferent parameters. In all the cases, we compute the blocking

in A's UNDCthat havey, as a free channel in the present stat@robability of the center call to minimize edge effects. In both
C .

This leads to blocking of that channel for the least number BEWOTks, the transmission radius of each node is fixed at
neighboring nodes. Mathematically, I&t. (v) = 1 if . is unity. The arrival process of all the calls is Poisson with rate

free at nodeN; and Iy, (vi.) = 0 otherwise. Let2(v;) be the A while the departure time is Exponentially distributed with

number of nodes itV UAp with ~;, free, then, meanl/u = 1. The load in the plots equals/u. The number
of channels in all cases ig,= 50.

Line network with unit length calls.

Q) = Z In(ve) Figure 9 compares the blocking probability in a line network
NeNsUND with 30 nodes and unit length calls. LCRA performs better
Ye = g(I)=arg min,cr Q) than both the random and the first fit algorithms. Observe that

if we fix a particular value of blocking probability, then, LCRA

If there are more than one;, that minimize () then the can support a higher load per call as compared to random and
smallest indexed;, is selected. first fit algorithms. As expected the rearrangement algorithm

To understand how this algorithm uses the channels in has the lowest blocking probability. Simulating the rearrange-
efficient manner suppose channglis chosen. Then, nodes inment policy in a grid network is practically difficult. Therefore,
NsUNp cannot use channel. as long as the allocated call isin a grid network we compare the blocking probability for
active. Therefore, all those nodes that hadhs a free channel the random, the first fit and the LCRA algorithms. Figure 10
before the call request was made remavdrom their set of shows the comparison plot for a 200 grid with unit length
free channelsLCRA minimizes the number of nodes that getlls. LCRA performs better than both the random and the
blocked by the choice of a particular chann@he fact that first fit policy. In a grid network, a node has more interfering
some nodes inVs U ANp do not havey. in their set of free neighbors than a line network; therefore, an efficient spatial
channels also implies that there is presently an active callrieruse of the channels will have a greater impact on blocking
their neighborhood but that call does not interfere with thgrobability. This is evident from the wider spread between
new incoming call onS « D. Choosing such a channel willthe curves in Figure 10 as compared to the plot for the
then lead to a local re-use of the channels. THUIGRA tries line network. Finally considering multihop calls, Figure 11
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20X20 Grid, 50 channels and 1-hop calls linear and quadratic increase in the number of interfering

nodes; an interesting future research direction is to study the
relationship between blocking probability and a general rate
of increase of interfering nodes with the transmission radius.
It would also be interesting to develop channel assignment
algorithms with node mobility.

APPENDIXI
PROOF OFTHEOREM 1

Blocking probability
)

The proof is structured as follows. First, we obtain the local

-5
10 o ;ierlgtdf(i)tm i constraints for the successful service of a call. We, then, define
. —+ LCRA a state vector that describes the system evolution over time and
10,5 P 25 3 35 4 15 obtain its steady state distribution. We evaluate the blocking
Load (lambda/mu) of each call probability of call Cy and then derive the result by taking
appropriate limits. Before we present the details we state the
Fig. 10. Grid Network with unit length calls. following lemma that will be useful in the analysis. Its proof

50 ch s 6ot i is straight forward and omitted for brevity.

channets, bhop cals Lemma 1:Let X and) be finite disjoint discrete sets and
f(x) and g(y) are any two functions defined o' and ),
then

-
(=]
=}

-
o

S f@ew) = @O ew) (12

(z,y)€EX XY TEX yeY

-
OI
~
T

-
oI
©
T

Consider a line network as stated in Section IlI-A. Based
on the wireless model outlined in Section Il, we can specialize
the interference constraints to a line network as follows. Let
C}, denote the call between nod&s and X ... A nodeX; is

Blocking probability

1075t e ;ﬁ;‘ff‘l’tm il activeif either callC;_,. (X;_, « X;)orcallC; (X; «— X;1,)
—— LCRA is active; otherwise nodd; is inactive From Section II, call
107 ‘ ‘ ‘ % rearr. C) can be successfully serviced if neighbors of nodés
0 0.5 1 1.5 2 2.5 and X, are inactive. These include nodég;_,.,... X1 o:;

Load (lambda/mu) of each call excluding X, and X, . This implies that callsCy_o,...,

Crior must be inactive for callC, to be successful. We
refer to this as thdocal constrainton call service. Figure 2
illustrates this constraint for WLN-1 and cdll,.

compares the blocking probability for random, first fit, LCRA Next, we define a state vector that describes the system
and the rearrangement algorithms in a line network with abolution over time. Let(t) denote the number of callS;,

calls 6-hop long. Here again, LCRA outperforms both thi@ progress at time. Let v = \/u and define the state vector

Fig. 11. Line network with 6-hop calls (length 6 units).

random and the first fit policies and is fairly close to the(t) = (n_,,(¢),...,nm—(t)). The vectorn(t), enlists the
rearrangement policy. number of active calls between all the distinct node pairs

that arer units apart. Statew is admissible ifn > 0 and

VI. CONCLUSION satisfies the local constraint for all active calls. L@&tm)

We studied the blocking probability behavior of connectiof€note the set of all admissible states for WLN-r with
oriented traffic for multi-hop wireless line and grid topologies?des. For the network that we consider there 2we+ 1
We focused on two aspects, namely, the effect of transmissfdpdes &-m, ..., X;») and hence with the above notation
radius of the nodes and the dynamic channel assignm&Mg Set isG(2m + 1). It is easy to see that the stochastic
algorithm. We presented a blocking probability model anefocess(n(t),t > 0) is an aperiodic, irreducible, finite state
derived formulas that yielded useful insights. For examlearkOV process and hence has a unique stationary distribution
we showed that in the line topology using a large transmi&(®) = P(n = [n_m, ..., nm_r]) given by the product form
sion radius substantially reduces blocking probability; whifgelution,
the opposite is true in the more dense grid topology. We, ‘
then, developed a novel channel assignment algorithm that ;) — LI H v , negG@2m+1) (13)
reduces blocking probability by spatially re-using the channels S(2m+1) n;!
in an efficient manner. Using simulations, we compared its
performance with other algorithms and showed significamthere S(2m + 1) is the normalization constant. For a single
improvements. In this work, we considered networks witbhannel networkn; = 0 or 1 and n;! = 1. Let nypiar =

i=—m
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N_m + .. + nym_,, then simplifying (13) we get, as C,_; = 1. The set of calls that must be inactive (for
total Cr—; = 1) are C_,_;,..C3.—;. This leaves the state of
mn) = g5y n€G@m+1) (14) calls C_p,..,C-,—j_1 independent of the state of calls
(2m+1) _ : .
C3p—j41,-.,Cm—r. Thus for this term, applying Lemma 1,
S@2m+1) = >y (15) the normalization constan$(2m + 1) (with the constraint
neg(2m+1) Cr_j = 1,Crz(r—jy = 0,1 € {—r,..,7 — 1}) equalsvS(m —

where the last equation follows froBT,, g (s,,..1) 7(1n) = 1. 4)S(m — 3r + j) °. Similarly for the term with the constraint
Now, in principle, we can obtain the blocking probability ofC~r: - Cr—1 = 0, the state of call{C_,,..,C._;} and
any call by summingr(n) over the blocking states; however,{Cr: - Cm—r} are independent anfi(2m + 1) evaluates to
evaluatingS(2m + 1) is not easy. In the rest of the proofS(m)S(m —r+1). Thus, we get,

we focus on callC, of the network and obtain its blocking . B

probability in the limitm — oo. This eliminates edge effects S@m+1) = S(Z)S(m r+1)
and yields a simple elegant expression. The non-blocking S(m — NS (m — 3 N (21
states for calCy are{n : n € G(2m+1) andn_op, .., N2, = + V; (m = j)S(m=3r+j) (21)
0}. Denote this set agiy(2m + 1) and let P} be the

probability that in steady state call; is not blocked. We  We have, thus far, evaluate®y,; in terms of theS()

then have, function. It turns out that if we consider the limiting behavior
(m — oo) then an elegant solution is obtained. To see this,
Pyp = ), 70 (18) et yim,, ., S0 _ ; (the existence of this limit is shown
Gn (2m+1) later). As the length of the line network tends to infinity, we
2 oneGn (2mi1) V! 17) havelim,, .. P, = Pyp, the probability of non-blocking
S(2m+1) of any call. Combining (17), (19), (21) and taking limits we

Evaluating the numerator in (17)o characteriz&g n (2m+ get,
1), we need to determine the feasible state space of the : S(m—r)S(m—2r)
iMoo “Srmystm—rs1)

remaining callsC_,,,...C_2,_1 and Co;11,..,Cp—. Let the Pyp = : —— (22)
feasible state space of cal_,,,..C_2,_1 be £ and that 1+VZ?;1hmm~>oo %

of calls Cy41,..Cm—r be M. Then, using our notation 22r+1

we have the following equivalenc& = G(m — r) (since = Tl ot (23)
C_m,-C_or-—1 denote the distinct calls among node pairs

within X_,,,, .., X_,_; which is a WLN-r withm —r nodes). where % = Sf{ij‘r)l) ggjjg S(S,(g;) — P v3 >
Similarly, M = G(m — 2r). Now, given{C_s,,..,C2r} =0, . To prove the existence of the limitjm,,_, ., 22—

. . S(m) ?
the state of call&’_,,...C—2,—1 Is not constrained by the statey e eyajuateS(m) by conditioning on the state of %he): call
of calls C5,.+1, .., Uy, Since an active call’y, only affects ,g5qqciated with the leftmost node. The two conditioning cases
calls Cy—ar,.., Cirop- Therefore,Gy (2m + 1) is simply the  5ra- the call inactive and the call active.

cartesian product of and M and we haveGy(2m + 1) =

{LXM,n_o9.,..,n9. =0}. Letny, =n_p, + .. + n_9r_1 Sm) = Sm—-1)4+vS(m—2r—1) (24)
andnys = nayy1 + .. + Nm—r, then using Lemma 1 we get, — — 9 —
M 2r+1 g g 1 = lim (S(m 1)  vS(m-—2r 1)> 25)
Z phtotal  — Z I M (18) m—o0o S(m) S(m)
negn (2m+1) G(m—r)xG(m=2r) First, note thatS(m) is non-negative and non-decreasing for
= Sm—7r)S(m—2r) (19) v € [0,00) and hsta(niti)the sequenegs’?T_)l) is bounded

Evaluating the denominator in (17)Ve partition the set and satisfies) < === < 1, Vm. For every bounded
G(2m + 1); evaluate S(2m + 1) over each partition and sequence there exists a convergent subsequeneg, for
then sum up. To do this, condition on the state of calighich 27—t converges to some limit, say. Take the
C_,,..C-_1. For these calls, other than the all zero statémit in (2%) over this subsequence which gives the following
there are2r distinct feasible states corresponding to one caiblynomial equatiorl = z +vz?"*! anduz is the root of this
being active and the rest inactive, i€, = 1,C;z, = 0 equation in(0,1]. Now,  + vz2"+1 = 1, has a unique root in
Vp,l € {~r,..,r — 1}. A state with more than one call being(0, 1]; to see this re-write it agz*" +1 = 1/x. Forz € (0, 1],
active among”'_,.,...C,_ is infeasible. LetS()|{constraint} 1/x is a decreasing function taking values [ih co); while
represent the evaluation of the functisf) under the specified v2*" + 1, > 1 is a non-decreasing function taking values

constraint andl € {—r,..,r — 1}. Then, in (1,1 + v]. Hence, the two curves intersect at a unique
x € (0,1]. This means that any convergent subsequence
S@2m+1) = 5@2m+){C-r, ... Cr1 = 0} converges to the same limit. In particulam inf,, _, o %

r—1 . S(m—1) Fi ;
+ Z S@m + 1)){C, = 1,Clsp = 0} (20) and limsup,,,_, ., STm) are the limit points of convergent
subsequences and by the above argument they are equal. Thus

p=—r

. To evaluate .(20)' Ie'(p = 7"”_ J. For a part'CUIar .term 3Feasible state space of calls_,,, .., C——j_1 is G(m—j) and the that
in the summation, the conditiod, = 1 can be written of callsCs,—;+1, .., Cm—r is G(m — 3r + 5)
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lim,, 0 Sg’?n;)l) exists and is the unique root of-vz?" 1 =  partition and summing up. The steps involved are identical to
1. Finally, the blocking probability of a callPs, is given by, those in Appendix | and can be found in [4].
2r+1 _ _
Pr—1_ x N v =1 (26) N(2m+1) = N(m+1)N(m)+vN(@m)N(m—2)
L+ 2rva=r + vN(m—1)N(m—1) (32)
APPENDIX I Let y = lim,,_oo NIS}’EZ)”. Combining (31), (32) and
PROOF OFPROPOSITION1 lim,, o, PYys = Pyp We get (33) and (34) on the next page.

The blocking probability analysis follows the methodologyAS in Appendix |, we can prove the existence and uniqueness

used in Appendix I. LeC, denote the call between nodas of y by evaluatingN (m) by conditioning on the state of the

. leftmost call. This givesN(m) = N(m — 1) + vN(m — 3);
d X dng(t) be th ber of call L .
aDr:afinethﬁea;tatTék\se)ctoer a:{et)ngn(qn,?(r t)o kcg i’; n p:ssirzis divide by NV (m) and take the limits. The steps are omitted for
= ) s eees . : . . : . 3
Since we use the rearrangement policy for assigning channarllq%v'tyéﬂﬁ polynomial equation, thus, obtained is y-+vy
the vectorn = (n_,,,..,nm—2) completely describes the we get,
system behavior. The stochastic procass) is an aperiodic, Y3

1 3 _
irreducible, finite state Markov process with a product form Pp=1 1+ 20y’ vy +y=1 (35)
steady state distribution(n). Let N(2m + 1) be the normal-
ization constant an@{(2m + 1) denote the admissible state APPENDIX I
space for the line network (witBm + 1 nodes). Then, PROOF OFTHEOREM 2

n; To compare Schemes A and B, we need to compare (6)

v

1 m—2
T N@m+1) ,H ;!
j=—m

m(n) ,neH?2m+1) (27) and (7) for the same load. For loadv = 0, Pg is zero for

both schemes. Excluding the— oo case, we show that there

Since the calls are two hops and adjacent hops canfiges not exist a load such that the two blocking probabilities

share the same channel, each call requires two channel'fp €dual (and hence the tw curves never cross). The

get served. As there are only two channels in the netwoPko0f IS by contradiction. Let > 0 be such that the blocking

we get the constraind < n; < 1, Vj andn;! = 1. Let probability for Schemes A and B are equal. Equating (6) and

Niotal = N—m + .. + Nm—o then (27) simplifies to, (7). we get,
I/ntotal 5::5 _ 53 = i’5 _ gjd (36)
m(n) = Nem+1) n e H(2m+1) (28) 142035 1+ 2093
N@2m+1) = Z pMotal (29) wherei andy are the unique roots in (0,1) d¢fz® +2 =1
neH(@m+1) andy® +y = 1 respectively. Note that asis strictly greater

) ) . ) than 0,z, y are strictly less than 1. Rearranging,
Suppose callCy, is active with channehl; assigned on ,
A5 PP

X} < Xpa1 and~y, assigned onXy 1 < Xiyo. Call C_3 vi® = 0P = 1-¢ (asvP+5=1) 37)
can be simultaneously active by having an assignmerdn - 1—75/3 (From (36)) (38)
Xp_3 < Xp_o andy, on X;_o < X _1. This assignment . )

satisfies the wireless constraints for unit transmission radigbstituting (38) ing@® + & = 1 we get2z — °/% = 1.
Similarly we can have a feasible assignment for eajl,; However, forz € (0,1), 2& — #°/% is an increasing function
while €, is active. Thus only call€),_o, Cx_1, Crs1, Crio  taKING values in (0,1). Thus, faf € (0,1), 27 — /% # 1
must be inactive for call’;, to be successfully serviced. Thes@nd we arrive at a contradiction. This proves that for finite
local constraints define the sét(2m + 1). Now, consider ¥ > 0, Pp for Schemes A and B cannot be equal. For a
call C, of the line network. The non-blocking states (denote@@rticular value, say = 1, it can be easily shown that
HQ(2m 4 1)) for call Cy are {n : n € H(2m + 1) Pp(Scheme B) < Pp(Scheme A). Combining this with
and n_s,..,no = 0}. Given (C_s,..Cs) = 0, the state of the fact that the twaPg curves do not cross each other we
calls C_,,,..C_5 is not constrained by the state of call$onclude that for allv € (0,00), blocking probability for
Cs,eCo—s- Thus, HQ (2m + 1) = H(m) x H(m —2) where, Scheme B is smaller than that for Scheme A.

by our notation, the feasible state space of céalls,,,...C_3

is H(m) and ofCs,...Cp,—2 is H(m —2). From Lemma 1 and REFERENCES
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