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Abstract

We consider routing and wavelength assignment in ring, torus, and tree topologies with the twin objectives of minimizing
wavelength usage and maximizing optical bypass. Pheort dynamic traffic assumption is used, which allows each node to
send and receive at moBtcalls. For rings we show thaP N/4] wavelengths are necessary and sufficient, and provide a four-
hub ring architecture that requires only half of these wavelengths to be locally processed. We extend this approach to develop
RWA and bypass algorithms for both tori and trees by embedding virtual rings within these topologies and applying the ring
algorithms. For arR x C torus, we embedR + C rings onto the torus and provide an approach to RWA and banding based
on solving disjoint RWA/banding problems for each ring. Our RWA algorithm is more wavelength efficient than any currently
known algorithm and uses the minimum number of wavelengthRfer2C. Our subsequent banding algorithm allows half of
these wavelengths to bypass all bir Bub nodes. Finally, we give a RWA for trees that embeds a single virtual ring and uses
the ring to obtain a RWA that requires no more th@hN/2] total wavelengths; this figure is shown to be optimal for balanced
binary trees. A banding algorithm follows that allows half these wavelengths to bypass all non-hub nodes.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction signals independently as long as each uses a different
wavelength. This allows many connections to share
Optical wavelength division multiplexing (WDM) * the same fiber resources. Tioaiting and wavelength
technology has emerged as an attractive solution gssignmenRWA) problem becomes one of assigning
for meeting rapidly growing demands for network q,tes and wavelengths to each call such that no
bandwidth. WDM allows the same fiber to carry many 1.6 calls share the same wavelength on the same

link. Calls are additionally subject to theavelength
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is equivalent to the well-known circuit-switched
network; however, the high cost of wavelength
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accommodated without rearranging any calls, the
RWA algorithm is calledwide-sense non-blocking

converters often makes it desirable to keep the amountalgorithms which require call rearrangement are

of conversion used in the network to a minimum.

rearrangeably non-blockingDifferent non-blocking

There has been considerable work done in the areamodels differ on the choice of admissible set.

of finding efficient algorithms for the RWA problem.
Here “efficient” implies the attempt to optimize certain
figures of merit, which typically depend on the traffic

For example, 14] defines an admissible traffic set
containing any traffic set where the worst-case link
load is less than a given constant, and attempts to

assumptions made. Hence one way to categorize theminimize the number of wavelengths required.18]

existing works in the literature is according to their
traffic assumptions.

Two broad categories for traffic models atatic
traffic and dynamic traffic In the static traffic model,

the set of calls that needs to be supported by the net-

work is fixed and does not change over time. In the dy-
namic traffic model, the traffic set is allowed to change
over time to represent call arrivals and departures.

In the static model, the objective is typically to min-
imize the number of wavelengths, converters, or other
cost parametersl]. This problem was shown to be

the admissible set is similarly defined but the number
of wavelengths is fixed and an attempt is made instead
to minimize the wavelength converter usage.

We adopt in this paper the-port model from 1]
to define the admissible set. Under these assumptions,
the admissible set consists of any traffic set where
each node sends and receives at n®stalls. The
P-port model is very practical since the admissible
set is based on actual device limitations in the
network. In [L6] it is shown that for the case of a
bidirectional ring withN nodes andP ports,[P N/3]

NP-complete in2], and thus the literature has focused Wavelengths are necessary and sufficient to support
on the development of heuristics and bounds. Other P-porttraffic in a rearrangeably non-blocking fashion
approaches include attempting to maximize through- if N0 wavelength conversion is employed. An online

put for fixed capacity 3], to minimize congestion for
a fixed traffic set 4], or to maximize the number of
calls supported for a fixed number of wavelengthis [
However, this approach is limited in that it does not
allow dynamic call set-up and removals.

In a dynamic model, calls are allowed to arrive
and depart over time. One method of modelling call
dynamics, known as thblocking modelis to adopt
a statistical characterization of call arrival rates and
holding times and design algorithms to minimize
the call blocking probability. Numerous papers have
focused on blocking probability analysis under various
approximations for simple wavelength assignment
algorithms such as the random algorithé+11 and
first-fit [12]. However, due to the large state-space
size of the problem, the blocking probability of a
WDM network for more sophisticated algorithms
is extremely difficult to analyze. As a result,
most statistical algorithms rely on simplifying
approximations and heuristict3].

An alternative approach, theon-blocking model

version which attempts to minimize the number of
rearrangements per new call arrival was presented
in [17]; this algorithm was later extended from rings
to torus networks in18§]. In [19] ring networks with
wavelength conversion are considered and it is shown
that [P N/4] wavelengths are both necessary and
sufficient under these conditions.

In this paper, we investigate new rearrangeably
non-blocking RWA schemes foP-port traffic on
a variety topologies with and without wavelength
conversion. The criteria to be optimized will be both
the number of wavelengths required and the amount
of optical bypass in the network. The details of the
traffic model are first discussed; this is followed by a
description of the optimization criteria.

1.1. System model
We consider three topologies in this paper: the ring,

the two-dimensional torus, and the tree.
In a ring topology, adjacent nodes are connected

considers designing the network to accommodate any by two fibers: one supporting wavelengths travelling

traffic matrix from an admissible set. Call arrivals
or departures are equivalent to transitions from one
traffic matrix to another. If the transitions can be

in the clockwise direction, the other supporting
wavelengths in the counterclockwise direction. The
two fibers are represented by a single bidirectional
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link, where each link can support calls travelling in In general, each nodecan have a different number
both directions on every wavelength. If we number the of portsP;. The special case where all nodes have the
nodes from 0 tdN —1, then each nodds connectedto  same number of port®, = P is called symmetric
noded & 1 andi & 1, whered ands denote addition P-port traffic. A special case of symmetri-port
and subtraction moduldl, respectively. traffic is thesingle-port trafficcase, wherd® = 1 for
A two-dimensional (2D) torus is essentially a every node.
rectangular topology where each node is a member This paper considers algorithms for assigning
of two rings. The total number of nodé$é must be routes and wavelengths to every traffic matrix from the
the product of two integerR andC, and the resultant ~ admissible set.
topology is known as aR x C torus. Examples of
torus topologies are given Bection 3 1.2. Objective function
A tree topology consists of nodes joined by
bidirectional fiber links such that the undirected graph In this paper, we consider two approaches to
underlying the network must be connected and contain designing RWA a|gorithms: Constructing a|gorithms
no cycles Q. that minimize the number of wavelengths in the
We will consider networks with and without network, and algorithms that maximize the amount of
wavelength converters. A wavelength converter, if bypass at each node using banding.
available at a given node, can be used to switch a The approach of minimizing the total number
call arriving to that node on one wavelength onto a of wavelengths is common in the literature for
different wavelength departing from the node. If no non-blocking networks. Minimizing wavelengths is
conversion is employed, a call passing through a node sensible for two reasons. First, adding additional
on one wavelength must exit from the node on the wavelengths to a network is costly, so wavelengths
same wavelength. should be used efficiently. Second, if each wavelength
A traffic matrix or traffic set consists of a set of needs to be switched at each node, then optimizing
calls that need to be set up in the network. Each the number of wavelengths is also equivalent to
call consists of a source and destination pair and is optimizing the number of switch ports at each node,
assumed to occupy a full wavelength. A traffic set is animportant property since switching is expensive and
connectedf the directed graph corresponding to the switching costs can rapidly dominate in the network as
set of source—destination pairs is connected. In the switch size increases.
P-port model, the number and type of calls which The second approach is to usandingto reduce
the traffic set may contain are based on the port the number of wavelengths dropped at each node.
limitations at each node. Each nades consideredto  Banding refers to the grouping of wavelengths into
have an equal number of porf for transmitting and  frequency bands; each band contains multiple adjacent
receiving, and hence may be the source and destinationwavelengths. Node complexity can be significantly
of at mostP calls within any given traffic set. This  reduced by allowing some bands to completely bypass
traffic model is natural because it places constraints each node. This is permissible if the RWA algorithm
on the calls which are based on the actual equipmentcan guarantee that wavelengths within the bypassing
constraints at each node. A traffic set which obeys bands are never dropped at those nodes.
these constraints is said to Admissible For the purposes of the RWA problem, we can
The dynamic nature of the traffic is modelled by group the wavelengths into two bandstogal band,
transitions from one admissible traffic set to another consisting of wavelengths that can be accessed by all
over time. The RWA algorithm must provision enough nodes, and dypassband, consisting of wavelengths
resources to suppoany admissible traffic set, so that that can be accessed only by a few designéuehl
regardless of the evolution of the network state over nodes The bypass band can therefore bypass the
time, no calls are blocked. For this reason, the model majority of the nodes in the network. The bypass band
is callednon-blocking We further allow existing calls  can be viewed as a set of “highways” that can only
to be rearranged between transitions; hence the termbe accessed via the hub nodes, which serve as access
rearrangeably non-blocking ramps by using wavelength conversion to translate
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Fig. 2. An OADM architecture with bypass. Note that the switch size
Fig. 1. An OADM architecture. Note that@ + P) x (W + P) depends only on the number of wavelengdttentering the node, not
switch is required, and that the size of this switch increases with the the total numbekV.
number of wavelengths.

theoretical lower bounds, and demonstrate ways for
using banding to further simplify node complexity. In
Section 2we cover RWA and banding algorithms for
ring networks Sections 3and4 describe a method for
using ring embeddings to extend these results to torus
and tree topologies, respectivellable 1 provides a
summary of the wavelength usage of the algorithms
to be presented. Typically, in each section, a RWA
algorithm which achieves the lower bound on the
total number of wavelengths used is presented, fol-
lowed by a banding algorithm which reduces the num-
ber of local wavelengths at the expense of the overall
total number of wavelengths or wavelength converters.

incoming calls on a local wavelength to a bypass
wavelength and vice versa, as necessary.

There are several advantages to a banding
approach. One is cost savinfgg. 1gives an example
of an optical add—drop multiplexer (OADM) in a
network with no banding. In a system witklV
total wavelengths, alWw wavelengths would have
to be switched.Fig. 2 shows a system where the
wavelengths are divided into a local band kf
wavelengths, and a bypass ban®f k wavelengths.
In this case, only the smaller local band &f
wavelengths is switched. Another benefit is that the
wavelength demultiplexers can be simpler: the first,
coarse DMUX need only separate out two large bands, Table 1
while the second, finer DMUX has a smaller band Algorithm performance summary

to work with (only the local wavelengths). Finally, Type Algorithm A's (local)  A’s (total)
by allowing wavelengths in the bypass band to avoid ~ gjq Lower bound [PN/8] [PN/4)
processing at non-hub nodes altogether, the bypass [PN/4] alg. [PN/4] [PN/4]
band can either avoid the switch (thus not suffering Ring banding [PN/8] [3PN/8]
power losses due to switching which would reduce
the reach of the lightpaths), or be placed in a separate Torus ~ LowerboundR=>C) - [PR/4]
fiber entirely. Such a separate fiber would need to be ;ERA(R = 20) rPR/41 [PR/4]
. anding(R > 2C) [PR/8] [BPR/4]
connected only to the hub nodes and could physically
bypass all other nodes entirely. Tree Lower bound (binary) - [PN/2]
The potential disadvantage, of course, is that by Banding [PN/4] [PN/2]

restricting the access of some of the wavelengths
to just the hub nodes, we are imposing additional
constraints onto the RWA problem that may decrease
the efficiency of the algorithms and necessitate the 2. Ring networks
provisioning of more overall wavelengths.

In this paper, we provide novel RWA algorithms 2.1. Rings without conversion
with and without bypass for a variety of topolo-
gies. We demonstrate for each case optimal or ef- In this section, RWA algorithms which minimize
ficient wavelength usage through comparisons with the total number of wavelengths required to support
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P-port traffic in anN-node ring are considered. We
first establish a bound on the minimum number of
wavelengths required without conversion. Recall that
under theP-port traffic model, any traffic set in which
each nodel sends and receives no more thén
calls is admissible; as such, no call belonging to such
a set may be blocked. Therefore sufficiently many
wavelengths must be provisioned to support all calls
within any given admissible traffic set. 146 it was
shown that for aring witthN > 7 nodes, there exists an
admissible traffic set which requires at leaBtN/3]
wavelengths to support it if no wavelength conversion
is available. A RWA algorithm was also described
that always uses no more than this minimum number
of wavelengths for any admissible traffic set. The
algorithm was based on the following observation:

Lemma 1. Define a set of calls to badjacentf the
destination of the first call is the source of the second
call, the destination of the second call is the source
of the third call, and so forth. Given any two adjacent
calls, if the calls cannot fit on a single bidirectional
wavelength in the clockwise direction, they must fit
onto a single wavelength in the counterclockwise
direction.

A graphical proofis shown ifig. 3. The algorithm
in [16] divides the calls into sets of three adjacent calls
each, and observes that as a consequenicernma 1
each set could fit on a single wavelength. To do this,
determine the direction in which the first two adjacent

39

(b)

Fig. 3. (&) Two calls(nq, np) and (ny, n3), which cannot fit on a
single counterclockwise wavelength since the second call overlaps
from nq to ng with the first call. (b) The same two calls can use a
single wavelength in the clockwise direction, because the second
call must reach destinationg in the clockwise direction before
encountering the souraeg of the first call.

An algorithm was provided in 19 called the
[P N/4] algorithm which provides a RWA for any
P-port traffic set using no more thafP N/4]
wavelengths. This is optimal in the sense that it meets
the lower bound on wavelength usage. It requires a
total of [P N/2] wavelength converters, which can
be arbitrarily located within the ring. A detailed
description of the algorithm is given irl§]; for the
purposes of our discussion here it suffices to know that
such an algorithm exists. This algorithm will be used
later in the paper to assist in performing RWA on other
topologies.

A corollary is that for the special case df = 4
and P = 1, only a single wavelength is required,

calls can share a wavelength, and route them in thatand no wavelength converters are used. This can be

direction using a wavelength. Route the third call in
the opposite direction using the same wavelength.

2.2. Rings with conversion

We next consideP-port bidirectional rings with
conversion, again under the objective of minimizing

the number of wavelengths. The cut-set bound can be

used to provide a lower bound for symmetReport
traffic. Consider a cut of two links which divides the
ring into equal halves oN/2 nodes each. A worst-
case admissibl€-port traffic set can be constructed
where each node on the left half of the cut sends
all P units of traffic to some node on the right
half. This means thaP N/2 units of traffic would
traverse two links, requiring a minimum ¢P N/4]
wavelengths.

extended to the case of arbitralPyby noting that any
P-port set can be decomposed iaingle-port sets,
and each set routed individually. Hence fidr = 4
the lower bound ofP wavelengths can be achieved
without conversion.

2.3. Thering banding bound

In this section, we consider maximizing the amount
of bypass using banding. Recall that wavelengths are
divided into two sets of adjacent wavelengths known
as the local band and the bypass band. Wavelengths
in the local band, known as local wavelengths, can
be accessed by any node; wavelengths in the bypass
band, known as bypass wavelengths, can be accessed
only by a few special nodes known as hub nodes. Any
non-hub node is termed a local node. As described
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bypass wavelengths

Fig. 4. A dual ring topology, equivalent to a twenty-node, four-hub
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single instance of the algorithm it is straightforward to
extrapolate to any other variation since the algorithms
are all very similar. Therefore in this paper we
focus primarily on the special case of a four-hub
ring banding algorithm. A four-hub architecture has
the added advantage that routing traffic between the
four hubs does not require wavelength conversion to
achieve optimal wavelength efficiency, as noted in the
preceding section.
Forh = 4 hubs, the lower bound igP([N/h] —

ring with some local and some bypass wavelengths. The shaded 1)/2] = [P([N/4] — 1)/2] wavelengths. To obtain

nodes are hubs.

in Section 1.2 maximizing the size of the bypass

some intuition about how large this local band is,
consider the case whekeis a multiple of 4; under this
assumption, this minimum number becom&N —

band corresponds to reducing the overall cost of the 4)/8]. This establishes that at least half of all the

network.

In this section, we assume symmetrie-port
traffic and derive a lower bound on the size of the
local band for a fixed humber of hulls within an
N-node ring. In general, the number of local

wavelengths must be local wavelengths. (Recall that
[P N/4] total wavelengths are required.)

To reduce the number of local wavelengths
required, consider a topology where the four hubs
are distributed symmetrically within the ring. The

wavelengths required decreases as the number of hubging banding algorithm gives each call a route and
increases. It is possible to lower-bound the number of wavelength assignment using a three-step process, as

local wavelengths required for a fixed number of hubs
using a cut-set bound.
The hub nodes divide the ring into sections, each

consisting of a number of local nodes located between
two consecutive hub nodes. Suppose the smallest such

section consists dilg local nodes. A traffic set exists
where each node within that section sendsPatalls

to nodes outside that section. Imagine a cut consisting

of the two links at the edge of that section. There are
P - Ns units of traffic travelling across two links, and
so aminimum of P- Ns/2] wavelengths are required.
Furthermore, these must all be local wavelengths,

since none of the local nodes can access bypass

wavelengths. To obtain the tightest such bound, we
maximize Ns by distributing the hubs symmetrically
within the ring, resulting inNs = [N/h] — 1 and a
lower bound offP([N/h] — 1)/2]. This situation is
illustrated inFig. 4for the case oh = 4.

2.4. Banding and bypass on rings

In this section, an algorithm called thieg banding
algorithmthat minimizes the number of wavelengths

follows:

(1) Starting from the source node, the call travels to
the nearest hub. This route uses a local wavelength
and is static since the nearest hub node for any
given source node is fixed.

(2) From that hub, it travels via a bypass wavelength
to the hub closest to the destination node.
This routing is dynamic since the source and
destination of the call are variable.

(3) Finally, the call proceeds from that hub to the
destination node via a local wavelength, again by
a static route.

We first prove that Steps (1) and (3) use no more
than the minimum number of local wavelengths. Then
we provide a RWA to dynamically route all the calls in
Step (2) using as few bypass wavelengths as possible.

Consider the local wavelength usage. The hubs
partition local nodes in the ring into four quarters, each
of which contains no more thdiN /4] — 1 local nodes.
Assign each node within the quartBr bidirectional
wavelengths for communication with the hub closest
to it. The forward direction, from the node to the hub,

in the local band is described. In general, there exist is used in Step (1); the reverse direction, from the hub
an entire class of ring banding algorithms depending to the node, is used in Step (3). Since half the nodes
on the number of hubs in the ring; however, from a in each quarter communicate with the hub node on
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switching block shown iFig. 2 can be replaced with
static connections from the ports to theP assigned
wavelengths.

Hub node requirementsEach of the four hub
nodes needs to be able to switch between any of the
local wavelengths and any of the bypass wavelengths.
Bypass wavelengths never need to be switched
onto other bypass wavelengths—i.e. no conversion
is required between bypass wavelength®.N/2]
converters between bypass and local wavelengths are
required at each hub node.

Call rearrangementsCall departures never require
existing calls to be rearranged since the wavelengths
used can just be removed. It can be shown that call
arrivals may require the rearrangement of at most
seven bypass wavelengths7] (two sets of single-

Fig. 5. Assigning local wavelengths for a single-port sixteen-node port traffic for the four hub nodes, less one for the
ring. newly arriving call). Local wavelengths never need
rearrangement, as they are statically assigned.

one side and half with the other, each bidirectional e illustrate the operation of the four-hub ring
wavelength can be shared by two local nodes. This Panding algorithm with an example.

is illustrated for a 16-node ring ifFig. 5. In total, Example 1. Fig. 5 considers single-port traffic on a
[P(TN/4] —1)/2] local wavelengths are required by 16 node ring, and shows the wavelengths that would

this scheme. Note that this meets the lower bound on be assigned in Steps (1) and (3) of the algorithm to
local wavelengths, and corresponds to roughly half of handle the traffic between the local nodes and the
the total number of wavelengths used by ftieN/4] hubs. Note that only the minimum numbigt.6/4 —

algorithm. . _ _ 1)/2] = 2 of local wavelengths are required. For any
Next we consider the dynamic routing of calls fiveq traffic set, the four hubs would then provide a

between hubs in Step (2). Each hub is responsible for pyya using the bypass wavelengths via tieN/4]
sending and receiving all calls belonging to fti¢/4] algorithm.

nodes closest to it (including itself) to and from other To illustrate the full RWA for a given call, consider
hubs. Therefore, for Step (2) each of the four hubs acts ¢4l travelling from node 6 to node 12. The closest

as though it ha®’ = P[N/4] ports. From the results  ; for node 6 is 5, and the closest hub for node 12 is
earlier in this section, we know th&[N/4] bypass 13 Therefore a route is assigned as follows: (1) from
wavelengths are necessary and sufficient to support,o4e 6 to node 5 via a local wavelength, (2) from node
such traffic, and furthermore that we can do so without 5 5 node 13 via a bypass wavelength, and (3) from
the use of wavelength converters. (To see this, note that,qqe 13 to node 12 via a local wavelength agBig. 6

in the four-hub ringN = 4 andP” = P[N/4].) ~ shows an example of a possible RWA for the call using
A summary of the properties of the ring banding ihis approach.

algorithm follows:
Local node requirementsEach local node can
use fixed routes and wavelengths to communicate 3. Torus networks
with its nearest hub node. This allows the local
node architecture to be extremely simple. In fact, 3.1. The torus lower bound
using this algorithm, not only do local nodes never
need to access bypass wavelengths, they do not Torus networks with no wavelength conversion
need to switch local wavelengths either since these were considered in18], which presented a RWA
wavelengths are statically assigned. Therefore, the algorithm based on column-first routing requiring
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(¥}

Fig. 7. Breaking up a call into three sub-calls using a bridging

column. The single call on the left, fromp 1 to ns 3, is routed

as two row-ring calls and a column-ring call using the bridging

column 2. Each of the sub-calls can be routed independently on

twice the minimum number of wavelengths. We their respective rings using theP N/4] algorithm. Additional

investigate the use of wavelength conversion to Wavelength conversion may be required at nodges andns,» if

reduce the number of wavelengths required. We will the sub-calls are not assigned to the same wavelength.

first show a lower bound on wavelengths required;

subsequently, we give a novel algorithm for RWA on divides the torus into two equal sets BIC/2 nodes

a torus that makes efficient use of wavelengths and each. Consider the first set. Under theport model,

achieves the bound in certain cases. there exists a worst-case traffic set in which each
Define anR x C torus to be a network consisting Nnode in that set sends aft calls to some node in

of RC nodes, each of which is uniquely assigned to the other set. In this case, there a@eRC/2 calls

arowr,1 <r < R,and acolumrc, 1 < ¢ < C. traversing £ links, which means that a minimum

Each node is connected via four bidirectional links to of [(PRC/2)/(2C)] = [PR/4] wavelengths are

four other nodes: the two adjacent nodes occupying required. A similar argument fdR odd yields a bound

the same row, and the two adjacent nodes in the sameof [ P(R — 1)/4] wavelengths.

column. More specifically, denote the node in row

and columrc by n; ¢. Then the node ¢ is connected 3.2. The TERA algorithm—overview

via bidirectional links to the nodeBrg1.c, Nroil.c,

Ny cep1, @andny co1, Where operations on the rows and In this section we describe an algorithm based

columns are modul®R and C, respectively.Fig. 7 on the Torus Embedded-Ring Approach (TERA) for

shows an example of a § 3 torus.Note that each routing and wavelength assignment. We will show

row contains C nodes, and each column contains R that by judicious use of wavelength conversion,

nodes the TERA algorithm will use no more than
We again use th®-port traffic model, where each maxX[PC/2], [P R/47} wavelengths. For tori where

node is assumed to hav@ ports, and hence can R > 2C, this achieves the lower bound pP R/4]

send and receive at moBtcalls. We next investigate  wavelengths; in the worst casgR = C) it uses

how many wavelengths must be provisioned in the [PR/2].

torus to support any admissible traffic set under these  We will describe the algorithm in detail later in

assumptions. this section, but the general idea is as follows. For
Suppose without loss of generality thit > C. any given call going fromn;, ¢, to n,c,, instead

(If the opposite is true, rotate the picture of the torus of considering all possible route assignments (of

90 degrees and relabel the rows as the columns andwhich there are many), we break the problem down

vice versa.) LetR be even. Consider a horizontal into finding a route from the sourog, ¢, to some

cut across the columns which removes knks and intermediate nodey, ¢, in the same row, frommy, g,

Fig. 6. The route for cal(6, 12). Hubs 5 and 13 are used to access
the bypass wavelengths.
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to somen, g, in the same column, and finally from
Nr,.c, to the destinatiomy, ¢, in the same row. The

43

which are starting sub-calls and the remainingof
which are ending sub-calls. Each node already uses

advantage to this approach is that instead of having P ports for sending the starting sub-calls, aRd

a single call travelling through a torus, the call has

ports for receiving the ending sub-calls. We wish to

been subdivided into three smaller calls, each on a choose bridging columns such that the starting sub-

differentring, and the results for rings in the preceding

calls on each row-ring use no more thradditional

section can be used to do the routing and wavelength destination ports per node, and the ending sub-calls

assignment for each sub-cdfig. 7 gives an example
of routing a call using this approach.

In the above approach, an intelligent choice of
a column ¢, for each call is required so that

use no more tha® additional source ports per node.
If these conditions are met, then each row-ring needs
no more than P ports per node.

2. Column-ring conditions: For each column-ring,

subsequent routing of the resulting sub-calls uses asye \wish to choose bridging columns such that the

few wavelengths as possible.

For notational purposes, define the ring formed by
the nodes{n;j | j = 1,...,C} to be the row-
ring i, and the ring formed by the nodds;; |
i = 1,..., R} to be the column-ring. Under this
nomenclature, there ar@ row-rings andC column-
rings. Let us call the column&y} used to generate
the sub-calls theridging columnssince calls will use
these columns to travel between row-rings. IraC
torus, there areC bridging columns. We will use a

P-port assumption holds true for each column-ring;
i.e. the set ofP R bridging calls for each column-ring
should use no more thaR source and destination
ports per node.

Lemma?2. If the bridging conditions imposed by
the column-rings are satisfied, then the bridging
conditions for the row-rings are also satisfied.

Proof. For each row-ring, at lea$ ports are required

bipartite matching approach to associate each call with regardless of the choice of column-rings since the

a bridging column in such a way that the resulting sub-
calls will form a 2P-port traffic set on each row-ring,
and aP-port traffic set on each column-ring. Once
this is done, it is evident that by using th& N/4]
algorithm on each row-ring and column-ring, the total
number of wavelengths required in the torus will be
maxX[2PC/4], [PR/41} = maxq[PC/2], [PR/41},

as claimed.

3.3. Bridging column assignment

In this section, we will describe a method for using
matchings to assign a bridging column to each call
such that the resulting sub-calls form B-port traffic
set on each row-ring, andR-port traffic set on each
column-ring.

Consider a call(ny, ¢, Nr,.c,) that is divided
into three sub-callgny, ¢;, Nry.¢,)s (Nry ey, Nry.cy)s @Nd
(Nry,0p, Nryycp). We will call the (nry ¢, Nryq,) the
starting sub-call (nr; . Nr,,¢,) thebridging sub-call
and (Nr,,¢,. Nr,,c,) the ending sub-call We wish to
determine the conditions that the bridging column
assignment is subject to.

1. Row-ring conditions: For each row-ring of size
C, there are PC sub-calls to be routed on if of

sources of each starting sub-call and the destinations
of each ending sub-call are fixed. Thus it remains to
show only that each node is the destination of no more
than P starting sub-calls, and the source of ho more
than P ending sub-calls, to prove that only anottier
ports per node are required (for a total &f per node).

To see that this is true, note that the destination of
each starting sub-call is the source of a corresponding
bridging sub-call. Therefore, if a node in a row-ring
were the destination of more thaR starting sub-
calls, that node would also be the source of more
than P bridging sub-calls on its column-ring. Since
we assumed that the column-ring conditions were
satisfied, this cannot be true.

Similarly, the source of each ending sub-call is
the destination of a corresponding bridging sub-call.
If a node in a row-ring were the source of more
than P ending sub-calls, that node would also be the
destination of more tha® bridging sub-calls on its
column-ring, which cannot be true. O

Lemma 2tells us that it suffices to assign calls to
bridging columns so that the column-ring conditions
are satisfied. We achieve this by using a bipartite
matching approach, as follows.
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Consider the traffic set for th& x C torus. We
construct a bipartite graph consisting of two sets of
R vertices, which we will cal{S} and{D;}, where
i =1,...,Randj = 1,...,R. In a given set,
each vertex corresponds uniquely to one of fRe
row-rings.

Each call in the traffic set will correspond to an
edge in the graph. A call from a noda, . to
Nr,.c, Will be represented by an edge from vertex
§, to Dy,; in other words, a call in the torus is
represented by an edge in the graph connecting the
vertex in{S } representing its source row-ring, and the
vertex in{Dj} representing its destination row-ring.
Since we have #@-port traffic set, and each row-ring
containsC nodes, each vertex in the graph will have
degreePC.

We will call the bipartite graph thus constructed the
bridging graph In the next step, we will make use
of the following theorem for bipartite matchings with
equal nodal degree.

Theorem 1. Define aperfect matchingo be a set

of edges where exactly one edge is incident on every
vertex. Then, in a bipartite graptVy, Vo, £) in which
each vertex in Yand in \b has degree m, the sét

can be partitioned into m disjoint perfect matchings.

Proof. The proof is basically by induction using
Hall's theorem 1] and was given inZ2]. It is omitted
here for brevity. 0O

In the context of our constructed bipartite matching,
Theorem 1guarantees that we can obtain a set of
P C disjoint perfect matchings. Each perfect matching
corresponds to a set & calls where exactly one call
originates from each row-ring, and one call is destined
for each row-ring. Since for any given call the bridging
sub-call has source node equal to the source row of
the original call, and destination node equal to the
destination row of the original call, this means that if
all calls in a matching use the same bridging column,
the set of resultant bridging sub-calls will correspond
to a single-port traffic matrix for that column

The preceding idea forms the basis for the as-
signment of bridging columns. Recall thEieorem 1
guarantees that we will hav®C disjoint perfect
matchings. Divide these matchings infosets of P
disjoint perfect matchings. Assign each set of match-
ings to one of theC columns. All calls in a matching
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source destination graph edge
row | column | row | column S; D;
1 1 3 2 1 3

1 2 2 1 1 2

2 1 1 1 2 1
2 2 4 1 2 4
3 1 2 2 3 2

3 2 1 2 3 1
4 1 4 2 4 4
4 2 3 1 4 3

Fig. 8. A traffic set for the single-port 4 2 torus considered in
Example 2 The first two pairs of columns give the row—column
pairs for the source and destination nodes, while the last two
columns give the edges that represent each respective call in the
bridging graph.

assigned to a given column will use that column as its
bridging column. Since each matching requires only
a single port per node, the matchings in each col-
umn will require no more tha® ports per node. Thus
the column-ring conditions (and subsequently the row-
ring conditions, byLemma 2 are satisfied.

Example 2. In this example, we consider the problem
of assigning bridging columns to a traffic set on a
single-port 4x 2 torus. The traffic set is given Fig. 8.
The corresponding bridging graph is showrfig. 9.
Recall thatTheorem lstates that since the graph has
vertex degre®C = 1.2 = 2, we can find two disjoint
matchings. One possible such choice is given.

Under the choice of matchings givenhig. 9, we
assign all calls in the first matching to column 1, and
all calls in the second matching to column 2. This
uniquely specifies a bridging column for each call in
the traffic set, as shown iRig. 10 For example, the
first call in the set, fronmq 1 to n3 2, corresponds to the
graph edgé&; to Ds. This edge is in the first matching,
so the call frormy 1 to n3 2 is assigned to the bridging
column of 1. The resulting sub-calls afey 1, n1.1),
(n1,1, N3.1), and(nz 1, N3 2). (Note that the&ny 1, N1 1)
sub-call happened to be degenerate, and in practice
would not require a wavelength.)

3.4. The TERA algorithm—operation

We can now formally state the TERA algorithm.
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S; D, 5; D, S; D;
® O @ @
® © © @
® ® ® ®
&—Oo® 6 @

Fig. 9. The bridging graph fdExample 2 As expected, each vertex
in the bridging graph has vertex degré®C = 1.2 = 2.
Using Theorem 1 this can be divided int€ = 2 disjoint perfect
matchings.

call bridging
SIC TOW src col column
1 1 1
1 2 2
2 1 1
2 2 2
3 1 1
3 2 2
4 1 1
4 2 2

Fig. 10. The resultant assignment of bridging columns to calls for
Example 2

The TERA Algorithm.

(1) Given aP-port traffic set for the torus, construct
the corresponding bipartite bridging graph, as
described irSection 3.3

(2) Divide the edges on the bridging graph i@tsets
of P disjoint bipartite matchings. Assign each set
to a different bridging column.

(3) Now that each call has a bridging column, divide
each call into a starting sub-call, a bridging sub-
call, and an ending sub-call.

(4) For each row-ring, use théP N/4] algorithm
to perform RWA on all starting and ending sub-
calls within that row-ring. This requiregP C/2]
wavelengths on each row-ring.

(5) For each column-ring, use tfi®@ N/4] algorithm
to perform RWA of all bridging sub-calls
within that column-ring. This requiresP R/4]
wavelengths on each column-ring.
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(6) Give each original call in the torus the route
and wavelength assignment formed by the
concatenation of the RWA of the starting,
bridging, and ending sub-calls. Up to two
converters may be needed to change between sub-
calls.

3.5. Banding and bypass on tori

In this section, we give an algorithm for banding
on a torus which reduces size of the band of local
wavelengths dropped at non-hub nodes.

Since the TERA algorithm essentially results in a
problem of disjointly routing traffic on different rings
in the rows and columns, we can apply an approach
similar to the ring banding algorithm. Rather than
using the[P N/4] algorithm to route the sub-calls
on the row-rings and column-rings, the ring banding
algorithmis used. In this discussion, we focus on using
the four-hub ring banding algorithm, but the results
could be extended to using different numbers of hubs.

We assume again by convention that > C.
Using a four-hub architecture on each row, we can
reduce the number of local wavelengths required on
those rings toP[C/8]. A minimum of 4R hubs are
required to do this, since no two row-rings can share
a hub node. In order for rings along the columns to
also require a local band of no more th&jC/8]
wavelengths, enough hubs must be allocated along the
columns such that no node in a column-ring is further
than [C/8] hops from a hub node. This requires at
least[R/[C/4]7 hub nodes along each column. An
upper bound on the total number of hubs required is
therefore R + [R/[C/47] - C, or approximately &
hubs. Therefore the number of hutisis bounded by
4R < h* < 8R. We can achieve the lower bound by
using clever hub designation to allow the same nodes
to serve as hubs for both a row-ring and a column-ring,
reducing the total number of hubs required.

We describe a hub allocation scheme that uses the
minimum number of hubs. For the first row, designate
nodesny h,, N1,h,, N1,hg. @Ndng n, to be hubs, where
the column numberd; are given inTable2 In
the second row, nod€® h,g1, N2,h,e1, N2,h;e1, and
N2 h,e1 are hubs; note that this is a cyclic shift in the
rightward direction (modul&) of the hub allocation
for the previous row. This pattern repeats for all
subsequent rows. In general; c is a hub ifc &
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Table 2
Hub column numbers for the first row-ring
if Cmod4=".-. hy ho hs hyg
0 0 C/4 2C/4 3C/4
1 0 LC/4] 2(C/4] 2|C/4] +1C/4
2 0 [C/4 [C/4] + [C/4 [C/4] + 2[C/4]
3 0 [C/4 2[C/4 3[C/47
(r —1) = h; for somei = 1,2,3, or 4:;i is called “_i ‘i "‘ ‘L
the hub indexof that hub. 174 o o ®
It is trivial to note that each row now has four © Q © o
hubs, and hence onlp[C/8] local wavelengths are o o Py @ A '. ©
required along the rows. The following lemma claims 1o o o o
that this hub allocation also requires no more than © l‘ 0. 0’
P[C/8] local wavelengths along the columns. @ Py Py P! o
. . 11 © O o 08
Lemma 3. Designating hub nodes along the row- © o P o
rings as described results in a hub allocation with the -0 o O O
property that along each column-ring, no local node © @ o o
: © O © O
is more than[C/8] hops away from the nearest hub 4 © P o PN
node. © Q © O
—© O O ©
Proof. The proof will show that along any column, @ @ @ o
no two hubs are separated by more tii@4] nodes, 21 ? © T o T O T_;

from which it follows that no node can be more than
[C/8] hops away from a hub.

Recall that a node, ¢ is a hubifc @ (r — 1) = hj;
equivalentlyny ¢ is a hub iffr = h; & (c—1) for some
i = 1,2, 3, or 4. Consider two adjacent hubs in the
same colummy, ¢, Nr, ¢ with hub indiced andj; the
distance between themig — r = h; — hj. From
Table 2 for any two adjacenh; andhj, hj — hj <
[C/4], completing the proof. O

The consequence of the lemma is that any local
node is no more thafC/8] nodes away from a
hub; hence no more thaR[C/8] wavelengths are
required Fig. 11gives an example of a 2% 21 torus,
and illustrates the hub allocation obtained from this
construction.

1 6 11

Fig. 11. A 21x 21 torus. The local nodes are at all intersection
points of the grid, while the hub nodes are shown as shaded circles.
ForR = C = 9, we have thatN/4] = 2 and[N/4] = 3, so

hy = 0,hy, = 2, hg = 4, andhg = 7. Adding each of the row
numbers modulo 9 gives the hub assignments shown. As a check,
note thatg; = 0, go = 2,93 = 5, andgy = 7 also correctly yields

the resulting hub allocations down the columns.

P[C/2] bypass wavelengths are required. A similar
argument on the columns shows tlRtR/4] bypass
wavelengths are required.

The wavelength assignment also has the following
properties:

The number of bypass wavelengths required can be (1) Non-hub nodes have fixed routing and fixed wave-

obtained by examining the number of calls arriving
and departing from each hub node. Along the rows,
each hub is responsible fgIC/4] nodes, and each
such node has R ports; therefore each row-hub
hasP’ = 2P[C/4]. Using the[P N/4] algorithm,

lengths Conversion between local wavelengths is
hence not required, since each node is assigned its
own wavelength to send and receive from its hub.
Also, local nodes need no knowledge of network
state.
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(2) The only place where conversion is required is at b"‘;{f&‘;"“
the hubs No conversion is required to connect
calls continuing from a row-ring onto a column-
ring, or from a column-ring onto a row-ring. ; o P ® i
4. Treenetworks : u .
4.1. The tree lower bound § © 0O O §O 0o O
sub-tree 1 sub-tree 2

In this section, a bound on the minimum number _ . L

f wavelengths required to suppdPtport traffic in Fig. 12. A 14-node balanced binary tree. The bottleneck link is the
0 A g . g ppartp . link in heavy black; removal of this link from the graph disconnects
trees is established. We use the cut-set bound to o_btalnthe graph into the two indicated sub-trees, each contairghy=
a lower bound on the number of wavelengths. Since IS?l = 7 nodes. By considering all links in tumn, it can be shown
a tree contains no cycles, the removal of any single that this is the bottleneck link, resulting in a lower bound of seven
link i disconnects the tree into two disjoint sets of Wwavelengths.
nodes. For each we call these set§! andS?, and let

ISt and|S?| denote the number of nodes in each set, optimal for balanced binary trees. Furthermore, no

respectively. Suppose§t| < |S§|. Then there exists
a worst-case admissible set where each nodslin
sends allP units of traffic to some node 8. Since
all this traffic must cross link, at leastW, = |$1|
wavelengths are required to support it/ §| > |S?],
similar reasoning give®\; = |$2|.

We can obtain the tightest lower bound by
maximizing over all linksi. Let the greatest lower
bound thus obtained béN max {W; }
max {min{|S*|, |S?1}}. A link which achieves this
lower bound is known as &ottleneck link Fig. 12
gives an example of determining the bottleneck link.

From the preceding discussion, it is clear that the
lower bound obtained in this section is dependent
on the specific topology of the tree, and not just on
the number of nodes in the tree. For example, for a
balancedl-ary tree, the links adjacent to the root node
are the bottleneck links, and/ = P(N — 1)/d. For
balanced binary trees, whete = 2, the bound is
W =P(N —1)/2.

4.2. The[PN/2] embedded-ring approach

In this section, we describe a RWA based on
embedding a virtual ring in the tree topology. We
will show that for connectedP-port traffic sets, this
approach requires at mogP N/2] wavelengths for
any tree topology, and hence is optimal for tree
topologies wheraV = [P N/2]. For example, it is

wavelength conversion is required.

The ring-embedding idea is intuitively very simple.
In any tree, by using depth-first search, we can form
a circuit which visits each node in the tree at least
once while traversing each link only twice (once in
each direction). This circuit is said to formvartual
ring in the following sense. Consider a ring topology
where the nodes are connected in the order in which
each corresponding node in the tree is first visited by
the circuit. Then any RWA for this ring has a one-to-
one correspondence with a RWA for the tree. Each link
between two adjacent nodes on the ring corresponds to
the links traversed by the circuit in travelling between
those two nodes on the tree. Such a circuit is illustrated
in Fig. 13for a 15-node balanced binary tree.

A single, unidirectional wavelength on the ring
corresponds to the use of a single, bidirectional
wavelength on the tree. (A bidirectional wavelength
is required because a single circuit around the tree
used each link once in each direction.) Recall from
Lemma 1that any two adjacent calls on a ring must
fit on a single wavelength in one direction or the
other. The ring-embedding algorithm simply divides
the traffic into adjacent pairs, and determines the
single-wavelength direction for each pair. Each pair
is then routed on a single directed wavelength on the
virtual ring, which corresponds to a RWA on the tree
which uses a single bidirectional wavelength per pair.
Since there are a total P N/2] pairs, no more than
[P N/2] wavelengths are required.
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topology, we first used the objective of minimizing
wavelengths, then moved on to maximizing optical
bypass via banding.

For rings, we recap thg PN/3] and [P N/4]
algorithms from L6 and [19 which are optimal
in minimizing the number of wavelengths used for
networks without and with wavelength conversion,
respectively. We then propose a novel approach for
banding which minimizes the size of the band of local
wavelengths dropped at all nodes, and additionally
eliminates the need for switching at all bathub
nodes, wheré is a design parameter. Furthermore,
only the hubs need to have knowledge of the
network state, eliminating the need for a centralized
management scheme which needs to coordinate with
all nodes.

For tori, we derive a lower bound ¢P R/47 wave-
lengths required to suppol®-port traffic, and provide
a novel algorithm (the TERA algorithm) which uses
ring embeddings and requires MjigR C/27, [P R/47}
wavelengths for aliR x C torus using sparse conver-
sion. We show that this is optimal f&® > 2C. This

Fig. 13. Embedding a cycle in a 15-node balanced binary tree. The improves over the algorithm inlB] which requires
nodes have been numbered so that the cycle visits them in order of [P R/2] wavelengths. We then provide a banding al-

increasing index. The corresponding virtual ring topology is shown
below the tree.

4.3. Banding and bypass using the embedded-ring

approach

Banding can also be performed using the em-
bedded-ring approach by directly applying the ring
banding algorithm on the virtual ring. For a four-hub
architecture, for example, the approactsefction 2.4
can be directly used to obtain a RWA for the
virtual ring which uses[P N/8] local wavelengths
and [PN/4] bypass wavelengths. Since a single
unidirectional wavelength on the virtual ring requires
a bidirectional wavelength on the tree, this implies that
2[PN/8] local wavelengths and [P N/4] bypass
wavelengths are required for the tree using this
approach.

5. Conclusions

We considered routing and wavelength assignment

for P-port traffic on ring, torus, and tree topologies
with and without wavelength conversion. For each

gorithm based on the ring banding approach which
eliminates switching at all but® hubs. Again, only
the hubs need information about the network state in
this second RWA.

Finally, for trees, we describe a method based on
the cut-set bound which obtains a lower bound on
the number of wavelengths required to support any
P-port tree. We then use a ring-embedding approach
to produce the[P N/2] algorithm, which has low
complexity and is optimally efficient in wavelength
usage for a certain subset of trees, including balanced
binary trees. A method for applying the ring banding
algorithm to trees for bypass requiring only half the
wavelengths to be dropped at local nodes is then
derived.
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