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ABSTRACT

We describe an optical regional access network which combines electronic IP routing with intelligent networking functionality of the optical WDM layer. The optical WDM layer provides such networking functions as network logical topology reconfiguration, optical flow switching to offload traffic and bypass IP routers, wavelength routing of signals, protection switching and restoration in the optical domain, and flexible network service provisioning by reconfigurable wavelength connectivity. We discuss key enabling technologies for the WDM layer and describe their limitations. The symbiosis of electronic and optical WDM networking functions also allows support for heterogeneous format traffic and will enable efficient gigabit-per-second user access in next-generation Internet networks.

OPTICAL NETWORKING:
INTRODUCTION

The current explosion of communication traffic volume is driven by an insatiable appetite for Internet connectivity on geographic scales from intra-building to world-wide. This exponential growth of traffic volume and the demand for ever higher end-user data rates are expected to continue in the foreseeable future. Optical fiber communication technology has kept up with the growing traffic volume by expanding the use of wavelength-division multiplexing (WDM) technology, which allows multiple data channels at different optical wavelengths to be transmitted simultaneously over a single optical fiber. Communication system suppliers today are advertising WDM transmission systems with capacities greater than 1 Tb/s ($10^{12}$ b/s) over a single fiber by means of more than a hundred channels at 10 Gb/s each. At the same time, communication service providers are laying fiber cables into the ground with more than 100 fibers per cable. Much of this capacity growth has been in point-to-point long-distance backbone transmission. Importantly, observation of the present growth indicates that the dominant future traffic on national and worldwide backbones will be in the form of Internet Protocol (IP) packets; next-generation communication infrastructure should also support heterogeneous traffic formats, including synchronous optical network (SONET) and asynchronous transfer mode (ATM). High-capacity electronic IP routers are already used to switch the backbone network traffic, router capacities are expected to reach several terabits per second in the very near future.

While the growth of the backbone communication capacity has been tremendous, end-user access to this capacity is still expensive and limited to data rates of kilobits and megabits per second. Many research groups and developers in commercial companies are exploring ways to extend high-data-rate capability from the backbone to the user; gigabit-per-second data rates are desirable for some high-end users, such as business premise routers and high-speed workstations. The use of WDM technology in such metropolitan area access networks is a powerful approach that is currently being actively explored.

MIT Lincoln Laboratory is part of a consortium developing a next-generation optical WDM regional network architecture for high-speed user access to the IP Internet backbone. This work is conducted under the auspices of the Next Generation Internet-Optical Network for Regional Access with Multiwavelength Protocols (NGIONRAMP) program sponsored by the Defense Advanced Research Projects Agency (DARPA). This consortium includes partners AT&T, Cabletron, JDS Uniphase, MIT, and Nortel Networks. At present, optical long-distance backbone communication uses wavelength multiplexing for high-speed point-to-point data pipes; simple optical functionality, such as optical fiber cross-connections and fixed add/drop multiplexing, is being introduced into the backbone. Our optical access network design incorporates electronic IP routers interconnected by an intelligent WDM optical core in a symbiosis of electronic and optical networking elements and functions. We use WDM to provide important networking functionality in the optical layer of the network, such as network logical topology reconfiguration in response to changes in traffic demand, switching of high-speed data flows directly in the optical wavelength domain to offload traffic and bypass IP routers, wavelength routing of optical data signals to their...
intended destinations, protection switching and service restoration in the optical domain in response to fiber cuts, and flexible and rapid network service provisioning using reconfigurable wavelength connectivity. By means of available transparent optical channels, this WDM multichannel network also supports heterogeneous traffic formats, including SONET, ATM, Gigabit Ethernet, and analog-modulated optical signals. The major features of the proposed architecture will be implemented in an experimental testbed network. In this article we describe the main aspects of our physical network architecture, with the emphasis on WDM optical network configuration and elements required to provide the above optical networking functions.

Direct optical connections between network users also place demands on the optical transparency of the network, and we discuss issues related to signal degradation in such data connections. Other important issues of WDM optical networking which lie outside the scope of this article are the development of the network management and control systems to allow the IP layer of the network to efficiently utilize the optical WDM networking layer.

**Physical Network Architecture**

The challenge in developing the physical architecture of the WDM network is to provide intelligent network functionality at the optical layer, as well as to allow optical and electronic switching layers to operate in synergy. Network scalability in terms of number of users and network capacity is also an important factor. In Fig. 1 we illustrate the key physical architecture features of our optical metropolitan access network. The access network is divided hierarchically into a feeder network and multiple distribution networks. End users are locally connected to the distribution networks, which in turn are connected to access nodes in the feeder network. In addition to connecting access nodes to one another, the feeder network has one or more connections to the communication backbone via backbone access nodes. In our implementation the feeder network has a ring physical topology, although other topologies are also possible, such as a mesh. Feeder access nodes can be interconnected by multiple fibers for greater capacity and route diversity; we use a dual-fiber ring feeder configuration for its simplicity while providing protection in case of fiber cuts.

The WDM feeder ring carries multiple wavelength channels $\lambda_i$ different wavelengths providing connectivity between different access nodes. This wavelength $\lambda_1$ can connect nodes 1 and 3, while wavelength $\lambda_2$ can connect nodes 2 and 6. We envision systems with 10 to 20 access nodes over a metropolitan area and 20 to 100 users on each distribution network. The feeder ring can carry 10 to 100 wavelength channels at data rates of 2.5 Gb/s (OC-48), 10 Gb/s (OC-192), and potentially higher; transparent optical connections, for example with analog-modulated signals, are also possible. Passive distribution networks can use various physical topologies, such as a tree, ring, or bus. Distribution networks carry both the feeder wavelength channels and the additional local distribution wavelength channels.

**Intelligent Access Nodes**

In this optical WDM network, both optical and electronic intelligent network functionality reside in the access nodes which interconnect data flows between the feeder and distribution networks. The role of the feeder access node is to route full optical wavelength channels and individual IP data packets inside wavelength channels toward their destinations; a functional diagram of the proposed intelligent access node is shown in Fig. 2. Two key features of our access node design are the electronic IP router and the optical wavelength router/transponder inside the node. A third important feature is the ability to direct optical signals to one of the two routers or to completely bypass the routers for transparent optical connections between users.

In the proposed architecture the wavelength channels selected for feeder add/drop can pass directly between the feeder and the distribution network or can be first processed in the electronic IP router or the wavelength router/transponder, which are part of the access node. The electronic IP router receives the selected wavelength channels at its input ports, converts the data from optical to electronic form, processes the IP packets in electronic form, and finally routes the packets by retransmitting them through its wavelength-tunable or fixed-wavelength optical output ports. Besides its routing function, the IP router can also aggregate the lower-data-rate traffic from the distribution network onto higher-speed feeder channels. The wavelength router/transponder routes an optical signal by receiving it on one wavelength channel and
Each fiber in our proposed feeder network is designed to carry multiple wavelength channels which we divide into WDM bands. This wavelength banding approach will be especially convenient and important when tens and hundreds of wavelength channels are carried over a single fiber. Grouping wavelengths into bands of 10 to 20 channels leaves a relatively small and manageable number of bands on the feeder, allowing the selection of channels for add/drop one band at a time. In this network architecture, the number of network users can be scaled conveniently by adding additional access nodes and wavelength bands on the feeder network.

An access node selects one or more bands to add/drop from the feeder to the distribution network; the nonselected wavelength bands bypass the access node transparently. In the present design the add/drop band selection is fixed and not switchable. The selected bands in the access node are demultiplexed into individual wavelength channels in the feeder optical add/drop multiplexer (OADM). We use a switched feeder OADM which can switch the individual channels to be added/dropped to the distribution network or to continue unaltered on the feeder network. In the present design the distribution OADM is a passive, nonswitchable (digital)multiplexer that separates all wavelength channels from the distribution network for processing in the access node.

**Network Connection Scenarios**

User connection scenarios supported by this network are illustrated in Fig. 3. The end user first uses his distribution network connection to reach the entry access node; a passive distribution network is shared by many users by means of a WDM medium access control protocol. At the entry access node the data is routed toward its destination using the appropriate feeder-add wavelength channel. The channel is dropped at the egress access node and directed via the distribution network to the endpoint destination. Several connection scenarios are supported, with an appropriate scenario selected using control signaling. For IP traffic the user connection can be electronically terminated at the access node electronic IP router, which then routes the IP packets toward their destination. For large data flows, the user may bypass the IP router to send an optical data flow directly to its destination. Alternatively, the user may use the optical wavelength router/transponder to access different wavelength channels and data paths. We expect that a significant fraction of the data traffic can be handled using optical routing and bypassing the electronic IP routers. Therefore, for a given IP router capacity, our intelligent WDM network can handle a much larger traffic volume than a network with purely electronic routing.

Data path routing in this WDM network is accomplished by switching the access nodes’ feeder OADMs to add/drop the desired feeder wavelength channels and by tuning the transmitters to the appropriate wavelength channels. Such wavelength-tunable transmitters are used in the end-user equipment, the electronic IP router output ports, and the wavelength router/transporter output ports. In principle, fast electronic wavelength
tuning of transmitters combined with a fast control channel could allow IP packet routing on a packet-by-packet basis. OADM switching is slower and also involves reconfiguration of the logical network topology; therefore, OADM switching is expected to be done infrequently in response to changes in traffic load patterns or for very large data file transfers.

**Dual-Fiber Ring and Optical Protection Switching**

Figure 4 illustrates the dual-fiber ring architecture of the feeder network. Each fiber is unidirectional; one carries traffic clockwise (CW) while the other carries traffic counter-clockwise (CCW). Thus, duplex connections on the network consist of two simplex connections. In our initial implementation we plan two wavelength bands on the ring, the A band on the CW fiber and the B band on the CCW fiber. In case of a fiber cut, which can be detected by a loss of light in the fiber, traffic in the cut fiber is redirected onto the second fiber going in the opposite direction around the ring. In this protection mode, fibers carry both their normal band and the protected band from the opposite fiber. After going around the ring in the protection band, the signal reaches its intended node on the other side of the fiber cut, where the signal is redirected back onto its normal band fiber. In protection mode the signals are dropped at access nodes only when they pass them in their normal band and not in the protection band; this significantly simplifies the protection control scheme and the access node structure.

**Access Node Implementation**

For the access node functional schematic in Fig. 2, one possible physical implementation of the dual-fiber ring feeder access node is shown in Fig. 5. Here we show only the electronic IP router, but a similar scheme can be used with both IP and wavelength routers inside the access node. WDM multichannel signals from dropped feeder bands of both CW and CCW fibers are first demultiplexed into individual wavelength channels. The optical 2 x 2 switch for each channel then selects whether the channel is added/dropped from the stream or continues undisturbed back onto the feeder. If a particular wavelength channel is dropped from the feeder band onto the distribution network, this channel can also be used to add a signal from the distribution network onto the feeder. Wavelength channels destined for the feeder are then multiplexed, with variable attenuators first equalizing the channel power levels.

On the feeder drop side, the dropped feeder wavelength channels can go directly to the distribution network or be terminated in the IP router, with a set of 1 x N optical switches playing the role of a tunable channel selector. The IP router drop output ports connect to the distribution network using the distribution wavelengths. On the feeder add side, signals from the distribution network can be added directly to the feeder if they are on the feeder wavelengths. Signals on the distribution wavelengths, shown in dashed lines in Fig. 5, are electronically terminated in the IP router, where they are electronically processed and routed through the feeder using the routers output ports tunable over the feeder wavelengths. Not shown in the figure are optical...
amplifiers which are used to compensate for propagation loss between access nodes and the various splitting and excess losses inside the access node.

Several schemes for implementing the access node wavelength router/transponder are shown in Fig. 6. In all cases, the use of $N \times M$ signal switches allows many input signals to time share a smaller number of output ports, while wavelength routing is done by tuning the output ports' wavelengths. Control signaling is used for signal switching and output port tuning in these wavelength routers. In the two router/transponder configurations, the signals undergo optical-electrical-optical conversion with either electrical or optical switching of the signals; output transmitters are wavelength-tunable. It is easier to make optical-electrical-optical transponders for specific bit rate signals, but bit-rate-independent transponders are also possible. In the all-optical wavelength router, the signals are switched optically; bit-rate-independent tunable all-optical wavelength converters are used in the output ports. All-optical wavelength converters are research type devices at present.

**Figure 6. Tunable wavelength router/transponder implementations: electrically switched transponder, optically switched transponder, and optically switched all-optical wavelength converter. Rx: optoelectronic receiver; Tx: optoelectronic transmitter.**

**Optical WDM Enabling Technologies**

The optical WDM revolution in transmission and emerging applications in optical regional networking are enabled by a range of key optical technologies which are also used in our optical network design. At the foundation is the low loss, 0.25 dB/km, single-mode optical fiber, which allows long-distance transmission with a bandwidth window of about 25 THz. Erbium-doped fiber amplifiers (EDFAs) provide optical amplification to compensate power loss in optical signal transmission and processing (splitting, multiplexing etc.). Conventional C-band EDFAs cover the 1530-1565 nm wavelength range and extended L-band EDFAs cover the 1565–1605 nm range for a total available gain bandwidth of 9 THz. Commercial systems have already capitalized on this bandwidth by using 100 GHz and 50 GHz spaced channels at channel bit rates of up to 10 Gb/s and a total fiber capacity of greater than 1 Tbps. Future trends are toward smaller channel spacing, higher bit rate per channel, and higher spectral efficiency (bits per second per hertz).

WDM filters are another key technology; they allow splitting and combining of the available wavelength band into more than 100 individual wavelength channels. A variety of WDM filter types are available, such as fiber Bragg grating filters, dielectric thin-film filters, and Mach-Zehnder and waveguide-grating-router devices. Semiconductor lasers are used in transmitters for the WDM multichannel systems. Fixed-wavelength distributed feedback (DFB) semiconductor lasers with wavelengths chosen from a standardized wavelength grid are now widely available. Semiconductor lasers tunable over as much as 40 nm (4.6 THz) are also becoming commercially available.

Electro-mechanical, and in the very near future micro-electromechanical system (MEMS), optical fiber switches switch full-band optical signals between multiple fibers; switching times are now typically between a few and tens of milliseconds. Signal splitters, combiners, and variable attenuators allow further manipulation of optical signals. High-speed, greater than 10 Gb/s, single-channel transmitters is enabled by a variety of optical and electronic components. Among the key devices here are low-wavelength-chip external lithium-niobate modulators, as well as integrated or copackaged semiconductor electroabsorption and Mach-Zehnder modulators, with modulation bandwidths in excess of 10 GHz. Commercial PIN photodiodes and avalanche photodiodes (APDs) provide receiver bit rates of 10 Gb/s and higher; EDF-based optical preamplifiers enable high sensitivity of these optical receivers. Dispersion-compensating fiber allows compensation of the fiber link dispersion for high-speed long-distance signal propagation, as well as tailoring of the dispersion profile in the dispersion-managed optical signal path. These and other optical technologies are being further developed to provide fiber functionality for WDM applications while improving their performance and reducing component-induced signal impairments.
WDM NETWORK
OPTICAL SIGNAL IMPAIRMENTS

Optical signals propagating over WDM networks suffer a variety of physical impairments that degrade the signals and limit system performance. Understanding these impairments and minimizing signal degradation are especially important for transparent optical connections across the networks. Some of the key impairments are dispersion of optical fibers and WDM multiplexing/demultiplexing filters, coherent and incoherent signal crosstalk from imperfect WDM channel filtering, WDM filter passband narrowing on filter cascading, polarization-dependent loss and polarization mode dispersion, finite optical signal extinction, and nonlinearities of optical fiber. Optical amplifier impairments include optical spontaneous emission noise and nonlinear gain profile. An important issue for reconfigurable WDM networks is transient gain dynamics in optical amplifiers due to WDM channel switching; these transients can be suppressed by electronic or all-optical gain control techniques. Optical amplifier impairments, interchannel crosstalk, and signal dispersion are probably the most important signal degradation mechanisms in WDM networks. In the network context, where optical signals pass through multiple access nodes and potentially through an arbitrary path in a mesh-connected network, it is especially important to understand the cascading behavior of these physical impairments.

As an illustration of a physical impairment and its system implications, we show results of our calculations of receiver power penalty for optical signals propagating through a cascade of dispersive WDM filters. As shown in Fig. 5, WDM filters are encountered in network access nodes as channel demultiplexers and multiplexers; an optical signal traveling through a series of access nodes will traverse a cascade of such WDM filters. Signal distortion due to dispersive effects of the cascade results in intersymbol interference and introduces bit errors; this requires a compensating increase in received optical power, which is defined as the receiver power penalty, in order to restore the system required bit error ratio.

Figure 7 shows the calculated magnitude and dispersion characteristics of cascaded fiber Bragg grating filters, a typical type of WDM filter. The passband spectrum of a 10 Gbit/s pseudo-random bitstream (PRBS) is also shown. For these flat-top filters, the effective passband narrows only slightly on cascading as many as 40 filters. The dispersion varies linearly with optical frequency near the passband center. While the dispersion slope of the cascade increases linearly with the number of cascaded filters, the slope also varies as the inverse cube of the Bragg filter bandwidth. In Fig. 8 we show a contour plot of the cascade power penalty for optically preamplified receivers as a function of the accumulated dispersion slope and signal detuning from the cascade zero-dispersion point. The low-penalty operating region, defined as penalty of less than 6 dB, allows wide detuning for small dispersion slopes. This region narrows rapidly and eventually closes with increasing dispersion slope. For 10 Gbit/s signals and a tolerable penalty of 6 dB, we can tolerate an accumulated dispersion slope of 34 nm/nm² with allowed signal-filter detuning of ±5 GHz, corresponding to 26 cascaded 80 GHz bandwidth fiber Bragg grating filters. The allowed signal-filter detuning implies a requirement on the laser optical frequency stability and the center frequency accuracy of the cascaded WDM filters. In a system trade-off, one can use fiber Bragg grating filters with a wider bandwidth and a smaller dispersion slope; the price is larger neighboring channel crosstalk of the wider filters. This impairment example illustrates how the dispersion slope of fiber Bragg grating filters can limit the number of cascaded WDM filters, and consequently the number of signal-traversed network access nodes.

CONCLUSIONS

High-speed and high-capacity optical fiber communication technology is beginning to penetrate into regional access networks. We describe a physical architecture of an optical wavelength-division multiplexed metropolitan access network which make full use of electronic signal processing, network logical topology reconfiguration, direct optical connections to offload traffic and bypass IP routers, and optical protection switching. Using its electronic and optical networking functions, the network offers the choice of IP routed service, wavelength routed optical service, and transparent
optical fiber communications. The use of the WDM layer to perform networking functions also allows support of heterogeneous communication traffic and significantly expands network capacity and functionality beyond that of a purely electronically switched network. With 100 or more wavelength channels at a 10 Gb/s channel rate, the network capacity can be greater than 1 Tbps, accommodating 1000 end users with user access rates of 1–10 Gbps and higher. We also outline the key enabling optical technologies for such WDM networks and illustrate an optical signal impairment in the system. The WDM metropolitan access network technology outlined here will enable WDM network revolution for gigabit-per-second user access in next-generation Internet networks.
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