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Abstract—The performance of wireless scheduling algorithms directly depends on the availability and accuracy of channel state
information (CSlI) at the scheduler. As CSI updates must propagate across the network, they are delayed as they arrive at the
controller. In this paper, we analyze the effect that delayed CSI has on the throughput performance of scheduling in wireless networks.
By accounting for the delays in CSl as they relate to the network topology, we revisit the comparison between centralized and
distributed scheduling. We explore the tradeoff between optimal centralized scheduling using delayed CSI and imperfect distributed
scheduling using timely CSI. In particular, we show that under certain conditions distributed scheduling outperforms the optimal
centralized scheduling policy, and we characterize the point at which distributed scheduling outperforms centralized scheduling for tree
and clique networks. Lastly, we propose a partially distributed scheme that achieves high throughput amidst delayed CSI.

Index Terms—Centralized networks, distributed networks, wireless link scheduling, delayed CSI, markov processes

1 INTRODUCTION

TO achieve maximum throughput in a wireless network,
a centralized controller must opportunistically schedule
transmissions based on the current state of time-varying
channels [1]. The channel quality corresponding to a com-
munication link is measured by adjacent nodes, and channel
state information (CSI) is forwarded across the network to
the scheduler.' Due to the transmission and propagation
delays over wireless links, a non-negligible amount of time
is required to collect CSI throughout the network, and in
that time the network state may change. As a result, net-
work controllers often must operate with imperfect, delayed
information.

There has been extensive work on wireless scheduling
[1], [2], [3], with most solutions based on a centralized algo-
rithms requiring global CSI. Centralized scheduling yields
high theoretical performance, since the central entity uses
current network-wide CSI to compute a globally optimal
schedule; however, maintaining current CSI pertaining to
the entire network is impractical, due to the latency in
acquiring CSI.

An alternative is a distributed approach, in which each
node makes an independent transmission decision based on
the CSI available locally at that node. Typically, distributed
algorithms achieve only a fraction of the throughput of their
ideal centralized counterparts, because they make locally

1. CSI updates can be piggy-backed on top of data transmissions
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optimal decisions [4]. An example distributed scheme is
Greedy Maximal Scheduling [5], [6], which is known to
achieve only a fraction of the centralized throughput
depending on the topology. Distributed scheduling schemes
that approach the centralized throughput region are pro-
posed in [7], [8]; however, these schemes also depend on
global CSI, and thus would suffer for any delays to that CSL
Additionally, several authors have applied random-access
scheduling approaches to maximize throughput in a fully
distributed manner [9], [10].

In practice, the available CSI for centralized scheduling
is a delayed view of the network state. Furthermore, the
delay in CSI is proportional to the distance of each link to
the controller, since CSI updates must traverse the net-
work. These delays reduce the attainable throughput of
centralized scheduling [11]. In [12], Ying and Shakkottai
study throughput optimal scheduling and routing with
delayed CSI. In their work, the authors assume arbitrary
delays and do not consider the dependence of delay on
the network topology. In contrast, by accounting for the
relationship between CSI delay and network topology,
we are able to effectively compare centralized and distrib-
uted scheduling.

In this paper, we propose a new model for delayed CSI,
under which nodes have more accurate CSI pertaining to
neighboring links, and progressively less accurate CSI for
distant links. We show that as a result of the delays in CSI, in
some scenarios distributed scheduling algorithms outper-
form the optimal centralized scheduling scheme. We develop
sufficient conditions under which there exists a distributed
scheduling policy that outperforms the optimal centralized
policy in tree and clique networks, illustrating the impact of
topology on this tradeoff, as we provide simulation results to
demonstrate the performance in different topologies.

Finally, we consider a partially distributed scheme, in
which a network is partitioned into subgraphs and a
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Fig. 1. Markov Chain describing the channel state evolution of each inde-
pendent channel.

controller is assigned to each subgraph. This approach com-
bines elements from centralized and distributed scheduling
in order to trade-off between the effects of delayed CSI and
the sub-optimality of local decisions. We show that there
exists a regime in which this approach outperforms both
the fully distributed and centralized approaches.

The remainder of the paper is outlined as follows. In
Section 2, we present the network model and formulate
the throughput optimal scheduling problem. In Section 3,
we compare centralized and distributed scheduling with
delayed CSI. In Sections 4 and 5, we present a detailed anal-
ysis comparing centralized and distributed scheduling in
tree topologies and clique topologies respectively. In
Section 6 we show simulation results confirming our analy-
sis. In Section 7 we extend our approach to consider multi-
ple centralized controllers. Lastly, we conclude in Section 8.

2 MoODEL AND PROBLEM FORMULATION

Consider a network consisting of a set of nodes NV, and a set
of links £. Time is slotted, and in each slot, a set of links is
chosen to transmit. This set of activated links must satisfy
an interference constraint. In this work, we use a primary
interference model, in which each node is constrained to
only activate one neighboring link. In other words, the set
of activated links forms a matching.”

Each link /€ £ has a time-varying channel state
Si(t) € {0,1}, and is governed by the Markov Chain in
Fig. 1. The state of the channel at link [ represents the rate at
which data can be transmitted over that link. An ON chan-
nel (S;(t) = 1) can support a unit throughput (single packet
transmission), while transmissions over an OFF channel
(S;(t) = 0) fail.

2.1 Delayed Channel State Information

We assume that every node has CSI pertaining to each link,
delayed by an amount of time proportional to the distance
between the node and the link. Specifically, a node n has
k-step delayed information of links in Ni(n), where
N (n) is the set of links that are k£ hops away from n. In
other words, each node has current CSI pertaining to its
adjacent links, 1-hop delayed CSI of its 2-hop neighboring
links, and so on, as illustrated in Fig. 2. This models the
effect of propagation and transmission delays on the pro-
cess of collecting CSI.

2.2 Centralized Scheduling

A centralized scheduling algorithm consists of a single entity
making a global scheduling decision for the entire network.
In this work, one node is appointed to be the centralized

2. A matching is a set of links such that no two links share an
endpoint.
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Fig. 2. Delayed CSI structure for centralized scheduling. Controller
(denoted by crown) has full CSI of red bold links, one-hop delayed CSI
of green dashed links, and two-hop delayed CSI of blue dotted links.

decision-maker, referred to as the controller. The controller
has delayed CSI of each link, where the delay is relative to
that link’s distance from the controller, and makes a sched-
uling decision based on the delayed CSI. This decision is
then broadcasted across the network. Throughout this
paper we assume the controller broadcasts the schedule to
the other nodes instantaneously. In practice, the decision
takes a similar amount of time to propagate from the con-
troller as the time required to gather CSI, which effectively
doubles the impact of delay in the CSI. Therefore, the theo-
retical performance of the centralized scheduling algorithm
derived in this work provides an upper bound on the per-
formance achievable in practice.

Let d, (1) be the distance (in hops) of link / from the con-
troller r. The controller has an estimate of 5;(¢) based on the
delayed CSI. Define the belief of a channel to be the probabil-
ity that a channel is ON given the available CSI at the con-
troller. For link [, the belief z;(t) is given by

.T](t) = P(Sl(t) = 1|Sl(t - dr(l))) (1)

The belief is derived from the k-step transition probabilities
of the Markov chain in Fig. 1. Namely,

P(S(t) = j|S(t — k) = i) = pf, ®)
where p/; is computed as

k k
v qtpl-p—q , p-p(l-p—9q
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Throughout this work, we assume that 1 —p — ¢ > 0, corre-
sponding to channels with “positive memory.” The positive
memory property ensures that a channel that was ON k
slots ago is more likely to be ON at the current time, than a
channel that was OFF £ slots ago. This allows the transmit-
ter to make efficient scheduling decisions without explicitly
obtaining CSI at each time slot. Mathematically, this prop-
erty is described by the set of inequalities:

P <ph <ph <py Vi< YISk @

As the CSI of a channel grows stale, the probability that
the channel is ON is given by the stationary distribution of
the chain in Fig. 1, and denoted as 7.

(5)
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In many of the results in this paper, we consider a
homogenous model (p = ¢) for ease of analysis. We expect
the results presented here to extend easily to the case of
(p # ¢). Since the objective is to maximize the expected sum-
rate throughput, the optimal scheduling decision at each
time slot is given by the maximum likelihood (ML) rule,
which is to activate the links that are most likely to be ON,
i.e., the links with the highest belief. Under the primary
interference constraint, a set of links can only be scheduled
simultaneously if that set forms a matching. Let M be the
set of all matchings in the network. The maximum expected
sum-rate is formulated as

max E [Z S;(t)‘{Sl(t - dr(l))},eﬁ] (6)

meM
lem

= max > E [Si(®)[Si(t = dr(1))] = maxmer Y w(t). ()
" lem lem

Thus, the optimal schedule is a maximum weighted match-
ing, where the weight of each link is equal to the controller’s
belief of that link.

In the above model, we consider an expected throughput
metric, as the primary goal in this work is to show that due
to the delay in acquiring network state information, central-
ized schemes, which are commonly assumed to be better
than distributed schemes, may suffer due to the information
delay. To that end, the consider a non-stochastic model and
expected sum-rate objective for ease of exposition. The
expected sum-rate is a commonly used metric in the non-
stochastic setting.

This work can be extended to a stochastic setting, by add-
ing a weight to each throughput term equal to the queue
length at each node. While this would complicate the proofs,
we expect to see similar results in the stochastic setting. In
the work by Ying and Shakkottai, the authors consider a sto-
chastic model and show that a delay to CSI does reduce the
achievable throughput region [12]. Thus, we expect to see a
similar point in which the distributed throughput region
becomes larger than the centralized throughput region. In
related work on controller placement, we considered this sto-
chastic framework and derived the form of a throughput
optimal policy [13]. While this paper has a different objective
than [13], the formulation there suggests that the current
problem can be extended to the in stochastic setting.

2.3 Distributed Scheduling

A distributed scheduling algorithm consists of multiple enti-
ties making independent decisions without coordination.
Each node makes a transmission decision for its neighbor-
ing links using only the CSI of adjacent links; hence, the per-
formance of distributed scheduling is unaffected by the
delay in CSI. The drawback of such policies is that local
scheduling decisions may not be globally optimal.

We consider distributed policies in which transmission
decisions are made sequentially to avoid collisions. If a node
begins transmission, neighboring nodes detect this transmis-
sion and can activate a non-conflicting link rather than an
interfering link, in a manner similar to collision avoidance in
CSMA/CA. This allows us to focus on the sub-optimality
resulting from making a local instead of a global decision,
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Fig. 3. Example network: All links are labelled by their channel state at
the current time. Bold links represent activated links.

rather than the transmission coordination needed to avoid
collisions.? In this work we are not concerned with the details
of the transmission coordination scheme, but rather the local
optimization aspect of this problem.

As mentioned above, the drawback of distributed sched-
uling is that local decisions can be suboptimal. For example,
in Fig. 3, node n can choose to schedule either of its neigh-
boring links; if it schedules its right child link, then the total
sum rate of the resulting schedule is 1, as in Fig. 3a, whereas
scheduling the left link results in a sum rate of 2, as in
Fig. 3b. In a distributed framework, node n is unaware of
the state of the rest of the network, so it makes an arbitrary
decision resulting in a throughput loss.

2.4 Partially Distributed Scheduling

A third class of scheduling algorithms combines elements of
centralized and distributed scheduling. These algorithms
are referred to as partially distributed scheduling algorithms. A
partially distributed approach divides the network into
multiple control regions, and assigns a controller to sched-
ule the links in each region. Each controller has delayed CSI
pertaining to the links in its control region, and no CSI per-
taining to links in other regions. This allows for scheduling
with fresher information than a purely centralized scheme,
and less local sub-optimality than a fully distributed
scheme. These policies are explored in Section 7.

3 CENTRALIZED VERSUS DISTRIBUTED
SCHEDULING

In the previous section, we introduced two primary classes
of scheduling policies: distributed and centralized policies.
It is known that a centralized scheme using perfect CSI out-
performs distributed schemes, due to the aforementioned
loss of efficiency in localized decisions. However, these
results ignore the effect of delays in collecting CSI. In this
section, we revisit the comparison between centralized and
distributed scheduling. We show that for sufficiently large
CSI delays, there exist distributed policies that perform at
least as well as the optimal centralized policy.

As an example, consider the four node network in
Fig. 4a, and a symmetric channel state model satisfying
p = ¢q. Without loss of generality, assume node 1 is the con-
troller. In a centralized scheduling scheme, node 1 chooses
a schedule based on current CSI for links (1,2) and (1,4),
and 1-hop delayed CSI for links (2,3) and (3,4). The result-
ing expected throughput is computed by first conditioning
on the state of the links adjacent to the controller, and then

3. Alternative transmission coordination schemes are also possible
based on RTS/CTS exchanges [14].
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Fig. 4. Four-node ring network example.

on the state of the other two links.

C(p) = P(S(19) = 0,514y = 0)E[thpt[S(19) = 0, S14) = 0]
+ P(S(IQ) = ]., 8(1‘4) = 1)E[thpt|5(112) = 175(114) = 1} (8)
+P(Sq1.9) # S(1.4))E[thpt|S1 ) # Si1.4)]

1/3 1 13 1 3 1
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The above derivation follows from expanding the expecta-
tion terms as follows.
E[thpt|S) = 0,514 = 0] =
Z E[thpt|S<L2)(t) = 0, S(1A4)(t) = 0, 5(2’3) (t - 1) = 51,

51,59
5(3,4)(t — 1) = 82}
P(S(gs)(t — 1) = 51, S(gﬂ4) (t — 1) = 82)

= P[S34)(t) = 1|S3.4)(t — 1) = 0] <l>

i

(10)
+ P[S34)(t) = 1|S34(t — 1) = 1]

N———

+ P[S(23)(t) = 1[S(2,3)(t — 1) = 1]

+ P[S(34)(t) = 1[Sz4(t — 1) = 1]

3 1
—Z(1—p)+=p.
4( p)+4p

N T N N
N i Y
N

The other terms expand in a similar manner. Now con-
sider a distributed schedule, in which node 1 makes a
scheduling decision based on the state of adjacent links
(1,2) and (1,4). After this decision is made, node 3 makes a
non-conflicting decision based on the state of links (3,2)
and (3,4). The resulting expected throughput is given by
conditioning on the state of the links adjacent to node 1, and
computing throughput accounting for the randomness of
the state of the links adjacent to node 3.

3 21
S== 11
5 (11)

D= .
16

3,3
4 4

RSO,

The expected throughput for centralized and distributed
scheduling in Eqgs. (9) and (11) is plotted in Fig. 4b. As the
channel transition probability p increases, the memory in
the channel decreases, and the expected throughput of a
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centralized scheduler decreases. The distributed scheduler,
on the other hand, is unaffected by the channel transition
probability, as it only uses non-delayed local CSI. For chan-
nel transition probabilities p > i, distributed scheduling out-
performs centralized scheduling over this network.

Next, we extend this result to general topologies. The
throughput degradation of the centralized scheme is a func-
tion of the memory in the channel state process. Let u be a
metric reflecting this memory. In the case of a two-state
Markov chain, we define

nwitl—p—gq. (12)

Note that 1 is the second eigenvalue of the state transition
matrix for the two-state Markov chain, and thus represents
the rate at which the chain converges to its steady state dis-
tribution [15].

Theorem 1. For a fixed steady-state probability r, there exists a
threshold w* such that if pu < u*, there exists a distributed
scheduling policy that performs at least as well as the optimal
centralized scheduling policy.

In order to prove Theorem 1, we present several interme-
diate results pertaining to the expected sum-rate through-
put of both the centralized and distributed schemes.

Lemma 1. For a fixed steady-state probability 7, and state transi-
tion probabilities p and q = ™= p, the expected sum-rate of any
distributed policy is independent of the channel memory fi.

Proof. Since distributed policies are restricted to only use
CSI of neighboring links, which is available to each node
without delay, the expected sum-rate of a distributed pol-
icy only depends on the steady-state probability that links
are ON. For fixed 7, the expected sum-rate of the distrib-
uted policy is constant. O

Lemma 2. The expected sum-rate of the optimal centralized pol-
icy is greater than or equal to that of any distributed policy
when pu = 1.

Proof. When u =1, there is full memory in the channel
state process, i.e.,, p =0, and ¢ = 0. Thus the centralized
policy has perfect CSI throughout the network, and acti-
vates the globally optimal schedule. 0

Lemma 3. There exists a distributed policy with sum rate greater
than or equal to the sum rate of the optimal centralized policy
when = 0.

The proof of Lemma 3 follows by showing that when
u =0, a centralized policy only has CSI pertaining to the
links adjacent to the controller. Thus, one can construct a dis-
tributed policy that returns the same schedule as the central-
ized policy. The complete proof is given in the Appendix.

Lemma 4. Let C(p, q) be the sum-rate of the optimal centralized
algorithm as a function of the channel transition probabilities p
and q. For a fixed value of w, C(p, q) is monotonically increas-
inginu=1-p—gq.

The proof of Lemma 4 is given in the Appendix.

Proof of Theorem 1. Let C(u) be the expected sum-rate
throughput of the optimal centralized algorithm as a
function of the memory in the channel. This theorem is
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Fig. 5. Recursive distributed scheduling over binary trees.

proved by showing that there exists a distributed policy
with expected sum-rate D(x), such that the relationship
between C(un) and D(rx) is similar to that in Fig. 4b for
fixed 7*. Since C(u) is monotonically increasing in u
(Lemma 4), with C(1) > D(x) (Lemma 2) , and
C(0) < D(m) (Lemma 3), and D(r) is constant over u by
Lemma 1 for fixed n, then C(x) must intersect D(r), and
this intersection occurs at u* for some 0 < p* < 1.0 a

Theorem 1 claims the existence of a threshold u*, such
that for p < u*, distributed scheduling performs at least as
well as the optimal centralized scheduler. The value of u*
depends on the topology, and in general, this threshold is
difficult to compute. In the following, we characterize the
value of the threshold for various network topologies.

4 TREE TOPOLOGIES

In this section, we characterize the expected throughput
over networks with tree topologies. The acyclic nature of
these graphs makes them amenable to analysis. We focus
on rooted trees, such that one node is the root and every
other node has a depth equal to the distance from the root.
Furthermore, for any node v, the nodes that are connected
to v but have depth greater than v are referred to as children
of v. If u is a child of v, then v is the parent of u. This familial
nomenclature is standard in the graph-theoretic literature
[16], and simplifies description of the algorithms over tree
networks. A complete k-ary tree of depth n is a tree such that
each node of depth less than n has k children, and the nodes
at depth n are leaf nodes, i.e., they have no children. This
section focuses on symmetric channel models such that
p = ¢ to simplify the analysis, but the results are easily
extended to asymmetric channels as well.

4.1 Distributed Scheduling on Tree Networks

Consider applying the distributed scheduling algorithm
over a complete k-ary tree of depth n, where transmission
priorities are assigned in order of node depth (lower depth
has higher priority). The root node first makes a decision for
its neighboring links. Then, the children of the root attempt
to activate one of their child links, if this activation does not
conflict with their parent’s decision. Consequently, the aver-
age sum rate can be written recursively. Let D' be the

4. Fig. 4b presents throughput as a decreasing function of p, where
in this theorem we have an increasing function of
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average sum rate of the distributed algorithm over a com-
plete k-ary tree of depth n.

Proposition 1. Let D,, be the average sum rate of the distributed
algorithm over a complete k-ary tree of depth n. The average
sum-rate is computed recursively as

A 1\* , .
= (5) ke (1= (3) o ookt

(13)

Proposition 1 follows by conditioning on the state of
adjacent links to the root of the tree. If all adjacent links
to the root are OFF, then the throughput is given by the
throughput over the k subtrees of depth n — 1, illustrated in
Fig. 5a. If at least one adjacent link is ON, as in Fig. 5b, then
that link is scheduled, and neighboring links cannot be
scheduled.

A closed-form expression is obtained by solving the
above recursion.

B (2F —1)
Dn= (k2F 428 = 1) (k = 1)(21 — 1) (1 SHe (14)
+ kn+l(2k+1 _ ]_) + (]_ + /C)(?k — ].) |: — (]- - (%)k):|n>

To determine the asymptotic per-link throughput, we
divide Eq. (14) by the number of links in a k-ary tree,

’“",:1* L — 1. Taking a limit as n grows large,

D . (k=1)Df 2k —1

7}5&%_1:,}&&) kn+1_k 2k_1+]€.21§'

(15)

Since for large k, 28 > > 1, this limit is approximately equal
to 1. Intuitively, each node can only activate one neighbor-

ing link, and each node has k + 1 neighbors.

4.2 Centralized Scheduling on Tree Topologies
Throughout this section, we assume the controller is located
at the root of the tree. The optimal centralized policy sched-
ules a maximum weight matching over the network, where
the weight of each link is the belief given the delayed CSI.
For tree networks, the maximum-weight matching is the
solution to a dynamic programming (DP) problem. Con-
sider a node v € N. Let g;(v) be the maximum weight
matching on the subtree rooted at v, assuming that v acti-
vates one of its child links. Let g,(v) be the maximum weight
matching on the subtree rooted at v assuming that v cannot
activate a child link, due to interference from the parent of
v. Let r € N be the controller (root of the tree), and d.(v) be
the distance of node v from r. Let child(v) be the set of chil-
dren to node v. Let the delayed CSI at the controller for link
(u,v) be s(u,v). The DP formulation for the weight of the
optimal max-weight matching g*(v) is given by

g (v) = max(g:1(v), g2(v)) (16)

an
uechild(v)
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uechild(v) nechild(v)\u (18)
— dr(v) .
= (W04 )+ e00) - (0
=p)+ max I+ o) —g (W), (19

uechild(v)

where Eq. (18) follows from Eq. (17). While Egs. (16), (17),
(18), (19) give the optimal centralized schedule for a specific
observation of delayed CSI, computing the average sum
rate requires taking an expectation over the delayed CSL
For larger trees, this analysis becomes difficult; however, a
recursive strategy can be used to bound the expected solu-
tion to the DP.

Let C* be the average sum rate of the centralized algo-
rithm over a complete k-ary tree of depth n, when the root
node is chosen to be the controller. The following result ana-
lytically bounds the expected throughput of the optimal
centralized scheduler recursively.

Proposition 2. For a complete k-ary tree of depth n, the expected
sum-rate throughput of the optimal centralized controller is
bounded recursively as:

ch < k(l - (;)k> (1-2p)Cy_ +# G)k(l —2p)°C_,
(@) o+ () =t
+ K G)ka(l p)(kn k+ 1)

Proposition 2 is proven by bounding the effect of delay
on centralized scheduling, and writing the expression for
expected throughput by conditioning on the possible state
of the links adjacent to the root, for which the optimal deci-
sion is computed via the DP in Egs. (16), (17), (18), (19). Solv-
ing the recursion in Eq. (20) yields a closed-form upper
bound on the expected sum-rate throughput achievable by
a centralized scheduler. The complete proof is given in the
Appendix.

Consider the case of a binary tree. The limiting ratio of
the centralized throughput to the number of links in the tree
(for p > 0) is given by

(20)

Cc? 1
lim

N—060 2n+1 -9 6 : (21)

This follows from observing that one third of these links are
scheduled (size of a maximum cardinality matching) and
they will be in the ON state with probability 1. Hence, the
limiting per-link throughput is . Note that this value is
independent of p, since as n grows large, infinitely many
nodes are sufficiently far from the root such that the control-
ler has no knowledge of their current state. Under distrib-
uted scheduling Eq. (15), the achievable throughput is 2.
Therefore, as the network grows large, distributed outper-
forms centralized scheduling.

The threshold p* beyond which distributed scheduling is
optimal, is computed by combining Eqgs. (20) and (13). Fig. 6
plots p* as a function of n. Note that as n gets large, this
threshold approaches zero, implying that distributed is
always better than centralized in large networks.

In Fig. 7, we plot the value of p* for a k-ary tree of depth 2,
as a function of k. As k grows large, p* approaches zero,
implying that distributed once again outperforms the opti-
mal centralized approach. Unlike the results in Fig. 6, those
in Fig. 7 represent a scenario where the diameter of the net-
work is not increasing. In this case, the CSI is not becoming
more delayed, but rather the distributed approach is improv-
ing, as there are fewer local sub-optimalities in a wide tree.

4.3 On Distributed Optimality

In the above analysis of a distributed priority scheduler over
tree networks, nodes attempt transmission in increasing
order of depth. Interestingly, for tree networks, there exists
an ordering of transmission priorities such that the distrib-
uted policy is optimal, i.e., returns a schedule of maximum
weight, and therefore always performs at least as well as
the optimal centralized scheduler.

Theorem 2. There exists an optimal distributed algorithm on
tree networks that obtains an expected sum-rate equal to that of
a centralized scheduler with perfect information.

Proof. Consider the policy that gives priority to the leaves
of the network. If a link adjacent to a leaf is ON, without
loss of generality, there exists a maximum matching con-
taining that link. Assume the optimal matching did not
include this ON link. A new matching is constructed by
adding the leaf link, and removing the link which inter-
feres with it, as illustrated in Fig. 8. Since the new link is
adjacent to a leaf, at most one interferer exists in the
matching. Thus, the augmented matching is also optimal.
Therefore, it is always optimal to include an ON leaf link
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Fig. 8. Example Matchings. If link [ is required to be in the matching,
there exists a new maximal matching including .

in the optimal matching. The links interfering with that
leaf cannot be activated, and the algorithm recurses. In
conclusion, assigning priorities in order of highest depth
to lowest depth results in a maximum matching. 0

While Theorem 2 shows that there exists an optimal pri-
ority assignment, it does not hold for general topologies.
Thus, we use the results in Section 4.1 to compare the cost
of missed scheduling opportunities to the cost of scheduling
with delayed information.

5 CLIQUE TOPOLOGIES

Next, we consider fully-connected mesh networks (i.e., cli-
que topologies), in which each pair of nodes is connected.
Compared to the tree networks of Section 4, mesh networks
have a much smaller diameter, resulting in the centralized
approach having access to fresher CSL

5.1 Centralized Scheduling

Consider a fully-connected network where the channel state
at each link is independent and identically distributed
according to the Markov chain in Fig. 1. In this network, an
arbitrary node is chosen as the controller; the choice of con-
troller does not affect throughput due to the network sym-
metry. In an N-node mesh, the controller is connected to
each other node, such that the controller has full informa-
tion on N — 1 links, and one-hop delayed information for
the other W links.

The average sum-rate attainable by a centralized control-
ler is upper bounded by that of a maximum cardinality
matching consisting of ON links (links with belief greater
than the steady state probability). The probability of this
event increases with the size of the network; consequently,
this bound becomes tight as the network size increases. If
the controller finds such a matching, the expected sum-rate
is given by

n—2

5 J(l—q),

where ¢ is the transition probability from ON to OFF, and
|252] is the size of the maximum cardinality matching in the
graph that remains after a link emanating from the control-

ler has been included in the matching.

CUP =1+ { (22)

5.2 Distributed Scheduling

Next, we apply the distributed scheme to a clique topology.
The distributed algorithm operates as follows: a node trans-
mits over a randomly chosen ON neighboring link, if one
exists, and otherwise does not transmit. Then the next node
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repeats this process, only considering ON links which do
not interfere with any previously scheduled links.

The average achievable sum-rate of this algorithm is com-
puted recursively as follows. The first node to transmit has a
probability 1 — (1 —)"' of having an adjacent link in the
ON state, where 7 is the steady state probability defined in
Eq. (5). If there exists an ON link, the two nodes adjacent to
that link cannot activate any other links, so the next node
schedules over an n — 2 node clique. On the other hand, if no
neighboring links are ON, then no links are activated, and the
next node schedules over an n — 1 node clique. The sum-rate
is lower bounded by assuming that the next node to transmit
always schedules over an n — 2 node clique, regardless of
whether or not an ON link was found. This technique restricts
the space of potential matchings which can be activated, and
thus results in a lower bound on expected throughput.

D,=(1-1-m)"YA4D, ) +1—m)"D,; (23

>(1—1—m)"" + Dys. (24)

Eq (24) yields a recursion which is solved to lower bound
the average sum-rate of the distributed priority scheduler.

T (11—t w3 -2m)(-1)"

1

2 w(2-n) 8§ —dm 25)
1 272 + 7w+ 2
S O e A
+2(n+ ) in

In the case where p = ¢ (x = J), this equation simplifies to

1 3 2/1\"
Dn>—(—1)”——+—(—) +g.

12 2 (26)

As n increases, the expected fraction of nodes with an
ON neighboring link tends to 1, implying that this bound is
also asymptotically tight.

5.3 Comparison

The bounds in Egs. (26) and (22) combine to give a bound on

p*, the value of the transition probability (for a symmetric

channel) after which there exists a distributed policy that

performs at least as well as the optimal centralized policy.

For n even, the bound is given by

-
pr <31 =0 @)
n—2
Similarly, for odd values of n, combining Egs. (22) and (26)
yields

-0

<
P> n—3

(28)

Clearly, as n grows large, the distributed algorithm out-
performs the optimal centralized scheduler for a wider
range of channel transition probabilities p, since the upper
bound goes to 0.

6 SIMULATION RESULTS

In this section, the performance of the distributed policy
is compared to the performance of a centralized contr-
oller through simulation. For distributed scheduling, node
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Fig. 9. The fraction of the perfect-CSl throughput obtained as a function
of p for 10-node clique topology, over a horizon of 100,000 time slots.

priorities are assigned in reverse order of degree. For each
network, we simulate decisions over 100,000 time slots. To
begin, consider a 10-node, fully-connected network. The
average sum-rate throughput as a fraction of the perfect-CSI
throughput® is plotted as a function of the channel state
transition probability p in Fig. 9. In Fig. 10, the simulation is
applied to a five-by-five grid network, where the centralized
controller is located at the central-most node. These results
show that for p small, i.e., channels with high degrees of
memory, a purely centralized controller is optimal. As p
increases, eventually distributed scheduling outperforms
the optimal centralized scheme.

In Fig. 9, we see that at p > .16, the distributed algorithm
outperforms the centralized algorithm. Recall the bound on
p* found in Eq. (27) for cliques shows that the theoretical
bound on p* is p* < .1665. In this case, the theoretical bound
agrees closely with the observed simulation results. Addi-
tionally, comparing the results for the 5x5 grid in Fig. 10
with the clique in Fig. 9, it is evident that the threshold p* is
higher in the mesh network. This is because the information
available to the centralized scheduler is less-delayed in the
clique than in the grid, where the diameter is larger. This
illustrates the effect of the topology on the resulting perfor-
mance of each scheduling approach.

7 PARTIALLY DISTRIBUTED SCHEDULING

Up to this point, this paper has focused on comparing the
performance of a distributed scheduler with the perfor-
mance of an optimal centralized scheduler using delayed
CSI. For large networks, the delayed CSI causes a reduction
in the throughput of the centralized scheduler, as the links
far from the controller have channel states largely indepen-
dent of the available CSI at the controller. A distributed
scheme is shown to outperform the centralized scheme in
these scenarios; however, distributed policies suffer from the
inability to compute a globally optimal schedule. An alter-
nate to fully distributed scheduling is a partially distributed
scheme, in which multiple controllers are used to schedule
the links in local neighborhoods. In this section, we consider
applying a partially distributed scheduling scheme to a
binary tree topology, and show that this scheme outperforms
both the fully centralized or distributed approaches.

5. This is the throughput attainable by a centralized scheduler with
perfect CSL
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Fig. 10. The fraction of the perfect-CSI throughput obtained as a function
of p fora 5 x 5 grid network, over a horizon of 100,000 time slots.

Consider an infinitely-deep binary tree. A single central-
ized controller has no information pertaining to the majority
of the network, and at most attains an average per-link
throughput of §, as shown in Eq. (21). We have shown that a
distributed scheme outperforms the centralized scheme in
this scenario. Now, we consider a partially distributed scheme
to retain some of the benefits of centralized scheduling.

The full binary tree is partitioned into subtrees of depth
k, such that each non-leaf node in the subtree has degree 3.
Subtrees of depth 2 and 3 are shown in Fig. 11, and an exam-
ple partitioning is shown in Fig. 12. Observe that there exists
a partitioning with subtrees of any depth. Each node in the
original binary tree either belongs to one subtree (inner
node), or three subtrees (border node). Define a border
node to be a node which belongs to three subtrees, as illus-
trated by the nodes labeled B in Fig. 12.

After the binary tree is partitioned, a controller is placed
such that the resulting rooted subtree has the desired depth.
Each controller computes a schedule for its partition, using
delayed CSI pertaining to the links in the subtree. In order to
eliminate inter-subtree interference, multiple controllers can-
not activate links adjacent to the same border node simulta-
neously. Consider an algorithm which disables a set of links,
such that a disabled link cannot be activated. We propose a
link disabling algorithm with the result that different control
regions cannot interfere with one another. Note that this
link-disabling scheme is inspired by the work in [17].

Theorem 3. Under a primary interference constraint, it is suffi-
cient to disable one link per subtree to completely eliminate
inter-subtree interference.

Proof. To begin, note that inter-subtree interference only
occurs at border nodes. Furthermore, each border node
has degree three, and each link adjacent to the border node
belongs to a different subtree. Based on the visualization
of the tree in Fig. 13, the three adjacent links at each border
node are labeled as either U, L, or R, denoting whether the

<K SO0

(a) Subtree of depth 2 (b) Subtree of depth 3

Fig. 11. Example subtrees from tree-partitioning algorithm.
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Fig. 12. Example partitioning of infinite tree (only first four level’'s shown).
Dashed links, dotted links, and solid links each belong to different sub-
trees. The solid nodes represent controllers, which are located at the
root of each subtree. Nodes labeled with B are border nodes.

link is the upmost link, the left link, or the right link inci-
dent to the node. In each subtree, all leaves are border
nodes, and a subtree of depth k will have 3 - 2"~! leaves.
Based on the partitioning scheme, one of the leaf links in
each subtreeis an L link or an R link, and the remainder of
the leaf links will be U links, as illustrated in Fig. 13.
Consider the policy which disables all links labeled L
or R. Each border node now has only one adjacent
enabled link (the link labeled U), and thus interference is
removed between subtrees. Furthermore, since each sub-
tree only has one L or one R leaf link, only one link is dis-
abled per subtree.’® 0

The above scheme for inter-subtree contention resolution
disables one link per subtree, leading to a loss in through-
put. As the size of the subtree grows, this loss becomes neg-
ligible. Fig. 14 shows the per-link throughput as a function
of the state transition probability p for various subtree
depths. For small values of p, using subtrees of a larger
depth yields higher throughput, as the delayed CSI is use-
ful. As p increases and delayed CSI becomes less valuable, it
becomes optimal to use less information and add more con-
trollers. Note, a partitioning with subtrees of depth 1 is fully
distributed in the sense of this paper, as controllers use only
local information with which to make scheduling decisions.
Consequently, this plot illustrates a region in which par-
tially distributed scheduling outperforms both fully central-
ized and fully distributed solutions.

6. While a policy disabling a fraction of the network links is inher-
ently unfair, a practical implementation would enable alternating
which links are disabled to meet a fairness requirement.
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Fig. 13. lllustration of border link labeling scheme.

8 CONCLUSION

In this paper, we studied the effect of using delayed CSI on
the throughput of wireless scheduling. We showed that a
centralized scheduling approach suffers from having
delayed CSI, and that distributed scheduling can outper-
form centralized scheduling, despite making suboptimal
scheduling decisions. Moreover, approaches combining
centralized and distributed scheduling can be used to fur-
ther improve throughput. Since centralized policies are con-
strained to using delayed CSI, the location of the controller
has an effect on the throughput performance of the schedul-
ing algorithm. Characterizing the effect of controller loca-
tion on throughput, as well as computing the optimal
controller location, are interesting extensions to this work,
and are examined in [18].

APPENDIX

A.1 Proof of Lemma 3

Lemma 3. There exists a distributed policy with sum rate greater
than or equal to the sum rate of the optimal centralized policy
when p = 0.

Proof. If i =0, then the channel transition probabilities p
and ¢ satisfy p = 1 — ¢. In this scenario, there is no mem-
ory in the channel state process, and thus delayed CSI is
useless in predicting the current channel state. To see
this, consider the conditional probability of a channel
state given the previous channel state.

028"
027

0.26 >

0.25 =
Sum-Rate (.24 ~
0231 ~
0221 IREN
021

0.20 4

T T T T .\
0 0.05 0.10 0.15 0.20 0.25
p

Depth 1 — - — Depth 2 — — Depth3 ----- Depth 4 |

Fig. 14. Per-link throughput of the tree partitioning scheme, plotted as a
function of transition probability p for various subtree depths.
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centralized scheme, which is feasible since the centralized

controller uses only local CSI in the IID channel state case.

i Each other node n activates links according to the match-

ing My, unless that activation interferes with a neighbor-

Path P; ing activation. If a conflict occurs, then node 0 must have

transmitted according to some other M; for i € Ny, and

node n detects this conflict, and activates links according

to the appropriate M;. The remainder of the proof
explains the details of this distributed algorithm.

Consider the graph composed of the nodes in G and the

edges in both Mj, and M;, as done in [7], labeling edges in

My as red and edges in M; as blue. An example is shown in

Fig. 15. The resulting graph consists of multiple connected

components, where each component is either a path or a

cycle alternating between red and blue links. Note that

every component not containing node ¢ has the same num-

ber of red and blue links, since both matchings have maxi-

®o

Fig. 15. Example of combining matchings to generate components. Red
links and blue links correspond to maximum cardinality matchings A/
and M,. The component containing node : is referred to as path P;.

P(S(t+1)=1|S(t)=0)=p 29)

=1-q=P(S(t+1)=1S(t) =1)

P(St+1)=0|S(t)=0)=1-p (30)
=¢=P(S(t+1)=0[S(t) =1).

Thus, when © = 0, the channel state process is IID over

time.

Let G be the graph representing the topology of the
network with the controller labeled as node 0. Let Ny be
the set of neighbors of node 0, and A be the degree of
node 0, i.e.,, A = |Ny|. Let Gy C G be the graph obtained
by removing the links adjacent to the controller from the
network. Similarly, let G; C G be the graph obtained by
removing all of the links adjacent to node ¢ from G.
Recall, a matching M of a graph G is any subset of the
edges of G such that no two edges share a node. Let M,
be a maximum (cardinality) matching over Gy, and M;
be a maximum cardinality matching over G;.

Due to the IID channel process, each adjacent link
either has belief 0 or 1, and each non-adjacent link has
belief 7. Thus, the optimal centralized scheduler operates
as follows. The controller observes the state of its
adjacent links and chooses a maximum throughput link
activation. There are 2* possible state combinations
observed by the controller; however, due to the fact that
the controller can only activate one adjacent link, the
optimal centralized schedule is one of at most A+ 1
matchings. Without loss of generality, when the control-
ler does not activate an adjacent link, it activates match-
ing M, and if the controller activates link (0,7) for
i € Ny, then it also activates matching M.

Lemma 3 is proved by constructing a distributed policy
which activates the same links as the optimal centralized
schedule. The A + 1 potential activations can be computed
off-line,” and we assume each node knows the set of possi-
ble activations. Each node must determine which activa-
tion to use in a distributed manner. To accomplish this,
node 0 activates the same adjacent link as in the

7.To compute the set of potential activations, consider the case

where only one link adjacent to the controller is ON, as well as the case
where all adjacent links are OFF.

mum cardinality. If there exists a connected component in
the union of red and blue links not containing node i, and
this component has a different number of red and blue
links (for example, one more red link than blue link), then
the blue matching could be increased in size by switching
the links in that component to the red links.

Consider the component including node ¢, which
must be a path since no blue links can be adjacent to
node i. Denote this path as P;. If node 0 schedules link
(0,7), then nodes in path P; must schedule blue links
instead of red links. Since each node detects neighboring
transmissions, this can be accomplished in a distributed
manner. In all other components, either red links or blue
links can be scheduled to obtain maximum throughput,
because each component has equal red and blue links,
and switching between red and blue links will not affect
any other components.

The remaining detail concerns the decision of which of
the A alternate matchings to use if M, conflicts with a
neighboring transmission. As explained above, node n is
informed of the switch to matching M; by blue links
being activated on path P;, propagating from node i. If
node n does not lie on any path P, for i € Ny, then acti-
vating links according to matching M, never conflicts
with any other transmissions. If node n lies on a single
path P, then upon detecting a conflicting transmission,
node n switches to matching M;. If there is are i, j € N,
such that n€P; and n € P;, then node n decides
between M; and M; based on the direction (neighbor)
from which the conflicting transmission is detected, as
illustrated in Fig. 16a. If P; and P; are such that the con-
flicting link at node n is detected from the same neighbor,
as in Fig. 16b, then either M; and M; can be used. O

A.2 Proof of Lemma 4
Lemma 4. Let C(p, q) be the sum-rate of the optimal centralized

algorithm as a function of the channel transition probabilities p
and q. For a fixed value of wr, C(p, q) is monotonically increas-

inginu=1-—p—gq.

Proof. Let ® represent the set of feasible schedules (match-

ings), and ¢ € @ be a binary vector, such that ¢, indicates
whether link [ is activated in the schedule. Consider two
channel-state distributions, one with transition probabili-
ties p; and ¢, and the other with probabilities p» and ¢,
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(a) Scenario 1. A conflict detected from neighbor x
corresponds to matching M;, and a conflict detected from
neighbor y corresponds to matching M.

(b) Scenario 2. Node n can activate either according to
M; or Mj if a conflict is detected at neighbor x.

Fig. 16. Abstract representation of a node n’s position on multiple con-

flicting paths.

satisfying 71 = 7wy = 7. Furthermore, assume that p; > .
Let a¥, (b*,) represent the k-step transition probability
from s to 1 when the one-step transition probabilities are
p1 and ¢ (p2 and ¢»). Lastly, let d, (1) be the distance of link !
~ 1)), be
the delayed CSI vector, where the Ith element is the

from controller r, and let S(t — d,) = [Si(¢

delayed CSI of link ! with delay equal to d;({).

Let ¢'(s) and ¢?(s) be binary vectors representing the
optimal schedules for state s, when the state transition
probability is (pi,q) and (p2,q) respectively, with an

arbitrary rule for breaking ties, i.e.,

#(5) = argmax 3" o (31)
PP g
#*(s) = argmaquﬁl Sll . (32)
e Ger

The expected sum-rate of the centralized scheme is

expressed as

pl,ql ZP S(t—d)—s Z¢ (ll) (33)

seS leL

C(p& q2

)= P(S(-d

scS lel

To prove the monotonicity of C(p, ¢), we show that for

all py, q1,p2, q2 satisfying my = my and 1) > p,

Cpr,q1) — C(p2,q2) > 0. (35)

The above difference is bounded as follows.
Cp1,q1) — C(p2, q2)
- Z P(S(t —d,) =s) Zd)}(s)ad @

sl
seS lel K (36)

N P(S(t—d) =5) et (s)plr

seS lel

)=9)> ¢l ()

>3 P(S(t—d,) :s)zcﬁ(s)( AU ) (37)

seS lel

where the inequality follows from the fact that ¢* is the
maximizing schedule for channel 2, and not channel 1.
The proof follows by partitioning the state space into
states which result in a specific schedule. Let Sy C S be
the set of states such that ¢ is the optimal schedule, i.e.,

Sy = {s € S|¢*(s) = ¢}. (38)

Due to the arbitrary tie-breaking rule in the optimiza-
tion of ¢*(s) in (32), each s belongs to exactly one Sy. In
other words, the sets {S,};, are disjoint, and
U sceSe = S. Therefore, (37) can be rewritten as

Cp1,q1) — Cp2, ¢2)

>SS rsie- ) =9 Yo (al o). O

PED s€S54 1L

dp(l
The quantity aS, 1 —b [< ) simplifies using u; =1 — p; — ¢;,

and the definition of the k-step transition probability.

= =t (s =t =7 — (s =y @0

515

dr (1)

= (s —m) [ — ny ()] 41)

Combining Egs. (39) and (41) yields

Clp1,q1) — Clp2,q2) > Z Z P(S(t—d,) = s)
pe® seSy )
: Z di(s1 — ) [,u‘li"(l) _ Mgr(l)]
lel
_Zzzfﬁisl “2()}
ped seSy leL
(43)
| (HP(SJ-@ —d(j) = s]))

jeL

1 7 ( 1)1 51[ fr(l) _ Mgr(l)]

(44)
( H (1) = 3]))
eL\l

where Eq. (43) follows from the independence of the chan-
nel state process across links, and Eq. (44) follows from:

P(Si(t — dr(l)) = s1) (st — )

=(msi+ (1 —m)(1—s))(s1 —7) (5)
iTL’Sl(S[—JT)-I-(l—TL’)(l—51)(81—7‘[) (46)
= (-1)""r(1 - 7). An
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Fig. 17. Possible scheduling scenarios for centralized scheduler.

We prove that for any schedule ¢ € ® and link [ € £,

S ger(1 - m)(~1)

SE$¢

(48)
[0 — ] (H P(s; t—du))—e])) > 0.

jeL\l

Fix a schedule ¢ € ® and link [ € £. The summand in
Eq. (48) is non-zero only if ¢; = 1, i.e., the link [ is in the
schedule ¢. The summand is negative if and only if s; = 0.
Consider a delayed CSI vector s € Sy such that s; = 0, and
the delayed CSI vector § obtained from changing the Ith
elementof sto1,i.e., 5, =s;Vj#1[,5 = 1.Since s € S, it
follows that s € S;. This is because link [ is scheduled
under ¢, and the throughput obtained by scheduling link
l is strictly increased in moving from s to s, so the same
schedule must remain optimal. Therefore, for every ele-
ment s € Sy contributing a negative term to the summa-
tion in Eq. (48), there exists another state §€ Sy
contributing a positive term of equal magnitude, imply-
ing that the entire summation must be non-negative. O

A.3 Proof of Proposition 2

Proposition 2 For a complete k-ary tree of depth n, the expected
sum-rate throughput of the optimal centralized controller is
bounded recursively as:
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crk < k(l - G)k> (1-2p)Ck | +k2< )k(l —2p)°Cl
(@)@ W)
+k2<%>k2p(1 )(]Z2 k+1)

Proof. Let C*(8) be the expected sum rate of a complete, k-ary

subtree of depth n, where the root of that subtree is a dis-
tance of § hops from the controller. Thus, the CSI of a link
at depth h in the subtree is delayed by 6 + h — 1 time slots.
First, consider the case of £ = 2. For a binary tree rooted
at node v, let ¢;, and cp be the left and right children of v
respectively. The expected sum-rate is bounded by enu-
merating the possible states of the links incident to the
controller. Label the links adjacent to the root as a and b. If
both links a and b are OFF, as in Fig. 17a, then the root
schedules neither link, and instead schedules links over
the two n — 1 depth subtrees. If only link a (link b) is ON,
then link a (b) will be scheduled (this is optimal following
Eq. (4)), and the links adjacent to that link cannot be sched-
uled, as in Fig. 17b, (17¢). If both a and b are ON, then the
controller chooses the maximum between the scenarios in
Fig. 17b and 17c. Combining these cases leads to an
expression for centralized throughput.
€2 =203, () 4211+ Cy(1) +202,(2))
. (50)
+ 1 (1 +E [max(gl (cr) + g2(cr), g2(cL) + 1 (CR))]>

3 1
<7+HOLM+CL 2(2)+4E[g1(q)+gl(c3)} (51)
=le L), 2

where ¢ (-) and g»(-) are defined in Egs. (17) and (19). The
bound in Eq. (51) follows from the fact that g, (u) > g2 (u)
for any node u € . The same technique can be applied
to k-ary trees to bound C*

k
ot < k(3) 0L+ KCL,(2)+ (= 1C, )

+ G)kkqﬁflu) +i <S> (%) <1+kcj; a ))
=1- <%)k+k(1 — (;) )C,’; (1) + K <%> kc§_2(2). (54)

In order to get a recursive expression for CZ, we also
need to bound C*(8) in terms of C¥(0). Note that a com-
plete k-ary tree of depth n has ¥, "= links. Let ¢;(s) be an
indicator variable equal to 1 if and only if link [ is acti-
vated in the optimal schedule when the delayed CSI of
the network is given by s. Hence,

= argmaxZP (t—d,)=s) ZOZ s)pdr(l . (55)

seS lel

(563)

Similarly, let ¢}(s) be an indicator variable equal to 1 if
and only if link [ is activated in the optimal schedule
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when the CSI is further delayed by § slots. Applying
Eq. (55), the centralized sum rates are expressed as

ChE) =D _P(S(t—d,) =5) > ¢(s)plr|
seS lel
=(1-2p)°> P(S(t—d,)=s Z¢;(S pa (s56)
seS lel
+> P(S(t—d)=5)> (s
seS lel
<(1-2p) Y P(S(t—d)=5)Y ¢y(s)pl
seS lel (57)
+> P(S(t—d)=5)>_ ¢)(s)p),
seS lel
= (1-2p)°C*(0) + pgle[# of Links Activated] (58)
< (1—2p)°C¥(0) + 1), [ki E[# of Llnkb]—‘ (59)
< (1-2p)°CE(0) + ), (ﬁE[# of Links] + 1) (60)
s k.n+1 k
—a-wrcko it (). e

In the above, Eq. (57) follows from Eq. (55). Combin-
ing the bound in Eq. (54) with that in Eq. (61), yields

ch < k(l - G) k) (1—2p)CE_, + & G)k(l —2p)°Cl,
()@
+I¥G>k( p)(k lf+1)

Inequality Eq. (20) can be solved to yield a closed form
upper bound on the centralized sum-rate for large trees. O

(62)

ACKNOWLEDGMENTS

This work was supported by NSF Grant CNS-1217048 and
ONR Grant N00014-12-1-0064. A preliminary version of this
work was presented at ISIT 2015.

REFERENCES

[1] L. Tassiulas and A. Ephremides, “Stability properties of con-
strained queueing systems and scheduling policies for maximum
throughput in multihop radio networks,” IEEE Trans. Autom. Con-
trol, vol. 37, no. 12, pp. 1936-1948, Dec. 1992.

[2] M. Neely, E. Modiano, and C. E. Rohrs, “Dynamic power alloca-
tion and routing for time-varying wireless networks,” IEEE ]. Sel.
Areas Commun., vol. 23, no. 1, pp. 89-103, Jan. 2005.

[3] M. ]. Neely, “Stochastic network optimization with application to
communication and queueing systems,” Synthesis Lectures Com-
mun. Netw., vol. 3, no. 1, pp. 1-211, 2010.

[4] X. Lin and N. B. Shroff, “The impact of imperfect scheduling on
cross-layer rate control in wireless networks,” in Proc. IEEE 24th
Annu. Joint Conf. IEEE Comput. Commun. Societies, 2005, pp. 1804—
1814.

[5] A. Dimakis and J. Walrand, “Sulfficient conditions for stability of
longest-queue-first scheduling: Second-order properties using
fluid limits,” Adv. Appl. Probability, vol. 38, pp. 505-521, 2006.

[6] C. Joo, X. Lin, and N. B. Shroff, “Understanding the capacity
region of the greedy maximal scheduling algorithm in multihop
wireless networks,” IEEE/ACM Trans. Netw., vol. 17, no. 4,
pp- 1132-1145, Aug. 2009.

2715

[7] E. Modiano, D. Shah, and G. Zussman, “Maximizing throughput
in wireless networks via gossiping,” ACM SIGMETRICS Perform.
Evaluation Rev., vol. 34, no. 1, pp. 27-38, 2006.

[8] S. Sanghavi, L. Bui, and R. Srikant, “Distributed link scheduling
with constant overhead,” ACM SIGMETRICS Perform. Evaluation
Rev., vol. 35, no. 1, pp. 313-324, 2007.

[9]1 A.Proutiere, Y. Yi, and M. Chiang, “Throughput of random access

without message passing,” in Proc. 42nd Annu. Conf. Inf. Sci. Syst.,

2008, pp. 509-514.

L. Jiang and J. Walrand, “A distributed CSMA algorithm for

throughput and utility maximization in wireless networks,” IEEE/

ACM Trans. Netw., vol. 18, no. 3, pp. 960-972, Jun. 2010.

K. Kar, X. Luo, and S. Sarkar, “Throughput-optimal scheduling in

multichannel access point networks under infrequent channel

measurements,” IEEE Trans. Wireless Commun., vol. 7, no. 7,

pp- 2619-2629, Jul. 2008.

L. Ying and S. Shakkottai, “On throughput optimality with

delayed network-state information,” IEEE Trans. Inf. Theory,

vol. 57, no. 8, pp. 5116-5132, Aug. 2011.

M. Johnston and E. Modiano, “Controller placement in wireless

networks with delayed CSI,” IEEE/ACM Trans. Netw., vol. 25,

no. 3, pp. 1775-1788, Jun. 2017.

P. Karn, “MACA-A new channel access method for packet radio,”

in Proc. ARRL/CRRL Amateur Radio 9th Comput. Netw. Conf., 1990,

pp. 134-140.

R. G. Gallager, Stochastic Processes: Theory for Applications.

Cambridge, U.K.: Cambridge Univ Press, 2013.

J. L. Gross and J. Yellen, Graph Theory and its Applications. Boca

Raton, FL, USA: CRC Press, 2005.

S. Sarkar and S. Ray, “Arbitrary throughput versus complexity

tradeoffs in wireless networks using graph partitioning,” IEEE

Trans. Autom. Control, vol. 53, no. 10, pp. 2307-2323, Nov. 2008.

M. Johnston and E. Modiano, “Controller placement for maximum

throughput under delayed CSL” in Proc. 13th Int. Symp. IEEE

Model. Optim. Mobile Ad Hoc, Wireless Netw., 2015, pp. 521-528.

[10]

[11]

[12]

[13]

[14]

[15]
[16]

(171

[18]

Matthew Johnston received the BS degree in
electrical engineering and computer science from
the University of California, Berkeley, in 2008 and
the MS and PhD degrees, both in electrical engi-
neering, from the Massachusetts Institute of Tech-
nology, in 2010 and 2015, respectively. Since
2015, he has been a research scientist with Boeing
Research & Technology. His research is on com-
munication networks and protocols with an emp-
hasis on network design, network control, and
network robustness.

Eytan Modiano received the BS degree in elec-
trical engineering and computer science from the
University of Connecticut at Storrs, in 1986 and
the MS and PhD degrees, both in electrical engi-
neering from the University of Maryland, College
Park, Maryland, in 1989 and 1992, respectively.
He was a Naval research laboratory fellow
between 1987 and 1992 and a National Research
Council post doctoral fellow during 1992-1993.
Between 1993 and 1999, he was with MIT Lincoln
Laboratory. Since 1999, he has been on the fac-
ulty with MIT, where he is a professor and an associate department
head in the Department of Aeronautics and Astronautics, and an associ-
ate director of the Laboratory for Information and Decision Systems
(LIDS). His research is on communication networks and protocols with
emphasis on satellite, wireless, and optical networks. He is the co-recipi-
ent of the MobiHoc 2016 Best Paper Award, the Wiopt 2013 Best Paper
Award, and the Sigmetrics 2006 Best Paper Award. He is the editor-in-
chief for the IEEE/ACM Transactions on Networking, and served as an
associate editor for the IEEE Transactions on Information Theory and
the IEEE/ACM Transactions on Networking. He was the technical pro-
gram co-chair for IEEE Wiopt 2006, IEEE Infocom 2007, ACM MobiHoc
2007, and DRCN 2015. He is a fellow of the IEEE and an associate fel-
low of the AIAA, and served on the IEEE Fellows Committee.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


