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Abstract—In spectrum-sharing networks, primary users have the right to preempt secondary users, which can significantly degrade

the performance of underlying secondary users. In this paper, we use backup channels to provide reliability guarantees for secondary

users. In particular, we study the optimal white channel assignment that minimizes the amount of recovery capacity (i.e., bandwidth of

backup channels) needed to meet a given reliability guarantee, where both deterministic and probabilistic requirements are considered.

This problem is shown to be coupled by two NP-hard objectives. We characterize the structure of the optimal assignment and develop

bi-criteria approximation algorithms. Moreover, we investigate the scaling of the recovery capacity as the network size becomes large. It

is shown that the recovery capacity is negligible as compared to the total traffic demands in a large-scale network.

Index Terms—Multi-hop spectrum-sharing networks, reliability guarantee, backup channel, channel assignment algorithms, minimum

recovery capacity

Ç

1 INTRODUCTION

SHARING of radio spectrum is considered one of the most
promising approaches to addressing spectrum scarcity

in the face of exponentially growing traffic demands. Spec-
trum which is originally dedicated to a certain service can
be shared based on access technologies such as cognitive
radios [2] and geographic databases [3]. Typically, in spec-
trum-sharing networks, secondary users can access licensed
channels (referred to as white channels) that are not used by
primary users. While spectrum sharing enables efficient uti-
lization of spectrum resources, secondary networks built
upon white channels can suffer from severe performance
degradation since secondary users must stop using a white
channel whenever it is reclaimed by a primary user (this
event is called channel preemption). Thus, it is necessary to
provide protection for secondary users to guarantee their
reliability against channel preemptions. In this paper, we
study the problem of providing a reliability guarantee for
multi-hop cognitive radio networks.

There have been numerous efforts towards achieving
reliable communications for secondary users. One of the
important issues in this context is that in the first place, it is
desired for the transmitter and receiver to tune into the
same channel, which preferably remains unoccupied by pri-
mary users for a long time. There are several works that
exploit channel statistics to predict channel availability and
design reliable MAC protocols for reducing the probability
of being preempted. In [4], an design framework for MAC
and sensing protocols is proposed that maximizes the

performance of secondary network by learning channel sta-
tistics on-the-fly. In [5], a CSMA/CA-based data channel
agreement and selection algorithm is presented in order
to increase the rate of successful transmissions. Channel
statistics are also exploited for application-aware channel
selection. For example, in [6], real-time traffic is assigned
channels with small variance of capacity, whereas elastic
traffic is assigned channels with large capacity. Some works
even apply machine learning techniques in order to decide
on more stable channels [7], [8].

Another important issue is how the secondary network
should recover from channel preemptions. A straightfor-
ward approach is to let disrupted links switch to another
idle white channel on the fly [9], [10], [11]. This approach
can, however, experience unpredictable delay until idle
white channels become available. In contrast to the on-
the-fly reconfiguration method, Yue et al. [12] propose to
assign an extra white channel to each link in advance, in
order to recover from any single channel preemption. In
multi-hop networks, rerouting can be used to find a detour
around interrupted links [13], [14] (see [15] for various
rerouting methods and metrics capturing spectrum (and
thus, link) availability). Some recent works [16], [17] com-
bine channel switching and rerouting to recover secondary
users’ traffic. Moreover, there are some papers that study reli-
able channel assignments that maintain the network connec-
tivity after any single channel preemption [18], [19], [20]. To
better account for the performance of secondary network, the
concept of spectrum leasing is proposed [21], where the pri-
mary network can lease part of its licensed spectrum and give
priority to secondary network over the leased spectrum. Simi-
larly, in [22], part of licensed channels are reserved for pri-
mary network to use in the event of channel failures aswell as
secondary network in the face of channel preemption due to
primary network’s activity. In these settings, the performance
of both primary and secondary networks is dictated by the
number (or portion) of leased channels, and hence, dynamic
channel leasing/reservation schemes are employed so that
the set of opened channels is changed adaptively to network
status such as traffic intensity [21], [22].
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Although the above schemes enhance the reliability of
secondary networks, most of them only provide “best-effort
reliability”. That is, there is no guarantee on, for example,
the number of channel preemptions the secondary network
can recover from, or the ability to fulfill a certain reliability
requirement. It may be often the case that protection against
single channel preemptions is not sufficient because simul-
taneous multiple channel preemptions can occur frequently
due to the dynamic nature of white channels. It is also
important to take into account the “schedulability” in the
event of preemption. That is, the traffic demand may not be
supported due to insufficient capacity, even if the connec-
tivity is guaranteed.

In this paper, we allow secondary users to specify a
reliability requirement and investigate how to adhere to such
a requirement at the minimum cost. Our approach uses
backup channels to recover from preemptions. These backup
channels can be licensed channels leased temporarily at a cost
[23], or currently unused white channels. Note that these
backup channels do not necessarily stay idle when they are
not used for recovery; the only requirement is that they should
be availablewhen needed for recovery (possibly at a cost).

Due to the scarcity and relative high costs of backup chan-
nels, it is desired to minimize the amount of recovery capacity
(i.e., bandwidth of backup channels) that should be provi-
sioned. Although many factors can affect the amount of
required recovery capacity, we focus on the influence of white
channel assignment to each link in the network. Specifically, we
study the optimal white channel assignment that minimizes
the recovery capacity required to meet a certain reliability
requirement such that the network is able to recover second-
ary users’ traffic from a given number of white channel pre-
emptions. We consider both deterministic and probabilistic
reliability requirements. Under the deterministic require-
ment, the network should be able to recover secondary users’
traffic from a given number of white channel preemptions.
Under the probabilistic requirement, secondary traffic should
be recoverable from an arbitrary channel preemption scenario
with a certain (high) probability.

Unfortunately, this problem is shown to be intractable
and coupled by two NP-hard objectives. As a result, we con-
duct bi-criteria analysis and propose bi-criteria approxima-
tion algorithms for white channel assignment. For
probabilistic recovery requirements, we also characterize
the structure of the optimal channel assignment in different
probability regimes of channel preemptions. Such an analy-
sis leads to an efficient heuristic channel assignment scheme
that can be used to meet any probabilistic recovery require-
ment. Our simulations validate the performance of the pro-
posed algorithms.

It should be mentioned that although this work mainly
focuses on the spare channel approach, our technical results
can also be very useful for the schemes that use only white
channels (such as the ones in [9], [10]). Note that even if
white channels are used for recovery, the capacity of those
idle white channels can possibly be insufficient to support
disrupted traffic. Hence, it is important to construct a net-
work in a way that the amount of disrupted traffic (or recov-
ery capacity) is minimized, regardless of whether white
channels or spare channels are used for recovery.

Another important contribution of this paper is the char-
acterization of the scaling of the recovery capacity. It turns
out that the required recovery capacity becomes negligible
as compared to the total network traffic as the network

becomes large. Our simulations show that under the pro-
posed channel assignment schemes the required recovery
capacity is usually less than 1 percent of the total traffic.
Thus, it is possible to provision guaranteed reliability in a
large-scale secondary network at minimum cost.

The remainder of this paper is organized as follows.
We introduce the network model and describe the problem
in Section 2. Next, we study the optimal white channel
assignment under deterministic and probabilistic recovery
requirements in Sections 3 and 4, respectively. Finally, sim-
ulation results are presented in Section 5 and conclusions
are given in Section 6.

2 MODEL AND PROBLEM DESCRIPTION

2.1 Network Model
We consider a spectrum-sharing network where primary
users own a set of licensed channels referred to as white chan-
nels. Any idle white channel can be accessed by secondary
users, but it should be vacated if a primary user appears in
that channel (referred to as channel preemption). When channel
preemptions happen, secondary users switch to backup chan-
nels in order to resume communications. Asmentioned in the
introduction, the backup channels are assumed to be available
when needed for recovery. Accordingly, there is no switching
delay from white channel to backup channel. The recovery
capacity refers to the bandwidth of backup channels we need
to provision in order to meet a certain reliability requirement
whichwill be specified in Section 3.

The secondary network is represented by an undirected
graph G ¼ ðV;EÞ, where V is the set of secondary nodes
and E is the set of links. There is a link between two second-
ary nodes if they can directly communicate with each other.
We consider the one-hop interference model where adjacent
links cannot be active on the same channel at the same time.
Although such an interference model is restrictive, it serves
as the foundation for understanding more complex interfer-
ence models (e.g., see [24], [25]). Moreover, the one-hop
interference model is an appropriate model for many practi-
cal wireless systems such as spread-spectrum systems, mil-
limeter-wave networks [26], etc. Each link e is associated
with a traffic demand re which is determined by some
higher-layer policies (e.g., routing and flow control). We
denote by W the set of white channels. Each white channel
w can sustain a data rate up to Rw;e over link e.

Now we describe the set of feasibility conditions on
white channel assignment in order to sustain the given
traffic demands. Let y be an jEj � jW j binary matrix
whose element ywe ¼ 1 if white channel w is assigned to
link e. Note that if white channel w is assigned to link e,
this link should be scheduled for at least re

Rw;e
fraction of

time in order to meet the traffic demand re. Under the

one-hop interference model, the set of links that can be
activated simultaneously on the same channel form a
matching, and interfering matchings can access the same
white channel in a time-sharing manner. As a result, the
set of feasible schedules can be represented by the convex
hull of all matchings, i.e., the matching polytope. Based on
Edmonds’ matching polytope description [27], we can
write the following feasibility conditions:

X
e2dðvÞ

re
Rw;e

ywe � 1; 8v 2 V; w 2W (1)
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X
e2EðUÞ

re
Rw;e

ywe �
jUj � 1

2
; 8U 2 V; w 2W (2)

X
w2W

ywe ¼ 1; 8e 2 E

ywe 2 f0; 1g; 8e 2 E;w 2W:

(3)

In (1), we denote by dðvÞ the set of links incident on node v.
In (2), we define V ¼ fU � V : jU jodd � 3g to be a collection
of node sets with odd cardinality, and EðUÞ is the set of
links whose both ends are in U . For each white channel w,
the corresponding constraints in (1) and (2) are Edmonds’
matching polytope description over the set of links using
that channel. Specifically, the constraints in (1) require the
total schedule length of channel w not to exceed one; the
constraints in (2) are called “odd-set constraints” and we
refer readers to [28] or [27] for a detailed explanation. Over-
all, the constraints in (1) and (2) force all of the traffic
demands to be schedulable under one-hop interference by
using the given set of white channels. Hajek et al. [28] use a
similar formulation to characterize schedulability in a sin-
gle-channel case. Finally, the constraints in (3) force each
link to be assigned exactly one white channel. A channel
assignment y is said to be feasible if it satisfies all of the above
constraints. The traffic demands ½re; 8e 2 E� are said to be
sustainable under a channel assignment y if y is feasible.

2.2 Problem Description
Due to the scarcity and relatively high costs of backup chan-
nels, it is necessary to minimize the amount of recovery
capacity (i.e., bandwidth of backup channels) needed to
comply with a certain reliability requirement. In this paper,
the secondary network is required to survive a given num-
ber of channel preemptions even in the worst case.

Given a recovery requirement, the amount of recovery
capacity we need to provision depends on how much traffic
is lost due to channel preemptions, which is largely deter-
mined by the assignment of white channels. For example,
Fig. 1 illustrates two different channel assignments with 3
white channels. Each link has one-unit traffic demand, and
we assume white channels have sufficiently large capacity
such that any channel assignment is feasible (as long as
each link is assigned exactly one white channel). Suppose
we want to survive any single white channel preemption. In
Fig. 1a, the preemption of channel 1 will cause the failures
of two adjacent links, which requires two units of recovery
capacity under one-hop interference. In contrast, the chan-
nel assignment in Fig. 1b only requires one unit of recovery
capacity, since any links that can fail at the same time (i.e.,
due to the failure of a single white channel) can be activated
simultaneously. Our goal is to find a feasible white channel
assignment that requires the minimum recovery capacity subject
to a certain recovery requirement.

3 ROBUST WHITE CHANNEL ASSIGNMENT

In this section, we develop robust white channel assignment
schemes that fulfill a given deterministic recovery require-
ment at minimum cost. Specifically, the network is required
to survive any kwhite channel preemptions, i.e., the backup
channels should be able to support the traffic demands on
the links disrupted by any k white channel preemptions.

Hence, the goal is to find a feasible white channel assign-
ment requiring the minimum recovery capacity to protect
against any k channel preemptions. This problem is referred
to asWhiteRec

min
C;y feasible

C

s.t.
X
w2S

X
e2dðvÞ

re
C
ywe � 1; 8v 2 V; 8S 2 WðkÞ (4)

X
w2S

X
e2EðUÞ

re
C
ywe �

jU j � 1

2
; 8U 2 V; S 2 WðkÞ; (5)

where the meanings of dðvÞ, EðUÞ and V are the same as in
(1) and (2), and WðkÞ ¼ fS �W : jSj ¼ kg is a collection of
channel sets with cardinality k. Similar to (1) and (2), the
constraints in (4) and (5) correspond to Edmonds’ matching
polytope description, requiring that after any k channel pre-
emptions the traffic demands on the disrupted links be
schedulable by using a backup channel with capacity C.
Hence, the optimal solution to WhiteRec is a feasible white
channel assignment with the minimum recovery capacity.
The constraints in (4) and (5) deterministically guarantee
that the network survives any k channel preemptions. In
Section 4, we study the probabilistic reliability guarantee
where the recovery constraints in (4) and (5) are satisfied
with a certain (high) probability.

3.1 Complexity Analysis
In this section, we investigate the complexity ofWhiteRec. In
fact, solving this problem involves finding a white channel
assignment that is both feasible (in order to support the traffic
demands as described in (1), (2), and (3)) and optimal (in
order to minimize the recovery capacity as defined in (4) and
(5)). Unfortunately, both of these problems are NP-hard.

Theorem 1. Finding a feasible white channel assignment that
sustains the given traffic demands is NP-hard.

Proof. Our proof is based on the reduction from the Bin
Packing Problem which is known to be NP-hard.

� Problem: Bin Packing Problem
� Input: a set of n items with volume v1; v2; . . . ; vn 2
ð0; 1� and a set ofm bins with unit capacity

� Decision: whether we can pack the n items into
them bins

To show the reduction, consider a star network with n
links incident on a common node. The traffic demands
on these links are v1; v2; . . . ; vn. Suppose we have m
homogeneous white channels, each with unit capacity.
We would like to find a mapping from the n links to the
m white channels such that the traffic demands are sus-
tainable. Obviously, this is equivalent to determining the

Fig. 1. Two different assignments of white channels.
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feasibility of packing the n items into the m bins. As a
result, it is NP-hard to find a feasible assignment to sup-
port the given demands, even in a star network and
when channels are homogeneous. tu

Theorem 2. Finding a white channel assignment that requires
the minimum recovery capacity is NP-hard. Moreover, even if
any channel assignment is feasible (i.e., the capacity of each
white channel is sufficiently large such that the traffic demands
are always sustainable under any channel assignment), the
problem remains NP-hard.

Proof. Our proof is based on the reduction from the Parti-
tion Problem which is known to be NP-hard [29, p. 223].

� Problem: Partition Problem
� Input: A set A of positive integers given by

A ¼ fr1; . . . ; rng
� Output: A subset S 	 A s.t. maxfsumðSÞ; sum
ðA n SÞg is minimized, where sumðT Þ is the sum
of all the elements in T

To show a mapping from the Partition Problem to our
problem, consider a star network with n links, where
link i has a traffic demand ri. Suppose that we have two
white channels w1; w2, and both channels have suffi-
ciently large capacity such that any channel assignment
is feasible. The goal is to find a white channel assignment
requiring the minimum recovery channel capacity to
recover from any single channel preemption. Hence, it is
desirable to balance the loads on each white channel.

More formally, let EðwÞ be the set of links using white
channelw. It is easy to see that the recovery channel capac-
ity in the formulation ofWhiteRec can be expressed as

C ¼ max
P

e2Eðw1Þ re;
P

e2Eðw2Þ re
n o

:

In this setting, finding a white channel assignment mini-
mizing C is equivalent to finding a subset S in the Parti-
tion Problem. This completes the proof. tu
The above two theorems imply that WhiteRec is a com-

plicated problem coupled by two NP-hard objectives: find-
ing a feasible assignment to support the traffic demand and
finding an optimal assignment that requires the minimum
recovery capacity. To address this difficulty, we introduce a
technique called bi-criteria approximation [30] which allows
the feasibility constraints to be violated by a bounded
amount while ensuring some approximation ratio with
respect to the recovery capacity. The formal definition is
as follows.

Definition 1 (Bi-Criteria Approximation). An algorithm
achieves ðr;fÞ-approximation to WhiteRec if the following
two conditions are satisfied simultaneously.

- It requires at most r times of the minimum recovery
capacity.

- It guarantees that at least f-fraction of the traffic
demand is sustained over each link.

In the following sections, we first analyze the bi-criteria
structure of WhiteRec. Based on the analysis, several app-
roximation algorithms are developed and their bi-criteria
approximation ratios are studied.

3.2 Bi-Criteria Analysis
In this section, we investigate the bi-criteria structure of the
optimal feasible solution to WhiteRec. Specifically, we are
interested in the structure that requires the minimum recov-
ery capacity (i.e., optimality analysis, Section 3.2.1) and that
sustains the given traffic demands (i.e., feasibility analysis,
Section 3.2.2). Finally, the relationship between optimality
and feasibility is discussed.

3.2.1 Optimality Analysis

We first study the structure of the optimal assignment that
requires the minimum recovery capacity. The particular
form of WhiteRec allows us to express the required recov-
ery capacity C in a closed form. It is easy to see that con-
straints in (4) are equivalent to

C �M1ðy; kÞ; (6)

where

M1ðy; kÞ ¼ max
v2V;S2WðkÞ

X
w2S

X
e2dðvÞ

rey
w
e :

Similarly, constraints in (5) are equivalent to

C �M2ðy; kÞ; (7)

where

M2ðy; kÞ ¼ max
U2V;S2WðkÞ

2

jUj � 1

X
w2S

X
e2EðUÞ

rey
w
e :

Combining (6) and (7), we can rewrite constraints (4) and (5)
inWhiteRec as

C � maxfM1ðy; kÞ;M2ðy; kÞg , Cðy; kÞ: (8)

In other words, given a white channel assignment y, the
value of Cðy; kÞ is the minimum recovery capacity required
to recover from any k channel preemptions. As a result,
WhiteRec can be rewritten as

min
y

Cðy; kÞ
s.t. y is feasible:

Note that M2ðy; kÞ corresponds to the “odd-set constraints”
in (5) which are difficult to handle in general. Hence, it
is natural to consider the relaxation of WhiteRec by
neglecting M2ðy; kÞ. The relaxed problem is referred to as
WhiteRecApprox, i.e.,

min
y

M1ðy; kÞ
s.t. y is feasible:

The following lemma shows that the relaxation of M2ðy; kÞ
only leads to a small loss in optimality.

Lemma 1. For any channel assignment y, we have

M1ðy; kÞ � Cðy; kÞ � 1:5M1ðy; kÞ: (9)

Proof. The lower bound follows from the definition of
Cðy; kÞ. To show the upper bound, we notice that
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M2ðy; kÞ ¼ max
U2V;S2WðkÞ

2

jUj � 1

X
w2S

X
e2EðUÞ

rey
w
e

¼ 1

2
max

U2V;S2WðkÞ
2

jU j � 1

X
w2S

X
v2U

X
e2dðvÞ\EðUÞ

rey
w
e

� 1

2
max

U2V;S2WðkÞ
2

jU j � 1

X
v2U

X
w2S

X
e2dðvÞ

rey
w
e

� 1

2
max

U2V;S2WðkÞ
2

jU j � 1

X
v2U

M1ðy; kÞ

¼ 1

2
M1ðy; kÞmax

U2V
2jUj
jUj � 1

¼ 3

2
M1ðy; kÞ:

The second inequality is due to the definition of M1ðy; kÞ,
and the last equality holds because jU j � 3. tu
Lemma 1 shows that the optimal solution to

WhiteRecApprox attains 1.5-approximation to the original
problem WhiteRec with respect to the required recovery
capacity Cðy; kÞ. In fact, in bipartite graphs, there is even
no approximation gap between WhiteRecApprox and
WhiteRec.

Theorem 3. In a bipartite network, M1ðy; kÞ �M2ðy; kÞ for any
channel assignment y and any positive integer k.

Proof. Let

ðU
; S
Þ ¼ max
U2V;S2WðkÞ

1

aðUÞ
X
w2S

X
e2EðUÞ

rey
w
e :

The induced graph on U
 is denoted byG
 ¼ ðU
; EðU
ÞÞ,
which is still a bipartite graph. Let C be the minimum
vertex cover of G
. Then we have

M2ðy; kÞ ¼ 1

aðU
Þ
X

e2EðU
Þ

X
w2S


rey
w
e

� 1

aðU
Þ
X
v2C

X
e2dðvÞ\EðU
Þ

X
w2S


rey
w
e

� 1

aðU
Þ
X
v2C

X
e2dðvÞ

X
w2S


rey
w
e

� 1

aðU
Þ
X
v2C

M1ðy; kÞ ¼ 1

aðU
Þ jCjM1ðy; kÞ;

where the first inequality holds because every edge in
EðU
Þ is incident on at least one node in C. By K€onig’s
Theorem [31, pp. 203-207], the size of the minimum ver-
tex cover equals to the size of the maximum matching in
a bipartite graph. Thus, jCj is upper-bounded by

bjU
j2 c ¼ jU

j�1
2 (note that jU
j is odd). Therefore, we can

finally conclude that

M2ðy; kÞ � 1

aðU
Þ jCjM1ðy; kÞ ¼M1ðy; kÞ:
tu

This theorem implies that Cðy; kÞ ¼M1ðy; kÞ in a bipartite
graph, and thus we can safely ignore M2ðy; kÞ without
sacrificing any optimality. In other words, the optimal solu-
tion to the relaxed problemWhiteRecApprox is also the opti-
mal solution to the original problem WhiteRec if the
secondary network is bipartite.

3.2.2 Feasibility Analysis

Next, we study the feasibility conditions (1), (2), and (3) and
investigate the structure of channel assignments that are

able to sustain the largest amount of traffic. In particular,
we investigate the relationship between feasibility and opti-
mality, which is important for our subsequent bi-criteria
approximation analysis.

It is clear that deciding feasibility is equivalent to the fol-
lowing optimization problem FEASI which finds the maxi-
mum fraction of traffic that can be sustained over each link

FEASI : max
y;b

b

s.t.
X
e2dðvÞ

bre
Rw;e

ywe � 1; 8v 2 V;w 2W
(10)

X
e2EðUÞ

bre
Rw;e

ywe �
jU j � 1

2
; 8U 2 V; w 2W (11)

X
w2W

ywe ¼ 1; 8e 2 E

ywe 2 f0; 1g; 8e 2 E;w 2W:

(12)

Clearly, the original problemWhiteRec is feasible if and only
if the optimal value b
 in FEASI is greater or equal to 1. Now
let bðyÞ be the maximum value of b in FEASI under an
assignment y. The following lemma relates bðyÞ toCðy; 1Þ.
Lemma 2.

Rmin

Cðy; 1Þ � bðyÞ � Rmax

Cðy; 1Þ ;

where Rmin and Rmax are the minimum and the maximum
white channel capacity, respectively.

Proof. From constraints (10) and (11), it follows that

bðyÞ ¼ minfZ1ðyÞ; Z2ðyÞg;
where

Z1ðyÞ ¼ max
v2V;w2W

1P
e2dðvÞ reywe =Rw;e

;

Z2ðyÞ ¼ min
U2V;w2W

1
2
P

e2EðUÞ rey
w
e =Rw;e

jUj�1

:

Under the above notations, FEASI becomes

max
y

minfZ1ðyÞ; Z2ðyÞg

s.t.
X
w2W

ywe ¼ 1; 8e 2 E

ywe 2 f0; 1g; 8e 2 E;w 2 W:

It is clear that

Z1ðyÞ � Rmin

maxv2V;w2W
P

e2dðvÞ rey
w
e
¼ Rmin

M1ðy;1Þ ;

and similarly we have Z2ðyÞ � Rmin
M2ðy;1Þ : Then we obtain

that

bðyÞ � min
Rmin

M1ðy; 1Þ ;
Rmin

M2ðy; 1Þ
� �

¼ Rmin

maxfM1ðy; 1Þ;M2ðy; 1Þg ¼
Rmin

Cðy; 1Þ :

Similarly, we can show bðyÞ � Rmax
Cðy;1Þ : tu

This lemma shows that if an assignment y yields a
smaller Cðy; 1Þ, it tends to sustain more traffic. In particular,
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if white channels are homogeneous with capacity R, the
lemma implies bðyÞ ¼ R

Cðy;1Þ. In this case, minimizing the

recovery capacity required to survive a single preemption is
equivalent to maximizing the amount of sustainable traffic.
Therefore, this lemma bridges feasibility and optimality,
which is important for our subsequent bi-criteria approxi-
mation analysis.

3.3 Algorithm 1: Greedy Algorithm
In this section, we propose a simple greedy algorithm to
solve WhiteRec and analyze its bi-criteria approximation
ratio. Without loss of generality, let the links in the sec-
ondary network be indexed by e1; . . . ; en, where n ¼ jEj.
The greedy algorithm assigns a white channel to each of
these links sequentially. Suppose we are deciding the
channel assignment for link ei ¼ ðu; vÞ, and define
dðu; vÞ ¼ dðuÞ [ dðvÞ, i.e., the set of links incident on node
u or node v. The greedy rule is to pick the white channel
that currently sustains the least traffic over the links in
dðu; vÞ. The detailed procedures are presented in Algo-
rithm 1, where Ew corresponds to the set of links that are
assigned channel w.

Algorithm 1. Greedy White Channel Assignment

1: Initialize Ew ¼ ;; 8w 2W ;
2: for ei ¼ e1; . . . ; en do
3: Assign white channel w
 to link ei ¼ ðu; vÞ, where

w
 ¼ argminw2W
P

e2dðu;vÞ\Ew
re;

4: Ew
  Ew
 [ feig;
5: end for

The bi-criteria approximation ratio of this greedy
algorithm is given in Theorem 4, where we define Rmin and
Rmax to be the minimum and the maximum white channel
capacity, respectively.

Theorem 4. Suppose there exists a feasible solution to
WhiteRec. Then the greedy algorithm achieves ðr; 1

r
Rmin
Rmax
Þ-

approximation toWhiteRec, where r ¼ 3
2 ð3� 2

jW jÞ.
Proof. See Section 3.6. tu

For instance, if there are 2 homogeneous white channels,
the greedy algorithm is guaranteed to sustain at least 1

3 traf-
fic demands while requiring less than 3 times of the mini-
mum recovery capacity inWhiteRec.

The advantage of the greedy algorithm is in its simplic-
ity. In fact, it does not require any global information when
assigning channels for each individual link; thus, this
greedy algorithm can even be implemented in a distributed
manner, where more fresh local information can be used to
improve the overall performance. Moreover, it is applicable
to arbitrary networks. Although the theoretical approxima-
tion ratio of this algorithm is relatively loose, its practical
performance turns out to be much better than the theoretical
guarantee1 (see Section 5). In fact, it is possible to improve
the approximation ratio in a wide range of graphs. For
example, it can be shown that this greedy algorithm

achieves ð23 r; 3
2r

Rmin
Rmax
Þ-approximation to DetRec in a bipartite

graph (by using Theorem 3).

3.4 Algorithm 2: Interference-Free Assignment
The above greedy algorithm is simple and has provable per-
formance in any scenario but suffers from the relatively
loose approximation ratio. In this section, we discuss an
alternative channel assignment scheme, called Interference-
Free Assignment (IFA), which is less general than the
greedy algorithm but achieves much better performance.

Definition 2 (Interference-Free Assignment). An assign-
ment y is said to be interference-free if any two interfering links
are assigned distinct white channels.

For example, the channel assignment in Fig. 1b is inter-
ference-free while the one in Fig. 1a is not. Conceivably, IFA
requires less recovery capacity since links that fail together
due to any single channel preemption do not interfere with
each other and can be activated simultaneously. Through
the rest of this section, we study the properties of IFA. In
particular, we will show IFA has near-optimal performance.

We first investigate the conditions for the existence of
IFA. Note that IFA requires that adjacent links be
assigned different channels; this is similar to edge coloring
where each white channel corresponds to a color. From
Vizing’s Theorem [33] for edge coloring, we have the fol-
lowing observation:

Observation 1. There exists an interference-free channel
assignment if the number of white channels is greater
than the maximum node degree, i.e., jW j > dmax.

The above observation shows that IFA does not always
exist and is thus less general than the greedy algorithm. How-
ever, the condition shown in the above observation is very
mild in practice since the number of white channels is usually
much larger than the number of neighbors a node has [16].

Now we develop an algorithm for constructing an inter-
ference-free assignment (Algorithm 2). This algorithm gives
an interference-free assignment whenever jW j > dmax.
Note that this algorithm is still valid if jW j � dmax but it
does not have a provable performance in this case. Note also
that this algorithm colors edgeswithwhite channels and there
are several polynomial-time algorithms that can perform
edge-coloring with dmax þ 1 colors in a simple graph (e.g.,
[34]), therefore Algorithm 2 can be run in polynomial time.

Algorithm 2. Interference-Free Channel Assignment

1: Color the graph with dmax þ 1 colors, which partitions the
edges into dmax þ 1matchings;
// These matchings are denoted by I1; . . . ; Idmaxþ1.

2: for i ¼ 1 : dmax þ 1 do
3: Assign edges in matching Ii to white channel wi, where

wi ¼ imod jW j;
4: end for

Next, we investigate the properties of IFA. The most
important one is given in Lemma 3 which shows that any
interference-free channel assignment minimizesM1ðy; kÞ.
Lemma 3. Consider any two interference-free channel assign-

ments �y; ~y and any non-interference-free assignment ŷ. Then
the following relationship holds: M1ð�y; kÞ ¼M1ð~y; kÞ �
M1ðŷ; kÞ for all k 2 Zþ.

Proof. For any interference-free assignment �y, let �S 2 WðkÞ
and �v 2 V be such that1. Similar greedy algorithms have been shown to perform extremely

well for frequency assignment in WDM-based optical networks [32].
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M1ð�y; kÞ ¼
X
w2 �S

X
e2dð�vÞ

re�y
w
e : (13)

Since �y is interference-free, all the links incident on a
node are assigned different white channels. This is also
true for another interference-free assignment ~y. Thus,
there exists a set ~S 2 WðkÞ such that

e 2 dð�vÞ :
X
w2 ~S

~ywe ¼ 1

8<
:

9=
; ¼ e 2 dð�vÞ :

X
w2 �S

�ywe ¼ 1

( )
:

Therefore, we have

X
w2 �S

X
e2dð�vÞ

re�y
w
e ¼

X
w2 ~S

X
e2dð�vÞ

re~y
w
e ;

which implies M1ð�y; kÞ �M1ð~y; kÞ by the definition of
M1ðy; kÞ. Similarly, we can prove M1ð�y; kÞ �M1ð~y; kÞ. As
a result, it follows that M1ð�y; kÞ ¼M1ð~y; kÞ for any inter-
ference-free channel assignments �y and ~y.

To prove the second part, consider a non-interference-
free channel assignment ŷ. Obviously, under the assign-
ment ŷ, the preemption of k white channels can possibly
lead to the preemption of more than k links incident on a
node. Hence, there exists a set Ŝ 2 WðkÞ such that

e 2 dð�vÞ :
X
w2Ŝ

ŷwe ¼ 1

8<
:

9=
; � e 2 dð�vÞ :

X
w2 �S

�ywe ¼ 1

( )
:

Therefore, we can conclude thatM1ð�y; kÞ �M1ðŷ; kÞ. tu
Lemma 3 together with Lemma 1 immediately implies

that IFA achieves no more than 1.5 times the minimum
recovery capacity. In fact, we can further tighten this bound,
as shown in the following theorem.

Theorem 5. Suppose there is a feasible solution to WhiteRec
and an interference-free assignment exists. Then any interfer-
ence-free assignment achieves ð54 ; Rmin

Rmax
Þ approximation to

WhiteRec.

Proof. We first prove that any IFA achieves no more than 5
4

times the minimum recovery capacity. We start by intro-
ducing a lemma whose proof is similar to Lemma 1 and
thus omitted. tu

Lemma 4. Let V0 ¼ fU � V : jUj � 5; jU j oddg. Then for any
assignment y and integer k � 1

max
U2V0;S2WðkÞ

2

jU j � 1

X
w2S

X
e2EðUÞ

rey
w
e �

5

4
M1ðy; kÞ:

Now we get down to proving that any IFA achieves no
more than 5

4 times of the minimum recovery capacity.
Denote V3 the collection of node sets with cardinality 3. For
any channel assignment y and any integer k � 1, we rewrite
Cðy; kÞ as

Cðy; kÞ ¼ maxfM1ðy; kÞ;M2ðy; kÞg

¼ max

(
M1ðy; kÞ; max

U2V3;S2WðkÞ
2

jUj � 1

X
w2S

X
e2EðUÞ

rey
w
e ;

max
U2V0;S2WðkÞ

2

jU j � 1

X
w2S

X
e2EðUÞ

rey
w
e

)

¼D maxfM1ðy; kÞ; Aðy; kÞ; Bðy; kÞg
Let y0 be an arbitrary IFA and y
 be the optimal solution to
WhiteRec. We observe three key facts:

1) Aðy0; kÞ � Aðy
; kÞ. This is due to the fact that in any
induced graph of 3 nodes the interference-free
assignment y0 allocates different channels to different
edges, which is optimal in that induced graph.

2) Bðy0; kÞ � 5
4M1ðy0; kÞ � 5

4M1ðy
; kÞ. This is due to
Lemma4 and the fact that any IFAminimizesM1ðy; kÞ.

3) M2ðy0; kÞ �M1ðy0; kÞ otherwise Cðy0; kÞ ¼M1ðy0; kÞ �
M1ðy
; kÞ � Cðy
; kÞ, which implies that y0 is optimal.
This fact further shows that Cðy0; kÞ ¼ maxfAðy0; kÞ;
Bðy0; kÞg.

Then we have

Cðy0; kÞ
Cðy
; kÞ ¼

maxfAðy0; kÞ; Bðy0; kÞg
maxfM1ðy
; kÞ; Aðy
; kÞ; Bðy
; kÞg

� max
n Aðy0; kÞ
Aðy
; kÞ ;

Bðy0; kÞ
M1ðy
; kÞ

o
� 5

4
:

Next, we prove that any IFA y0 can sustain Rmin
Rmax

-fraction

of traffic over each link. Note that Cðy0; 1Þ ¼M1ðy0; 1Þ under
the IFA y0. By Lemma 3, the IFA y0 minimizes M1ðy; 1Þ, so
we have Cðy0; 1Þ ¼M1ðy0; 1Þ �M1ðy; 1Þ � Cðy; 1Þ for any
assignment y. Let ŷ be a feasible solution to WhiteRec, i.e.,
bðŷÞ � 1. Then it follows that for any IFA y0

bðy0Þ � Rmin

Cðy0; 1Þ �
Rmin

Rmax

Rmax

Cðŷ; 1Þ �
Rmin

Rmax
bðŷÞ � Rmin

Rmax
;

where the first and third inequalities are due to Lemma 2,
the second inequality is due to our claim that Cðy0; 1Þ �
Cðŷ; 1Þ and the last inequality holds because of our assump-
tion that bðŷÞ � 1. This completes our proof.

Note that IFA has a much better approximation ratio
than the greedy algorithm with respect to both the recovery
capacity and the sustainable traffic. In particular, if channels
are homogeneous, then any interference-free assignment is
guaranteed to sustain 100 percent traffic demands while
requiring less than 1.25 times the minimum recovery capac-
ity. The caveat is that such a good approximation ratio only
holds true when IFA exists (i.e., when jW j > dmax).

In fact, IFA is even optimal with respect to the recovery
capacity in many scenarios, as is shown in Theorem 6.

Theorem 6. Suppose there is a feasible solution to WhiteRec
and an interference-free assignment exists. Then any interfer-
ence-free assignment achieves ð1; Rmin

Rmax
Þ approximation to

WhiteRec in any of the following scenarios:

i) k ¼ 1, i.e., we need to survive any single preemption;
ii) re ¼ r 8e 2 E and k � dmax, i.e., traffic demands are

uniform and we want to survive no more than dmax

preemptions;
iii) the secondary network is bipartite;
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Proof. We only prove that any IFA requires the minimum
recovery capacity in these scenarios while the ratio for
the sustainable traffic follows the same argument as in
Theorem 5.

Part (i). Since y is interference-free and k ¼ 1, we have

M1ðy; kÞ ¼ max
v2V;w2W

X
e2dðvÞ

rey
w
e ¼ rmax;

M2ðy; kÞ � rmax max
U2V;w2W

2

jU j � 1

X
e2EðUÞ

ywe

� rmax max
U2V;w2W

2

jU j � 1

jU j
2

� �
¼ rmax; (14)

where (14) is due to the fact that y is interference-free and
consequently, the number of links in U � V using the
same channel is upper-bounded by the size of maximum

matching in EðUÞ, which is jUj
2

j k
. The above two bounds

show that Cðy; 1Þ ¼ rmax. Since Cð~y; 1Þ � rmax for any

assignment ~y, we can conclude that y yields the mini-

mum recovery capacity.
Part (ii). Consider an arbitrary interference-free channel

assignment y. Since y is interference-free, all the links inci-
dent to a node are assigned different channels. Further-
more, we have k � dmax. Consequently, there exists a node
v and S 2 WðkÞ such that

P
w2S

P
e2dðvÞ y

w
e ¼ k. Using this

observation, the valueM1ðy; kÞ can be rewritten as

M1ðy; kÞ ¼ r max
v2V;S2WðkÞ

X
w2S

X
e2dðvÞ

ywe ¼ rk:

On the other hand, using the similar trick to Part (i), we
can bound M2ðy; kÞ by M2ðy; kÞ ¼ rk. Hence, we have
Cðy; kÞ ¼M1ðy; kÞ ¼ rk. Clearly, Cð~y; kÞ � rk any assign-
ment ~y; thus, y yields theminimum recovery capacity.

Part (iii). This directly follows from Theorem 3 and
Lemma 3. tu
The common feature of the above scenarios is that

Cðy; kÞ ¼M1ðy; kÞ holds for any interference-free assign-
ment y; as a result, Lemma 3 implies that any interference-
free assignment minimizes Cðy; kÞ in these cases. Note that
if white channels are homogeneous, then any interference-
free assignment requires the minimum recovery capacity
and 100 percent traffic demands can be sustained in any of
the above scenarios. In other words, IFA is both feasible and
optimal in these cases.

3.5 Scaling of Recovery Capacity
In this section, we investigate the scaling of the required
recovery capacity under the proposed algorithms. Specifi-
cally, we show that the required recovery capacity becomes
negligible as compared to the total traffic if the network size
is relatively large.

To facilitate our analysis, we make a simplified assump-
tion that traffic is uniform across the entire secondary net-
work, i.e., re ¼ r for any e 2 E. Also assume that white
channels are homogeneous, i.e., Rw;e ¼ R for any w 2W
and e 2 E. Denote by C
ðkÞ the recovery capacity required
to protect against any k channel preemptions under
Algorithm 2. Also let Ltot be the total traffic demands in the
secondary network, i.e., Ltot ¼

P
e2E re ¼ rjEj. The follow-

ing theorem shows the scaling of the relative recovery
capacity ratio C
ðkÞLtot with the network size jV j.

Theorem 7. Suppose there is a feasible solution to WhiteRec.
Then C
ðkÞ

Ltot
¼ Oð 1jV jÞ as jV j ! 1 for any k 2 Zþ.

Proof. Consider the channel assignment scheme shown in
Algorithm 2. Clearly, each white channel is assigned to at

most dmaxþ1
jW j

l m
matchings; thus, at most dmaxþ1

jW j
l m

links inci-

dent on the same node are assigned the same channel.

Denote y the abovewhite channel assignment. It follows that

X
e2dðvÞ

rey
w
e � r

dmax þ 1

jW j
� �

; 8w; v: (15)

Note that the matching sets derived in Algorithm 2 is
also a matching set partition of EðUÞ for each U 2 V.
Hence, each white channel is assigned to at most dmaxþ1

jW j
l m

matchings in the matching set partition of EðUÞ. Since
each matching of EðUÞ has at most jU j�12 edges, it follows

that for each w 2W and U 2 V

X
e2EðUÞ

rey
w
e � r

jU j � 1

2

dmax þ 1

jW j
� �

: (16)

By (15) and (16), we can see thatM1ðy; kÞ andM2ðy; kÞ are
upper bounded by

rk
dmax þ 1

jW j
� �

: (17)

It follows that

C
ðkÞ � maxfM1ðy; kÞ;M2ðy; kÞg

� rk
dmax þ 1

jW j
� �

:

IfWhiteRec is feasible, then we have for any v 2 VX
e2dðvÞ

X
w2W

rey
w
e ¼ r

X
e2dðvÞ

X
w2W

ywe ¼ rdv � jW jR;

where dv is the degree of node v. Then it follows that

dmax � jW jRr , which implies that

C
ðkÞ � rk
R

r
þ 1

jW j
� �

: (18)

At the same time, it is easy to see that

Ltot ¼ rjEj � r
dminjV j

2
� rjV j

2
: (19)

Dividing (18) by (19) yields the desired result. Note that
R, r, k and jW j are regarded as asymptotically constant
factors when compared to jV j. tu
Theorem 7 demonstrates that as the network size grows,

the recovery capacity needed to protect against kwhite chan-
nel preemptions becomes negligible as compared to the total
traffic, given that the recovery requirement k remains a con-
stant. Our simulation results (see Section 5.2) show that the
recovery capacity required to survive 2 preemptions is less
than 1 percent of the total traffic in a 200-node network, even
with very fewwhite channels. This is mainly due to the effect
of spatial reuse. That is, although the total traffic increases
linearly with the network size, more links can be activated
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simultaneously; thus, the required recovery capacity does
not scale upwith the network size.

3.6 Proof of Theorem 4
Before the detailed proof, we first introduce a relaxed prob-
lem called WhiteRecInf, which is the same as WhiteRec but
assumes infinite channel capacity such that any channel
assignment can support the given traffic demands. In other
words, feasibility conditions (1) and (2) are relaxed

WhiteRecInf : min
y

Cðy; kÞ

s.t.
X
w2W

ywe ¼ 1; 8e 2 E

ywe 2 f0; 1g; 8e 2 E;w 2W:

We first show that the greedy algorithm yields no
more than r times of the minimum recovery capacity in
WhiteRec. We use the following notation:

� yOPT: optimal solution toWhiteRec
� y
: optimal solution toWhiteRecInf
� ŷ: solution given by the greedy algorithm
� Êw: set of links that are assigned channel w under ŷ.
It is clear that Cðy
; kÞ � CðyOPT; kÞ since WhiteRecInf is

the relaxed problem ofWhiteRec. Hence, it suffices to prove
Cðŷ; kÞ � rCðy
; kÞ. To facilitate our proof, we introduce
a lemma.

Lemma 5. Cðy
; kÞ � k
jW jmaxv2V

P
e2dðvÞ re.

Proof. Let v1 be the node with the maximum traffic
demands, i.e., v1 ¼ argmaxv2V

P
e2dðvÞ re. Also denote L
w

the total traffic supported by white channel w at node v1
under assignment y
. Without loss of generality, we
assume L
1 � L
2 � � � � � L
jW j. Then it follows that

M1ðy
; kÞ ¼
X

1�w�k
L
w:

IfM1ðy
; kÞ < k
W

P
e2dðv1Þ re, we would obtainP

1�w�k L


w

k
<

1

W

X
e2dðv1Þ

re;

i.e., the average traffic (at node v1) in the first kwhite chan-
nels are smaller than the average traffic (at node v1) in all
the white channels. This is an obvious contradiction since
the first k channels support more loads at node v1 than the
remaining jW j � k channels. Hencewe can conclude that

Cðy
; kÞ �M1ðy
; kÞ � k

W

X
e2dðv1Þ

re ¼ k

W
max
v2V

X
e2dðvÞ

re:

This completes the proof to the lemma. tu
Now we get back to proving Cðŷ; kÞ � rCðy
; kÞ. Define

v
 ¼ arg max
v2V;S2WðkÞ

X
w2S

X
e2dðvÞ\Êw

re;

and without loss of generality, we supposeX
e2dðv
Þ\Ê1

re �
X

e2dðv
Þ\Ê2

re � � � �
X

e2dðv
Þ\ÊjW j
re:

Note that under the above definitions, we have

M1ðŷ; kÞ ¼
X

1�w�k

X
e2dðv
Þ\Êw

re:

Suppose ew ¼ ðv
; u
wÞ is the last edge added to Êw that is
incident on v
, and denote Dw the set of edges that have
been assigned a white channel before edge ew. Then it fol-
lows that for any white channel w 2WX

e2dðv
Þ\Êw

re ¼
X

e2dðv
Þ\Êw\Dw

re þ rew (20)

�
X

e2dðv
;u
wÞ\Êw\Dw

re þ rew (21)

� 1

jW j
X

e2dðv
;u
wÞ\Dw

re þ rew (22)

� 1

jW j
� X

e2dðv
Þ
re þ

X
e2dðu
wÞ

re

	
þ jW j � 2

jW j rew (23)

� 2

jW jmax
v2V

X
e2dðvÞ

re þ jW j � 2

jW j rew : (24)

Here, (20) holds because edge ew is the last one added to Êw

that is incident on v
; (22) is due to the fact edge ew is
assigned channel w only if channel w has the minimum
aggregate loads at node v
 and u
w among all white channels
(see step 1 in the greedy algorithm); (23) holds because ew is
incident on both v
 and u
w while Dw excludes ew. Then
we have

M1ðŷ; kÞ � 2k

W
max
v2V

X
e2dðvÞ

re þ jW j � 2

jW j
X

1�w�k
rew :

By Lemma 5, we know

k

jW jmax
v2V

X
e2dðvÞ

re � Cðy
; kÞ:

At the same time, notice that e1; e2; . . . ; ejW j are distinct
edges incident on v
. Then it is easy to see thatX

1�w�k
rew � Cðy
; kÞ:

Therefore, we can conclude that

M1ðŷ; kÞ � 3� 2

jW j

 �

Cðy
; kÞ ¼ 2

3
rCðy
; kÞ:

By Lemma 1, we finally have

Cðŷ; kÞ � 3

2
M1ðŷ; kÞ � rCðy
; kÞ:

We now show that at least 1
r
Rmin
Rmax

-fraction of traffic can be
sustained by the greedy assignment. Let ŷ be the solution
obtained by the greedy algorithm, and denote by ~y the opti-
mal solution to FEASI. Then it follows from Lemma 2 that

bðŷÞ
bð~yÞ �

Cð~y; 1Þ
Cðŷ; 1Þ

Rmin

Rmax
: (25)
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Denote OPT1 the minimum recovery capacity required to
survive one preemption in WhiteRec. Note that ŷ is
intended for surviving any k preemptions. However, the
greedy algorithm is invariant to the number of preemptions
we need to survive so ŷ is also the greedy assignment for
surviving one preemption. Thus, we have Cðŷ; 1Þ � rOPT1

according to the first approximation ratio. Also note that
Cð~y; 1Þ � OPT1. Then

Cð~y; 1Þ
Cðŷ; 1Þ �

OPT1

rOPT1
¼ 1

r
: (26)

Taking (26) into (25), we have

bðŷÞ
bð~yÞ �

1

r

Rmin

Rmax
:

Since WhiteRec has a feasible solution, then bð~yÞ � 1 and
bðŷÞ � 1

r
Rmin
Rmax

. This completes the proof.

4 PROBABILISTIC RECOVERY REQUIREMENT

Under the deterministic recovery requirement, the recovery
capacity is provisioned to survive any k channel preemptions.
However, some preemption events occur with a very low
probability, and it is inefficient to protect against such rare
events. In other words, some rare channel preemptions may
be ignored without significantly affecting recovery perfor-
mance. This motivates us to study probabilistic recovery
requirements where the recovery capacity is provisioned in a
way that the reliability is guaranteedwith a high probability.

We assume that the availability of each white channel fol-
lows a two-state Markov chain, and a white channel is busy
with probability p in the steady state. Since a channel should
be preempted whenever it is busy, p is indeed the channel
preemption probability if the secondary user is to use the
channel. For each white channel w, define Xw to be a ran-
dom variable which takes the value 1 if channel w is busy
and 0 otherwise. Hence, Xw’s are i.i.d. Bernoulli random
variables with parameter p. Let X ¼ ðX1; . . . ; XjW jÞ. Similar
to the deterministic case, we define the following functions:

~M1ðy;XÞ ¼ max
v2V

X
w2W

Xw

X
e2dðvÞ

rey
w
e ; (27)

~M2ðy;XÞ ¼ max
U2V

2

jUj � 1

X
w2W

Xw

X
e2EðUÞ

rey
w
e ; (28)

~Cðy;XÞ ¼ maxf ~M1ðy;XÞ; ~M2ðy;XÞg: (29)

Clearly, ~Cðy;XÞ is a random variable, and its realization
~Cðy; xÞ is the recovery capacity needed to recover from
the preemption scenario X ¼ x. Note that Cðy; kÞ in (8) is
the maximum of ~Cðy; xÞ’s with

P
w xw ¼ k. Also note that

if the recovery capacity C is smaller than ~Cðy; xÞ, it is impos-
sible to fully recover from the preemption scenario X ¼ x.
Hence, our problem can be formulated as ProRec:

min
C;y feasible

C

s.t. Pr ~Cðy;XÞ > C
� 
 � �:

(30)

Constraint (30) requires that anywhite channel preemption sce-
nario should be survived with probability at least 1� �. This
formulation allows us to ignore some rare preemption events
while still meeting the probabilistic recovery requirement.

Later in Section 5.4, we will numerically show that ignoring
rare preemption events greatly reduces the recovery capacity.
Finally, let ~Cðy; p; �Þ be the minimum recovery capacity
required by channel assignment y for given p and �.

Throughout this section, it is assumed that each white
channel has sufficiently large capacity such that any assign-
ment using one or more channels is feasible.2 Under this
assumption, we investigate how to find the optimal channel
assignment that satisfies the probabilistic requirement with
the minimum recovery capacity.

4.1 Probability Regimes
In the deterministic case, it is always better to use more
white channels to survive any k preemptions, i.e., using
more channels requires less recovery capacity. However,
this is not always true in the case of probabilistic recovery
requirements since using more white channels increases the
probability that some white channels get preempted. In this
section, we study various probability regimes and identify
the optimal number of white channels to use. We use jyj to
denote the number of white channels used by assignment y.

The following theorem describes the scenario where the
channel preemption probability p is relatively high.

Lemma 6. Consider a white channel assignment y. We have
~Cðy; p; �Þ ¼ Cmax if p > �1=jyj, where Cmax is the amount of
recovery capacity needed to recover all the traffic.

Proof.Note that pjyj is the probability that every white chan-
nel used by y gets preempted. Since pjyj > �, we need to
survive the scenario where every used channel fails and
thus all the traffic in the network is lost. Otherwise, the
recovery requirement (30) cannot be satisfied. Conse-
quently, we conclude that ~Cðy; p; �Þ ¼ Cmax. tu
Note that Cmax is also an upper bound on the recovery

capacity. This lemma shows that for each y, there exists a
high probability regime where the required recovery capac-
ity hits the upper bound. In other words, when p is rela-
tively large, it is likely that we need to protect against all
preemption scenarios. Based on this lemma, we characterize
the search range for the optimal number of white channels
to use in the high probability regime, given in Theorem 8.

Theorem 8. Consider an arbitrary integer K 2 f1; 2; . . . ;
jW j � 1g. The optimal number of channels to use is in
the range fK þ 1; . . . ; jW jg if p > �

1
K .

Proof. Consider a channel assignment y that uses K chan-
nels. If p > �

1
K , then ~Cðy; p; �Þ ¼ Cmax by Lemma 6. More-

over, for any channel assignment y0 such that jy0j < K,

we have p > �
1
K > �

1
jy0 j. Again, it follows from Lemma 6

that ~Cðy0; p; �Þ ¼ Cmax. Consequently, any channel assign-

ment using K or fewer channels requires the maximum
recovery capacity if p > �

1
K . This implies that removing

those channel assignments from the set of feasible assign-

ments does not affect the minimum recovery capacity

needed to satisfy the recovery requirement. Thus, the

optimal number of channels to use isK þ 1 or more. tu
Theorem 8 shows that it is preferable to use more white

channels if the preemption probability is high. In contrast, it

2. This simplifying assumption allows us to focus on the optimal
recovery capacity as opposed to feasibility. Moreover, the algorithm
that will be presented in Section 4.2 does not rely on this assumption.
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is better to use fewer white channels in the low probability
regime, as is shown in the following theorem.

Theorem 9. If there exists a positive integer K such that

p � 1� ð1� �Þ 1K , then any feasible white channel assignment

y with jyj � K is optimal, requiring zero recovery capacity.

Proof. Consider a channel assignment using jyj � K white

channels. If p � 1� ð1� �Þ 1K , we have ð1� pÞjyj �
ð1� pÞK � 1� �, i.e., the probability that no preemption
happens is greater than 1� � under assignment y. Thus,
even if we do not provision any recovery capacity, the
protection requirement is still satisfied. tu
Theorem 9 describes a probability regime where p is so

small and every preemption scenario occurs with probabil-
ity less than �. Thus, the probabilistic requirement is met
even without using backup channels. In contrast, using
more white channels will increase the probability that some
white channel gets preempted, and non-zero recovery
capacity may be needed in order to meet the probabilistic
requirement. Note that the low preemption probability
regime is largest when K ¼ 1, in which case the condition
in Theorem 9 gives p � �. Combining with Theorem 8, we
can see that p ¼ � is the borderline between the high and the
low probability regimes.

4.2 Probabilistic Recovery Algorithm
In this section, we present an algorithm to meet the probabi-
listic recovery requirement. The idea is to transform the
intractable probabilistic requirement into a deterministic
requirement that has been extensively studied in this paper.

Consider a feasible white channel assignment y that uses
jyj white channels. For a nonnegative integer k, let Bðjyj; kÞ
be the probability that more than k white channels (out of
the jyj used channels) are preempted, i.e.,

Bðjyj; kÞ ¼
Xjyj
i¼kþ1

jyj
i


 �
pið1� pÞjyj�i:

Clearly, if Bðjyj; kÞ � �, it is unnecessary to protect against
more than k preemptions. However, when Bðjyj; kÞ > �, it
is necessary to protect against k channel preemptions in
a deterministic way. To reduce the required recovery capac-
ity, it is natural to consider the smallest k that satisfies
Bðjyj; kÞ � �, and such a k is denoted by Gðjyj; p; �Þ. Now, in
order to satisfy the probabilistic requirement, it is necessary
to protect against all preemption events with fewer than (or
equal to) Gðjyj; p; �Þ preemptions. Note that computing
Gðjyj; p; �Þ requires the value of jyj, where we can leverage
our previous analysis about probabilistic regimes to find the
optimal number of white channels to use (this will be elabo-
rated on shortly).

Now we have all the ingredients for the algorithm. First,
we compare the values of p and � to determine the probabil-
ity regime.

� If p � �, we look at the low probability regime and
find the largest K (say K0) such that p � 1� ð1� �Þ 1K .
By Theorem 9, we know that using K0 white chan-
nels is optimal. Note that we choose the largest K in
order to sustain more traffic demands. Then we
select K0 white channels with the largest capacity.
The remaining task is to find a feasible assignment

using these channels, which has been discussed in
the deterministic setting.

� If p > �, we look at the high probability regime and
find the largestK (sayK0) such that p > �

1
K . By Theo-

rem 8, the optimal number of white channels to use
can only beK0 þ 1 or more. Hence, we need to search
in the set fK0 þ 1; . . . ; jW jg, and the search proce-
dures are as follows. For each J 2 fK0þ 1; . . . ; jW jg,
we compute GðJ; p; �Þ and select J channels with the
largest capacity. Then we solve a deterministic recov-
ery problem (i.e., WhiteRec) where there are J
channels and we need to survive k ¼ GðJ; p; �Þ pre-
emptions. Note that each J will have a corresponding
recovery capacity C
ðJÞ and assignment y
ðJÞ. The
last task is to select a J with the minimum C
ðJÞ and
return the corresponding assignment.

5 PERFORMANCE EVALUATION

In this section, we numerically study our schemes. Specifi-
cally, we seek to answer the following questions:

� How does the recovery capacity scale with the net-
work size?

� What is the bi-criteria approximation quality of the
greedy algorithm and IFA?

5.1 Simulation Setup
We use Erdo��s-Renyi Random Graph to simulate the net-
work topology, where links are established with probability
0.6 and the maximum node degree is bounded by 8. The
traffic demand over each link is uniformly distributed in the
range [1,100] Mbps. The capacity of each white channel is
uniformly distributed in the range [75,200] Mbps. In our
simulation, 5,000 random graph instances are tested.

5.2 Scaling of Recovery Capacity
We first investigate how the relative recovery capacity ratio
(see Section 3.5 for the definition) scales with the network size.
As is observed in Fig. 2, the recovery capacity ratio goes down
with the growth of the network size. Specifically, the required
recovery capacity is only around 1 percent of the total traffic
demands in a 200-node network, even with very few white
channels (e.g., jW j ¼ 3). Therefore, we expect the recovery
capacity to become negligible as compared to the total traffic

Fig. 2. Scaling of the relative recovery capacity ratio with the network
size jV j (where k ¼ 2 channel preemptions are to be survived).
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demands as the network size continues to grow. In addition,
curve fitting shows that the recovery capacity ratio scales
asQð 1

jV jaÞwhere a ranges in 1.02-1.09, which roughly matches

the theoretical bound we obtain in Theorem 7. As mentioned

in Section 3.5, this result is validwhen k is a constant.

5.3 Approximation Quality
Since we consider the bi-criteria approximation framework,
two metrics should be evaluated: the recovery capacity and
the fraction of traffic sustained over each link. Through the
rest of this section, we study the two aspects by comparing
the following schemes.

� Greedy Algorithm (Algorithm 1).
� Interference-Free Assignment (IFA). Note that an

interference-free assignment is guaranteed to exist
only if jW j > dmax (in our simulation, dmax ¼ 8).

� Random Assignment (RndAssign) that assigns each
link a random white channel.

� Optimal result toWhiteRec, computed using Gurobi,
a large-scale mathematical programming solver.

5.3.1 Recovery Capacity

Fig. 3 illustrates the comparison of these schemes with
respect to the recovery capacity; Table 1 lists the detailed
approximation gap.3 We first focus on the approximation
quality of IFA. When k ¼ 1, IFA yields the same amount of
recovery capacity as the optimal solution and the approxi-
mation gap is zero. Recall that IFA is optimal when k ¼ 1
(see Theorem 6). When k ¼ 2, IFA is only slightly worse
than the optimum (less than 2 percent, as is shown in
Table 1), much better than the 1.25-approximation bound.
The only caveat is that IFA is guaranteed to exist only if
jW j > dmax. Note that IFA exists when the number of white
channels is greater than the maximum node degree, which
is bounded by 8 in our simulations. As Theorem 6 suggests,
in many scenarios, IFA is optimal if one exists. This is why
IFA is close to optimal when jW j > 8.

Next, we investigate the approximation quality of the
greedy algorithm. Despite its relatively loose approximation
ratio, the greedy algorithm performs very well in practice.

The worst approximation gap is 26 percent when k ¼ 1 and
14 percent when k ¼ 2. It also outperforms the random
assignment by almost an order of magnitude in terms of the
approximation gap. For a given link, the greedy algorithm
seeks to find a channel that has not been assigned to the
neighboring links or has been assigned to the least (in total
load) number of neighboring links. Hence, our greedy algo-
rithm prefers an interference-free channel assignment. This
is why the greedy algorithm performs comparably to IFA
when the number of channels is greater than 8 (when IFA
always exists). Note, however, that the greedy algorithm
sequentially selects a link and assign a channel without the
knowledge of network-wide assignment, it is not guaran-
teed to find IFA even if one exists. Although the greedy
algorithm performs slightly worse than IFA, it has the
advantage of being applicable in any scenario.

5.3.2 Sustainable Traffic

In Fig. 4, we illustrate the comparison among different
assignment schemes in terms of the fraction of traffic sus-
tained over each link. Note that the maximum sustainable
traffic level is obtained by solving FEASI (see Section 3.2.2)
in Gurobi. We first notice that if there is only a small num-
ber of white channels, the maximum sustainable traffic level
can be less than 100 percent. With more white channels, we
have more spectrum resources and 100 percent traffic
demands are sustainable. By comparison, the fraction of
traffic sustained by the greedy algorithm is reasonably good

Fig. 3. The comparison among different algorithms with respect to the
required recovery capacity (jV j ¼ 20).

TABLE 1
Approximation Gap of Different Schemes

Survive k ¼ 1 failures Survive k ¼ 2 failures

jW j Rnd Greedy IFA Rnd Greedy IFA

2 50% 12% N/A 0% 0% N/A
3 84% 22% N/A 32% 9% N/A
5 120% 24% N/A 68% 14% N/A
7 151% 26% N/A 90% 11% N/A
8 148% 18% N/A 87% 7% N/A
9 140% 7% 0% 83% 3% 2%
10 134% 3% 0% 79% 1% 0%
11 127% 1% 0% 75% 0% 0%
12 122% 0% 0% 72% 0% 0%

Fig. 4. Comparison among different algorithms with respect to the frac-
tion of traffic sustained over each link (jV j ¼ 20).

3. The approximation gap is defined by ALG�OPT
OPT , where ALG is the

amount of required recovery capacity by using the approximation algo-
rithm andOPT is the minimum recovery capacity.
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as compared to the maximum sustainable level (at least 60
percent of the maximum), and the greedy algorithm signifi-
cantly outperforms the random assignment. In particular,
given a sufficient number of white channels (say jW j � 9),
the greedy algorithm yields comparable performance to IFA
and sustains over 90 percent traffic demands.

5.4 Probabilistic Recovery Requirement
In the probabilistic setting, the availability of each white
channel follows a two-state Markov chain with the steady-
state busy probability p. We need to survive any preemption
scenario with probability 1� �.

5.4.1 Outage Probability

First, we need to evaluate the outage probability yielded by
our probabilistic recovery algorithm, i.e., the probability
that the secondary network does not recover from channel
preemptions. To estimate such a probability, we run the
Monte Carlo method with 10,000 samples, and Fig. 5 shows
the result. We can observe that the outage probability
yielded by our algorithm is always lower than the probabi-
listic recovery requirement �, thus validating the legitimacy
of our algorithm.

5.4.2 Impact of �

Next, we discuss the influence of � on the amount of recov-
ery capacity we need provision. As can be seen from Fig. 6,
if white channels are preempted with low probability, even
a very small value of � can significantly reduce the required
recovery capacity. For example, if p ¼ 0:1, we can reduce
the required recovery capacity by almost 50 percent if we
require 99 percent rather then 100 percent reliability. On the
other hand, if the channel preemption probability is high
(say p ¼ 0:6), we do not observe much reduction in the
recovery capacity, unless we sacrifice a significant degree
of reliability (i.e., � needs to be relatively large to signifi-
cantly reduce the recovery capacity). In fact, with a high
channel preemption probability, it is very likely that a large
number of white channels are preempted and we need to
protect against almost all preemption events. Therefore,
probabilistic recovery requirements are particularly benefi-
cial in the case where channel preemptions are rare events.

6 CONCLUSIONS

In this paper, we use backup channels to provide reliability
guarantees for secondary users. In particular, we investigate
the optimal white channel assignment that minimizes the
recovery capacity required to meet either a deterministic or
a probabilistic recovery requirement. This problem is shown
to be coupled by two NP-hard objectives, and several bi-cri-
teria approximation schemes are developed. For probabilis-
tic recovery requirements, we also characterize different
probability regimes and develop a heuristic algorithm. In
this work, we assumed that the traffic demand on every
link is fixed. However, in practice, the traffic demands are
dynamic as there are arrivals and departures of service
requests. When there is a new arrival of traffic, it may be
necessary to find a route from source to destination, and
even update the channel assignment; so that reliability
requirements can be fulfilled. Hence, it would be interesting
to incorporate dynamic arrivals of traffic demands into our
framework and solve the routing and channel assignment
problem. We leave this problem as future study.
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