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Abstract—We consider the problem of throughput-optimal broadcasting in a time-varying wireless network with an underlying Directed

Acyclic (DAG) topology. Known broadcast algorithms route packets along pre-computed spanning trees. In large wireless networks

with time-varying connectivities, the optimal trees are difficult to compute and maintain. In this paper, we propose a new online

throughput-optimal broadcast algorithm, which takes packet-by-packet scheduling and routing decisions, obviating the need for any

global topological structures, such as spanning trees. Our algorithm utilizes certain queue-like system-state information for making

transmission decisions and hence, may be thought of as a generalization of the well-known back-pressure policy, which makes point-

to-point unicast transmission decisions based on the local queue-length information. Technically, the back-pressure algorithm is

derived by greedily stabilizing the queues. However, because of packet-duplications, the work-conservation principle is violated, and an

analogous queueing process is non-trivial to define in the broadcast setting. To address this fundamental issue, we identify certain

state variables whose dynamics behave like virtual queues. By stochastically stabilizing these virtual queues, we devise a throughput-

optimal broadcast policy. We also derive new characterizations of the broadcast capacity of time-varying wireless DAGs and propose

efficient algorithms to compute the capacity either exactly or approximately under various assumptions.

Index Terms—Broadcasting, network control, queueing theory
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1 INTRODUCTION

THE problem of efficiently disseminating packets from a
source node to a subset of nodes in a network is known

as the Multicast problem. In the special case when the incom-
ing packets are to be distributed among all nodes in the net-
work, the corresponding problem is referred to as the
Broadcast problem. Multicasting and broadcasting are consid-
ered to be fundamental network functionalities, which enjoy
numerous practical applications ranging from military com-
munications [1], disaster management with mobile ad hoc
networks (MANET) [2], to streaming services for live web
television [3].

There exists a substantial body of literature addressing dif-
ferent aspects of this problem in various networking settings.
An extensive survey of various multicast routing protocols
for MANET is provided in [4]. The authors of [5] consider the
problem of minimum latency broadcast of a finite set of mes-
sages in MANET, where this problem is shown to be NP-
hard. To address this issue, several approximation algorithms
have been proposed in [6], all of which rely on the construc-
tion of certain network-wide broadcast-trees. Cross-layer

solutions for multi-hop multicasting in the wireless network
are given in [7] and [8]. These algorithms involve network
coding, which introduces additional complexity and exac-
erbates end-to-end delay. The authors of [9] propose a
multicast scheduling and routing protocol which balances
the load among a set of pre-computed spanning trees.
However, these trees are difficult to compute and main-
tain in a large time-varying network. The authors of [10]
propose a local control algorithm for broadcasting in a
wireless network in the so-called scheduling-free model,
where an oracle is assumed to make interference-free
scheduling decisions. This assumption, as noted by the
authors themselves, is not practical.

In this paper, we build upon our recent work in [11] and
consider the problem of throughput-optimal broadcasting in
emerging wireless networks that utilize highly directional
antennas to form point-to-point links. Throughout the paper,
the overall network topology is assumed to be a directed acy-
clic graph (DAG). We characterize the broadcast capacity of
time-varying wireless networks and propose an exact and an
approximation algorithm to compute it efficiently. Next, we
propose a dynamic link activation and packet scheduling pol-
icy, which, unlike the previous algorithms, obviates the need
to maintain any global topological structures, such as span-
ning trees, yet achieves the capacity. In addition to through-
put-optimality, the proposed algorithm enjoys the attractive
property of in-order packet-delivery, which makes it particu-
larly useful in various online applications, e.g., VoIP and
live multimedia communication [12]. Our algorithm is
model-oblivious in the sense that its operation does not
depend on detailed statistics of the random arrival or net-
work connectivity processes. We also show that the
throughput-optimality of our algorithm is retained when
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the control decisions are made using locally available and
possibly delayed state information.

Notwithstanding the vast literature on the general topic
of broadcasting, to the best of our knowledge, this is the first
work addressing throughput-optimal broadcasting in time-
varying wireless networks with store-and-forward routing.
Our main technical contributions are as follows:

� We define and characterize the broadcast capacity
for wireless networks with time-varying connectiv-
ity. We show that the broadcast capacity of time-
varying wireless directed acyclic networks can be
computed efficiently in some settings. We then
derive tight upper and lower bounds on broadcast
capacity and utilize it to propose an efficient approx-
imation algorithm to estimate the capacity in a gen-
eral setting.

� We propose a throughput-optimal dynamic routing
and scheduling policy for broadcasting in a wireless
DAG with time-varying connectivity. This algorithm
is of Max-Weight type and uses the idea of in-order
packet delivery. To the best of our knowledge, this is
the first throughput-optimal dynamic algorithm for
broadcasting in time-varying wireless networks.

� We extend our policy to the practical scenario when
the nodes have access only to delayed state informa-
tion. We show that the throughput-optimality of the
policy is retained even when the rate of inter-node
communication is made arbitrarily small.

� We consider the effect of piggybacking the control
information with the data packets in the absence of
dedicated control channels.

� We illustrate our theoretical findings with extensive
numerical simulations.

The rest of the paper is organized as follows. Section 2
introduces the wireless network model. Section 3 defines
and characterizes the broadcast capacity of a wireless DAG.
It also provides an exact and an approximation scheme to
compute the broadcast capacity. Section 4 describes our
capacity-achieving broadcast algorithm. Section 5 extends
the policy to the setting of imperfect state information and
distributed control. Section 6 provides numerical simulation
results to illustrate our theoretical findings. In section 7 we
summarize our results and conclude the paper.

2 NETWORK MODEL

For pedagogical reasons,we first describe themodel of a static
wireless network without time-variation. Subsequently, we
will incorporate time-variation into the static model. A static
wireless network is modeled by a directed graph G ¼ ðV;E; cc;
MÞ, where V is the set of nodes and E is the set of directed
point-to-point wireless links. There is a total of jV j ¼ n nodes
and at most jEj ¼ m links in the network. If scheduled, each
node i transmits at a fixed power-level Pi. The vector cc ¼ ðcijÞ
denotes packet transmission capacities of the links when they

are activated, andM � 2f0;1g
jEj

is the set of all edge-incidence
vectors corresponding to the set of all feasible link activations,
complying with the given interference-constraints. The struc-
ture of the activation set M depends on the interference
model, e.g., under the primary or node-exclusive interference

model [13] [14], where no more than one node can simulta-
neously transmit to another node,M corresponds to the set of
allmatchings of the graph G. Time is slotted, and at time-slot t,
any subset of links from the activation set M may be acti-
vated. Thus, at most cij packets can be transmitted in a slot
fromnode i to node j, when the link ði; jÞ is activated.

Let r 2 V be the source node. At slot t, AðtÞ packets arrive
at the source, with mean EðAðtÞÞ ¼ � and a finite second
moment. The arrivals are assumed to be i.i.d. across slots.
The broadcast problem is to efficiently disseminate the
packets from the source to all nodes in the network.

It should be noted that we use a point-to-point model,
rather than the usual local broadcasting model for wireless
links. The reason is that due to the high carrier frequency
(24-100 GHz), the emerging 5G mmWave technology is char-
acterized by very high propagation loss compared to the
incumbent technology (e.g., WiFi, LTE, WiMAX). MIMO
hybrid beamforming with highly directional antennas is
extensively used as an enabling technology [15] to mitigate
this loss. With beamforming, a massive number of transmit-
ting antennas concentrate their transmission power along the
intended receiver direction. The use of beamforming with
directional antennas predominantly results in point-to-point
wireless links [16]. The mmWave technology has also been
used extensively in military communication [17]. We previ-
ously considered the problem of broadcasting with point-to-
multipoint links in [18].

2.1 Model of Time-Varying Wireless Connectivity

Next, we incorporate time-variation into our static model
described above. In a wireless network, the channel-SINRs
vary with time because of fading, shadowing, and node
mobility [19]. To take this random variation into account, we
consider a simple ON-OFF channel model, where at each slot
an individual link can be in either one of the two states, ON,
andOFF. In the ON state, a link ði; jÞ, if activated, can transmit
cij packets per slot, while in the OFF state it can not
transmit any packet.1 In other words, at any slot, the entire
network can be in any one configuration, out of finitely many
possible configurations, denoted by the set X. Each element
s 2 X corresponds to a sub-graph GðV;EsÞ � GðV;EÞ, where
Es � E denotes the set of links that are ON at that slot. At
every time-slot t, one of the configurations in the set X is
randomly realized. The network configuration at time t is

represented by the vector ssðtÞ 2 f0; 1gjEj, where

ssðe; tÞ ¼ 1; if e 2 EssðtÞ
0; otherwise:

�
The transmitters are assumed to have perfect channel state

information. At slot t, the network controller can only activate

a set of non-interfering links from the setEssðtÞ that are ON.

The network configuration fssðtÞgt�1 evolves according to

a stationary ergodic process with the stationary distribution

fpðsÞgs2X [20], whereX
s2X

pðsÞ ¼ 1; pðsÞ > 0; 8s 2 X: (1)

1. Generalization of the ON-OFF model, to a multi-level discretiza-
tion of link-capacity is straight-forward.
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Since the underlying physical processes responsible for
time-variation are often spatially-correlated [21], [22], the
distribution of the link states is assumed to possess an arbi-
trary joint distribution. The detailed parameters of this pro-
cess depend on the ambient physical environment, which is
often difficult to measure. In particular, it is unrealistic
to assume that the controller has knowledge of the statistical

parameters of the process fssðtÞgt�1. Fortunately, our pro-

posed dynamic throughput-optimal broadcast policy does
not require the statistical characterization of the configura-
tion process or its stationary distribution pðssÞ. This facility
makes the policy robust and suitable for use in a dynamic
setting.

Notations and Nomenclature. In this section, we briefly dis-
cuss the notations and conventions used throughout the
paper. All vectors are assumed to be column vectors. For any
set X � Rk, its convex-hull is denoted by convðXÞ. Let�
U; V n U�

be a disjoint partition of the set of vertices of the
graph, such that the source r 2 U and U zV . Such a partition
will be called a proper-partition. To each proper partition corre-
sponding to the node set U , associate the proper-cut vector uu 2
Rm, defined as follows:

uui;j ¼ ci;j if i 2 U; j 2 V n U; ði; jÞ 2 E ¼ 0 otherwise: (2)

The set of all edges fði; jÞ 2 E : i 2 U; j 2 V n Ug across the

cut set U is denoted by EU . Denote the special, single-node

proper-partitions by Uj � V n fjg, and the corresponding

proper-cut vectors by uuj, 8j 2 V n frg. The set of all proper-
cut vectors in the graph G is denoted by U.

The in-neighbor set @inðjÞ of a node j is defined to be the
set of all nodes i 2 V such that there is a directed edge
ði; jÞ 2 E. i.e.,

@inðjÞ ¼ fi 2 V : ði; jÞ 2 Eg: (3)

Similarly, we define the out-neighbor set of a node j as

@outðjÞ ¼ �
i 2 V : ðj; iÞ 2 E

�
: (4)

For any two vectors xx and yy in Rm, define the coordinate-
wise product (also known as the Hadamard product)
zz � xx� yy to be a vector in Rm such that zi ¼ xiyi; 1 � i � m.

For any set S � Rm and any vector vv 2 Rm, the symbol
vv� S denotes the set of all vectors obtained by the coordi-
nate-wise product of the vector vv and the elements of the set
S, i.e.,

vv� S ¼ �
yy 2 Rm : yy ¼ vv� ss; ss 2 S�: (5)

The usual dot product between two vectors xx; yy 2 Rm is
defined as: xx 	 yy ¼ Pm

i¼1 xiyi.

3 DEFINITION AND CHARACTERIZATION OF

BROADCAST CAPACITY

Intuitively, a network supports a broadcast rate � if there
exists an admissible policy, under which all network nodes
receive distinct packets at the rate �. The broadcast capacity of
a network is defined as the maximally supportable broadcast
rate. Formally, we consider a class P of admissible policies,
where each policy p 2 P consists of a sequence of actions

fptgt�1, executed at every slot t. Each action pt consists of the
following operations:

� The scheduler observes the current network configu-
ration sðtÞ and activates a subset of links by choosing
a feasible activation vector ssðtÞ 2 MsðtÞ. Here Ms

denotes the set of all feasible link activation vectors
in the sub-graph GðV;EsÞ, complying with the under-
lying interference constraints.

Analytically, an element ss from the set Ms is rep-
resented by its m-dimensional binary incidence-vec-
tor. Thus, its eth component sse ¼ 0 if e =2 Es . In
compact notation,Ms ¼ ss �M.

� Each node i forwards a subset of packets (possibly
empty) to its out-neighbor j, over an activated link
ði; jÞ 2 ssðtÞ. The policy-class P includes policies that
may use all past and future information, and may
forward any subset of packets over a link, subject to
the per-slot link-capacity constraint.

To formally introduce the notion of broadcast capacity, we
define the random variableRp

i ðT Þ to be the number of distinct
packets received by node i up to time T , under the action of a
policy p 2 P. The time average liminfT!1Rp

i ðT Þ=T is the rate
of packet reception at node i.

Definition 1. A policy p 2 P is called a “broadcast policy of rate
�” if all nodes receive distinct packets at rate �, i.e.,

min
i2V

lim inf
T!1

1

T
Rp

i ðT Þ ¼ �; w:p: 1: (6)

where � is the packet arrival rate at the source node r.

Definition 2. The broadcast capacity �
 of a network is defined
to be the supremum of all arrival rates �, for which there exists
a broadcast policy p 2 P of rate �.

In the following section, we derive an upper-bound on
broadcast capacity �
, which immediately follows from the
previous definition.

3.1 An Upper-Bound for Broadcast Capacity

Consider a policy p 2 P that achieves a broadcast rate of at
least �
 � �, for an � > 0. That such a policy exists, follows
from the definition of the broadcast capacity �
.

Now consider any proper-cut U of the network G. By the
definition of a proper-cut, there exists a node i =2 U . Let sspðt;
ssðtÞÞ ¼ ðspe ðt; ssðtÞÞ; e 2 EÞ be the link activation vector chosen

by policy p in slot t, upon observing the current network con-
figuration ssðtÞ. The maximum number of packets that can be
transmitted across the cut U in slot t is upper bounded by the
total capacity of all activated links across the cut-set U , given

by
P

e2EU
ces

p
e ðt; ssðtÞÞ. Hence, the number of distinct packets

received by node i by time T is at most the total available

capacity across the cut U up to time T , subject to link activa-

tion decisions of the policyp. In otherwords,

Rp
i ðT Þ �

XT
t¼1

X
e2EU

ces
p
e ðt; ssðtÞÞ ¼ uu 	

XT
t¼1

sspðt; ssðtÞÞ: (7)

i.e.,

Rp
i ðT Þ
T

� uu 	
�
1

T

XT
t¼1

sspðt; ssðtÞÞ
�
;
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where the cut-vector uu 2 Rm, corresponds to the cut-set U ,

as in Eqn.(2). It follows that,

�
 � � �
ðaÞ

min
j2V

lim inf
T!1

Rp
j ðT Þ
T

� lim inf
T!1

Rp
i ðT Þ
T

� lim inf
T!1

uu 	
�

1

T

XT
t¼1

sspðt; ssðtÞÞ
�
; (8)

where the inequality (a) follows from the fact that p is a broad-

cast policy of rate at least �
 � �. Since the above inequality

holds for all proper-cuts uu, we have

�
 � � � min
uu2U

lim inf
T!1

uu 	
�
1

T

XT
t¼1

sspðt; ssðtÞÞ
�
: (9)

The following technical lemma will prove to be useful for
deriving an upper-bound on the broadcast capacity.

Lemma 1. For any policy p 2 P, and any proper-cut vector
uu, there exist a collection of vectors

�
bbp
s 2 convðMsÞ

�
s2X,

such that, the following holds a.s.

min
uu2U

liminf
T!1

uu 	
�
1

T

XT
t¼1

sspðt; ssðtÞÞ
�

¼ min
uu2U

uu 	
�X

s2X
pðsÞbbp

s

�
:

See Section A.1 for the proof of this lemma. The above
lemma essentially replaces the minimum cut-set bound of
arbitrary activations in (9), by the minimum cut-set bound
of a stationary randomized activation. Combining Lemma 1
with Eqn. (9), we conclude that for any policy p 2 P of
rate at least �
 � �, there exists a collection of vectors fbbps 2
convðMsÞgs2X such that

�
 � � � min
uu2U

uu 	
�X

s2X
pðssÞbbp

s

�
: (10)

Maximizing the RHS of Eqn. (10) over all vectors
�
bbs 2

convðMsÞ; s 2 X
�
and letting � & 0, we have the following

universal upper-bound on the broadcast capacity �


�
 � max
bbs2convðMsÞ

min
uu2U

uu 	
�X

s2X
pðssÞbbs

�
: (11)

Specializing the above bound for single-node cuts of the form

UUj ¼ ðV n fjgÞ ! fjg; 8j 2 V n frg, we have the following

upper-bound

�
 � max
bbs2convðMsÞ

min
j2V nfrg

uuj 	
�X

s2X
pðssÞbbs

�
: (12)

It will be shown in Section 4 that in a DAG, our throughput-

optimal policy p
 achieves a broadcast-rate equal to the

RHS of the bound (12). In particular, we have the following

theorem

Theorem 3.1. The broadcast capacity �

DAG of a time-varying

wireless DAG is given by:

�

DAG ¼ max

bbs2convðMsÞ; s2X
min

j2V nfrg
uuj 	

�X
s2X

pðssÞbbs
�
: (13)

The above theorem shows that for computing the broad-
cast capacity of a wireless DAG, the minimum in the bound
in (11) is attained by the single-node cuts uuj.

3.2 An Illustrative Example of Capacity
Computation

In this section, we work out a simple example to illustrate
the previous results.

Consider the simple wireless network shown in Fig. (1),
with node r being the source. The possible network configu-
rations si; i ¼ 1; 2; 3; 4 are also shown. One packet can be
transmitted over a link if it is ON. Moreover, since the links
are assumed to be point-to-point, even if both the links ra

and rb are ON at a slot t (i.e., sðtÞ ¼ s3), a packet can be
transmitted over one of the links only. Hence, the sets of fea-
sible activations are given as follows:

Ms1 ¼
1

0

� �� 	
;Ms2 ¼

0

1

� �� 	
;

Ms3 ¼
1

0

� �
;

0

1

� �� 	
;Ms4 ¼ f:

In the above vectors, the first coordinate corresponds to the
edge ra and the second corresponds to the edge rb.

To illustrate the effect of link-correlations on broadcast
capacity, we consider three different joint distributions
pðssÞ, all of them having the identical marginal:

pðra ¼ ONÞ ¼ pðra ¼ OFFÞ ¼ 1

2

pðrb ¼ ONÞ ¼ pðrb ¼ OFFÞ ¼ 1

2
:

Case 1: Zero Correlations. In this case, the links ra and rb

are ON w.p. 12 independently at every slot, i.e.,

Fig. 1. A Wireless network and its four possible configurations.
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pðsiÞ ¼ 1=4; i ¼ 1; 2; 3; 4: (14)

It can be easily seen that the broadcast capacity, as given
in Eqn. (13), is achieved when in configurations s1 and s2,
the edges ra and rb are activated w.p. 1 respectively and in
the configuration s3 the edges ra and rb are activated with
probability 1

2 and 1
2. In other words, an optimal activation

schedule of a corresponding stationary randomized policy
is given as follows:

bb
s1 ¼
�
1 0

�0
;bb


s2
¼ �

0 1
�0
;bb


s3
¼ 1

2

1

2

� �0
:

The optimal broadcast capacity can be computed from Eqn.
(13) to be �
 ¼ 1

4 þ 0þ 1
4 � 1

2 ¼ 3
8.

Case 2: Positive correlations. In this case, the edges ra and
rb are positively correlated, i.e., we have

pðss1Þ ¼ pðss2Þ ¼ 0; pðss3Þ ¼ pðss4Þ ¼ 1

2
:

Then it is clear that half of the slots are wasted when both
the links are OFF (i.e., in the configuration ss4). When the
network is in configuration ss3, an optimal randomized acti-
vation is to choose one of the two links uniformly at random
and send packets over it. Thus

bb

s3

¼ 1

2

1

2

� �0
:

The optimal broadcast capacity, as computed from Eqn. (13)
is �
 ¼ 1

4.
Case 3: Negative Correlations. In this case, the edges ra and

rb are negatively correlated, i.e., we have

pðss1Þ ¼ pðss2Þ ¼ 1

2
; pðss3Þ ¼ pðss4Þ ¼ 0:

It is easy to see that, a capacity-achieving activation strat-
egy, in this case, is to send packets over the link whichever
is ON. The broadcast capacity in this case is �
 ¼ 1

2, the high-
est among the above three cases.

As apparent from the above example, with an arbitrary
joint distribution of network configurations fppðssÞg, it is a
matter of simple calculations to obtain the optimal activa-
tions bb


ss in Eqn. (13). However, it is clear that for an arbi-
trary network with arbitrary activations M and
configuration sets X, evaluating (13) is non-trivial. The fol-
lowing section deals with this computational problem.

3.3 Efficient Computation of the Broadcast Capacity

In this section, we study the problem of efficient computation
of the Broadcast Capacity �
 of a wireless DAG, given by
Eqn. (13). In particular, we show that when the number of
possible network configurations jXðnÞj grows polynomially
with n (the number of nodes in the network), there exists a
strongly polynomial-time algorithm to compute �
, under
the primary interference constraint. Polynomially-bounded
network configurations arise, for example, when the set
XðnÞ consists of subgraphs of the graph G with at most d
number of edges, for some fixed integer d. In this case jXðnÞj
can be bounded as follows

jXðnÞj �
Xd
k¼0

m

k


 �
¼ Oðn2dÞ;

wheremð¼ Oðn2Þ) is the number of edges in the graph G.

Theorem 3.2 (Efficient Computation of �
). Suppose that
for a wireless DAG G with n nodes, the number of possible
network configurations jXðnÞj is bounded polynomially in n.
Then, there exists a strongly polynomial� time algorithm
to compute the broadcast capacity of the network under the
primary interference constraints.

Although only polynomially many network configura-
tions are allowed, we emphasize that Theorem 3.2 is non-
trivial. The difficulty stems from the fact that each network
configuration s 2 X itself contains exponentially many pos-
sible activations (matchings) under the primary interference
constraints. The key combinatorial result that leads to
Theorem 3.2 is the existence of an efficient separator oracle
for the matching-polytope for any arbitrary graph [23]. The
detailed proof of Theorem 3.2 is provided below.

Proof. Under the primary interference constraint, the set of
feasible activations of the graphs are matchings [24]. To
solve for the optimal broadcast capacity in a time-varying
network, we first rewrite the optimization problem
involved in Eqn. (13) as a Linear Program (LP). Although
this LP has exponentially many constraints, using a well-
known separation oracle for matchings, we show that it is
possible to solve this LP in strongly polynomial time via
the ellipsoid algorithm [25].

For a subset of edges E0 � E, let xE0
be the incidence

vector,where xE0 ðeÞ ¼ 1 if e 2 E0 and is zero otherwise. Let

PmatchingðGðV;EÞÞ
¼ convexhullðfxM jM is a matching in GðV;EÞgÞ:

We have the following classical result by Edmonds [23].tu

Theorem 3.3. The set PmatchingðGðV;EÞÞ is characterized by

the set of all bb 2 RjEj such that:

be � 0 8e 2 EX
e2@inðvÞ[@outðvÞ

be � 1 8v 2 V

X
e2E½U

be �
jU j � 1

2
; U � V; jUj odd

(15)

Here E½U  is the set of edges with both end points in U.
Thus, following Eqn. (13), the broadcast capacity of a

DAG can be obtained by the following LP:

max�: (16)

Subject to,

� �
X

e2@inðvÞ
ce
�X
s2X

pðsÞbs;e

�
; 8v 2 V n frg (17)

bbs 2 PmatchingðGðV;EsÞÞ; 8s 2 X: (18)

The constraint corresponding to s 2 X in (18) refers to the
set of linear constraints given in Eqn.(15) corresponding to
the graph GðV;EsÞ, for each s 2 X.

Invoking the equivalence of optimization and separation
due to the ellipsoid algorithm [25], it follows that the LP
(16) is solvable in poly-time if there exists an efficient
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separator-oracle for the set of constraints (17) and (18). With
our assumption of polynomially many network configura-
tions jXðnÞj, there are only linearly many constraints (n� 1,
to be precise) in (17) with polynomially many variables in
each constraint. Thus the set of constraints (17) can be sepa-
rated efficiently. Next, we invoke a classic result from the
combinatorial optimization literature which shows the exis-
tence of efficient separators for the matching polytopes.

Theorem 3.4 ([23]). There exists a strongly poly-time algo-
rithm, that given G ¼ ðV;EÞ and bb : E ! RjEj determines
if bb satisfies (15) or outputs an inequality from (3.3) that is
violated by bb.

Hence, there exists an efficient separator for each of the
constraints in (3.3). Since there are only polynomially many
network configurations, this directly leads to Theorem 3.2.

3.4 Simple Bounds on �


Using Theorem 3.2 we can, in principle, compute the broad-
cast capacity �
 of any wireless DAG with polynomially
many network configurations. However, the complexity of
the exact computation of �
 grows substantiallywith the num-
ber of the possible configurations jXðnÞj. Moreover, Theorem
3.2 does not applywhen jXðnÞj can no longer be bounded by a
polynomial in n. A simple example with exponentially large
jXðnÞj is the case when any link e is ON w.p. pe > 0 i.i.d. at
every slot.

To address this issue, we obtain bounds on �
, whose
computational complexity is independent of the size of jXj.
These bounds are conveniently expressed in terms of the
broadcast capacity of the static network GðV;EÞ without
time-variation, i.e., when jXj ¼ 1 and Es ¼ E; s 2 X. Let us
denote the broadcast capacity of the static network by �


stat.
Specializing Eqn. (13) to this case, we obtain

�

stat ¼ max

bb2convðMÞ
min

j2V nfrg
uuj 	 bb: (19)

Using Theorem3.2,�

stat can be computed in poly-time under

the primary interference constraint.
Now consider an arbitrary joint distribution pðssÞ such

that each link is ON uniformly with probability p, i.e.,X
ss2X:ssðeÞ¼1

pðssÞ ¼ p; 8e 2 E: (20)

We have the following bounds on �
 for this case:

Lemma 2 (Bounds on the Broadcast Capacity).

p�

stat � �
 � �


stat:

Proof. The proof consists of the following two parts: tu

3.4.1 Proof of the Upper-Bound

Note that, for all s 2 X, we haveEs � E. Hence, it follows that

Ms � M; 8s 2 X:

This, in turn, implies that

bs 2 convðMsÞ ) bs 2 convðMÞ: (21)
Let an optimal solution to Eqn. (13) be obtained at

�
bb

s; s 2

X
�
. Then from Eqn. (21), it follows that

X
s2X

pðssÞbbs 2 convðMÞ:
Hence we have,

max
bbss2convðMsÞ

min
j2V nfrg

uuj 	
�X
s2X

pðssÞbb

s

� � max
bb2convðMÞ

min
j2V nfrg

uuj 	 bb:

Using Eqn. (19), this shows that

�
 � �

stat:

This proves the upper-bound.

3.4.2 Proof of the Lower-Bound

Since Ms � M, the expression for the broadcast capacity
(13) may be re-written as follows:

�
 ¼ max
bbs2M

min
j2V nfrg

X
e2@inðjÞ

ce
�X
s2X

pðssÞbbssðeÞ1ðe 2 ssÞ�:
Let bb
 2 convðMÞ be the optimal activation, achieving the
RHS of (19). Hence we can lower-bound �
 as follows

�
 � min
j2V nfrg

X
e2@inðjÞ

cebb

ðeÞ�X

s2X
pðssÞ1ðe 2 ssÞ�

¼ðaÞ p min
j2V nfrg

X
e2@inðjÞ

cebb

ðeÞ

¼ p min
j2V nfrg

uuj 	 bb


¼ðbÞ p�

stat:

Equality (a) follows from the assumption (20) and equality
(b) follows from the characterization (19). This proves the
lower-bound.

Generalization of the above Lemma to the setting, where
the links are ON with non-uniform probabilities, may also
be obtained in a similar fashion.

More importantly, as the Example 3.2 shows, the simple
bounds in Lemma 2 are tight. In this example the value of the
connectivity parameter p ¼ 1

2, the lower-bound is attained in
case (2) and the upper-bound is attained in case (3).

The above lemma immediately leads to the following
corollary:

Corollary 3.5 (APPROXIMATION-ALGORITHM FOR COMPUT-

ING �
). Assume that, under the stationary distribution
pðssÞ, the probability that any link is ON is p, uniformly for
all links. Then, there exists a poly-time p-approximation
algorithm to compute the broadcast capacity �
 of a DAG,
under the primary interference constraints.

Proof. Consider the optimal randomized-activation vector

bb
 2 convðMÞ, corresponding to the stationary graph
GðV;EÞ (19). By Theorem 3.2, bb
 can be computed in poly-

time under the primary interference constraint. Note that,

by Caratheodory’s theorem [26], the optimal bb
 may be

expressed as a convex combination of at most jEj � 1

matchings. Thus it follows that �

stat (19) may also be com-

puted in poly-time.
From the proof of Lemma 2, it follows that by ran-

domly activating bb
 (i.e., bbssðeÞ ¼ bb
ðeÞ1ðe 2 sÞ; 8ss 2 X)
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we obtain a broadcast-rate equal to p�

stat where �


stat is
shown to be an upper-bound to the broadcast capacity �


in Lemma (2). Hence it follows that p�

stat constitutes a

p-approximation to the broadcast capacity �
, which can
be computed in poly-time. tu
This concludes our discussion the computational aspect of

the broadcast capacity. In the rest of the paper, we are con-
cerned with designing a dynamic and throughput-optimal
broadcast policy for a time-varyingwireless DAGnetwork.

4 THROUGHPUT-OPTIMAL BROADCAST POLICY

FOR WIRELESS DAGS

The classical approach to solving the throughput-optimal
broadcast problem in a static, wired network is to compute a
set of edge-disjoint spanning trees of maximum cardinality
(by invoking Edmonds’ tree-packing theorem [27]) and then
routing the incoming packets using these pre-computed trees
[9]. In the time-varying wireless setting that we consider here,
because of frequent and random changes in topology, routing
packets over a fixed set of spanning trees is no longer optimal.
In particular, part of the network might become disconnected
from time-to-time, and it is not clear how to select an optimal
set of trees to disseminate packets. The problem becomes
even more severe when the underlying statistical model of
the network connectivity process (in particular, the stationary

distribution fpðssÞ; ss 2 Xg) is unknown, which is often the
case in mobile ad hoc networks. Furthermore, wireless inter-
ference constraints add another layer of complexity, render-
ing the optimal dynamic broadcasting problem in wireless
networks highly challenging.

In this section, we propose an online, dynamic, through-
put-optimal broadcast policy for time-varying wireless
DAGs, that does not need to compute or maintain any global
topological structures, such as spanning trees. Interestingly,
we show that the broadcast-algorithm that we proposed ear-
lier in [11] for static wireless networks, generalizes well to the
time-varying case. As in [11], our algorithm also enjoys the
attractive operational property in-order packet delivery. The
key difference between the algorithm in [11] and our dynamic
algorithm is in link-scheduling. In particular, in our algo-
rithm, the activation sets are chosen based on current network
configuration ssðtÞ.

4.1 Throughput-Optimal Broadcast Policy p


All policies p 2 P, that we consider in this paper, comprise
of the following two sub-modules that are executed at every
slot t:

� pðAÞ (Activation module): activates a subset of links
ssðtÞ 2 MssðtÞ, subject to the interference constraint
and the current network configuration ssðtÞ.

� pðSÞ (Packet Scheduling module): schedules a subset of
packets over the activated links.

Following our treatment in [11], we first restrict our
attention to the policy sub-space Pin�order, in which the
admissible policies are required to follow the so-called in-
order delivery property, defined as follows

Definition 3 (Policy-space Pin�order [11]). A policy p

belongs to the space Pin�order if all incoming packets are serially

indexed as f1; 2; 3; . . .g according to their order of arrival at the
source r and a node can receive a packet p at time t, only if it
has already received the packets f1; 2; ; . . . ; p� 1g.
As an immediate consequence of the in-order delivery

property, the state of the received packets in the network at
time-slot t may be succinctly represented by the n-dimen-
sional vector RRðtÞ, whose i th component denotes the index
of the latest packet received by node i by time t. We empha-
size that this succinct network-state representation by the
vector RRðtÞ is valid only in the restricted policy-space
Pin�order. This compact state-representation results in sub-
stantial simplification of the overall state-space description.
As a comparison, to completely specify the packet-configu-
rations in the network at slot t in the general policy-space P,
we need to specify the sets of packets received by different
nodes at slot t, which is quite unwieldy.

To effectively exploit the special structure of a DAG in
designing our throughput-optimal broadcast policy, it will
be useful to restrict our packet scheduler pðSÞ further to the
following policy-space P
 � Pin�order.

Definition 4 (Policy-space P
 � Pin�order [11]). A broad-
cast policy p belongs to the space P
 if (1) p 2 Pin�order and in
addition (2) a packet p can be received by a node j at time t,
only if all in-neighbors of the node j (i.e., nodes in @inðjÞ) have
received the packet p by the time t.

The above definition is illustrated in Fig. 2. The variables
XjðtÞ and i
t ðjÞ appearing in its description are defined sub-
sequently in Eqn. (24).

It is easy to see that for all policies p 2 P
, the packet
scheduler pðSÞ is completely specified. Hence, to specify a
policy in the space P
, we need to define the activation
module pðAÞ only.

Towards this end, let mijðtÞ denote the rate (in packets per
slot) allocated to the edge ði; jÞ in the slot t by a policy p 2 P
.
Note that, the allocated rate mmðtÞ is constrained by the current
network configuration ssðtÞ at slot t. In other words,we have

mmðtÞ 2 cc�MssðtÞ: (22)

This implies that, under any randomized activation

EmmðtÞ 2 cc� convðMssðtÞÞ: (23)

In the following lemma, we show that for all policies p 2 P
,
certain state variables XXðtÞ, derived from the state-vector
RRðtÞ, satisfy the Lindley recursions [28] of queueing theory.
Hence these variables may be thought of as virtual queues.
This technical result will play a central role in deriving a

Fig. 2. Under a policy p 2 P
, the set of packets available for transmis-
sion to node j at slot t is f11; 12; 13; 14g, which are available at all in-
neighbors of node j. The in-neighbor of j inducing the smallest packet
deficit is i
t ðjÞ ¼ c, andXjðtÞ ¼ 14� 10 ¼ 4.
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Max-Weight type throughput-optimal policy p
, which is
obtained by stochastically stabilizing these virtual-queues.

For each j 2 V n frg, define
XjðtÞ ¼ min

i2@inðjÞ

�
RiðtÞ �RjðtÞ

�
(24)

i
t ðjÞ ¼ arg min
i2@inðjÞ

�
RiðtÞ �RjðtÞ

�
; (25)

where in Eqn. (25), ties are broken lexicographically. The
variable XjðtÞ denotes the minimum packet deficit of node j
with respect to any of its in-neighbors. Hence, from the defi-
nition of the policy-space P
, it is clear thatXjðtÞ is the max-
imum number of packets that a node j can receive from its
in-neighbors at time t, under any policy in P
.

The following lemma proves a “queue-like-dynamics” of
the variablesXjðtÞ, under any policy p 2 P
.

Lemma 3 ([11]). Under any policy p 2 P
, we have

Xjðtþ 1Þ �
�
XjðtÞ �

X
k2@inðjÞ

mkjðtÞ
�þ

þ
X

m2@inði
t ðjÞÞ
mmi
t ðjÞðtÞ: (26)

Lemma (3) shows that the variables
�
XjðtÞ; j 2 V n frg�

satisfy Lindley recursions in the policy-space P
. Interest-
ingly, unlike the corresponding unicast problem [29], there is
no “physical queue” in the system.

Similar to the unicast problem [29], the next lemma
shows that any activation module pðAÞ that “stabilizes” the
virtual queues XXðtÞ for all arrival rates � < �
, constitutes a
throughput optimal broadcast-policy for a wireless DAG
network.

Lemma 4. If under the action of a broadcast policy p 2 P
, for
all arrival rates � < �
, the virtual queue process fXXðtÞg10
is rate-stable, i.e.,

lim sup
T!1

1

T

X
j6¼r

XjðT Þ ¼ 0; w:p: 1;

then the policy p 2 P
 is a throughput-optimal broadcast
policy for a wireless DAG network.

Proof. See the supplementary material [30]. tu
Equipped with Lemma (4), we now set out to derive a

dynamic activation module p
ðAÞ to stabilize the virtual-
queue process fXXðtÞg10 for all arrival rates � < �
. Formally,
the structure of the module p
ðAÞ is defined by a mapping of
the following form:

p
ðAÞ : ðXXðtÞ; ssðtÞÞ ! MssðtÞ:

Thus, the module p
ðAÞ is stationary and dynamic as it
depends on the current value of the state variables and the
network configuration only. This activation module is dif-
ferent from the policy described in [11] as the latter is meant
for static wireless networks and hence, does not take into
account the time-variation of network configurations, which
is the focus of this paper.

To describe p
ðAÞ, we first define the following node-set

KjðtÞ ¼ fm 2 @outðjÞ : j ¼ i
t ðmÞg: (27)

where the variables i
t ðmÞ are defined earlier in Eqn. (25).
The activation module p
ðAÞ is given in Algorithm 1. The
resulting policy in the space P
 with the activation module
p
ðAÞ is called p
.

Algorithm 1. A Throughput-Optimal Activation Module
p
ðAÞ
1: To each link ði; jÞ 2 E, assign a weight as follows:

WijðtÞ ¼
XjðtÞ �

P
k2KjðtÞ XkðtÞ; if ssði;jÞðtÞ ¼ 1:

0; o:w:

(
(28)

2: Select an activation s
ðtÞ 2 MssðtÞ as follows:

s
ðtÞ 2 arg max
ss2MssðtÞ

ss 	 �cc�WWðtÞ�: (29)

3: Allocate rates on the links as follows:

mm
ðtÞ ¼ cc� ss
ðtÞ: (30)

Note that, in steps (1) and (2) above, the computation of
link-weights and link activations depend explicitly on the
current network configuration ssðtÞ. As anticipated, in the fol-

lowing lemma, we show that the activation module p
ðAÞ
stochastically stabilizes the virtual-queue process fXXðtÞg10 .

Lemma 5. For all arrival rates � < �
, under the action of the
policy p
 in a DAG, the virtual-queue process fXXðtÞg10 is
rate-stable, i.e.,

lim sup
T!1

1

T

X
j6¼r

XjðT Þ ¼ 0; w:p: 1:

The proof of this lemma is based on a Lyapunov-drift
argument [31]. Please refer to Section A.2 for the complete
proof. Combining the Lemmas (4) and (5), we immediately
obtain the main result of this section:

Theorem 4.1. The policy p
 is a throughput-optimal broad-
cast policy in a time-varying wireless DAG network.

Although we exclusively consider DAGs in this paper,
the policy p
 may also be used in practice for any network
by inducing one or multiple DAG-subgraphs and using p


on each one of them individually [11].

5 THROUGHPUT-OPTIMAL BROADCASTING WITH

INFREQUENT INTER-NODE COMMUNICATION

In practical mobile wireless networks, it is unrealistic to
assume that every node has perfect network-wide packet
state information at every slot. This lack of fresh state infor-
mation is especially true in the case of time-varying
dynamic networks, where network connectivity changes
frequently. In this Section, we extend the main results of
Section 4 by considering the setting where the nodes make
control decisions with imperfect packet state information
that they currently possess. We will show that the dynamic
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broadcast-policy p
 retains its throughput-optimality even
in this scenario.

State-Update Model. In this Section, we assume that two
nodes i and j can mutually update their knowledge of the
set of packets received by the other node only when the link
ði; jÞ is in ON state and it is activated for control information
exchange. Otherwise, the nodes continue working with the
outdated packet state information. For now, this control
information exchange is assumed to take place over an out-
of-band separate dedicated control channel, which is also
subject to the interference constraint. Among all links that
are ON at a current slot, a feasible activation is chosen uni-
formly at random for the control channel, and then control
information is exchanged over the activated links. Note
that, the set of activated links for control information
exchange could be very different from the ones chosen for
packet transfer as in Eqn. (29). We will empirically evaluate
a more practical in-band information exchange scheme in
Section 6, where the control information is piggybacked
with the transmitted data packets, and hence, there is no
need for dedicated control channels.

Suppose that, the latest timeprior to time twhen the packet

state update was made across the link ði; jÞ is t� Tði;jÞðtÞ.
Assume that the network configuration process fssðtÞg10
evolves according to a finite-state, positive recurrent Markov-

Chain, with the stationary distribution fpðssÞ > 0; ss 2 Xg.
Thus, Tði;jÞðtÞ is a proper random variable, supported on the
set of non-negative integers. Using standard theory [32], it can

be shown that the random variable T ðtÞ � P
ði;jÞ2E Tði;jÞðtÞ has

bounded expectation for all time t .
Analysis of p
 with Imperfect Packet State Information. Con-

sider running the policy p
, where each node j now computes

the weights W 0
ijðtÞ, given by Eqn.(28), of the incoming links

ði; jÞ 2 E, based on the latest packet state information avail-
able to it. In particular, for each of its in-neighbor i 2 @inðjÞ,
the node j possess the following information of the number of
packets received by node i:

R0
iðtÞ ¼ Riðt� TðijÞðtÞÞ: (31)

Now, if the packet scheduler module p0ðSÞ of a broadcast-
policy p0 takes scheduling decision based on the imperfect
state information RR0ðtÞ (instead of the true state RRðtÞ), it still
retains the following useful property:

Lemma 6. p0 2 P
.

Proof. Due to space constraints, the proof of this lemma has
been included in the accompanying supplementary mate-
rial [30]. tu
The above lemma states that the policy p0 inherits the in-

order delivery property and the in-neighbor packet delivery
constraint of the policy-space P
.

From Eqn. (28) it follows that, computation of link-
weights fWijðtÞ; i 2 @inðjÞg by node j requires packet state
information of the nodes that are located within 2-hops
from the node j. Thus, it is natural to expect that with an
ergodic state-update process, the weights W 0

ijðtÞ, computed
from the imperfect packet state information, will not differ
too much from the true weights WijðtÞ, on the average.

Indeed, we can bound the difference between the link-
weights W 0

ijðtÞ, used by policy p0 and the true link-weights
WijðtÞ, as follows:

Lemma 7. There exists a finite constant C such that, the
expected weight W 0

ijðtÞ of the link ðijÞ, locally computed by
the node j using the random update process, differs from the
true link-weightWijðtÞ by at most C, i.e.,

jEW 0
ijðtÞ �WijðtÞj � C: (32)

The expectation above is taken with respect to the random
packet state update process.

Proof. Due to space constraints, the proof of this lemma has
been included in the accompanying supplementary mate-
rial [30]. tu
From lemma (7) it follows that the policy p0, in which

link-weights are computed using imperfect packet state
information is also a throughput-optimal broadcast policy
for a wireless DAG. Its proof is very similar to the proof of
Theorem 4.1. However, since the policy p0 makes schedul-
ing decision usingWW 0ðtÞ, instead ofWWðtÞ, we need to appro-
priately bound the differences in drift using Lemma (7). The
technical details are provided in the supplementary mate-
rial [30].

Theorem 5.1. The policy p0 is a throughput-optimal broad-
cast algorithm in a time-varying wireless DAG.

Distributed Implementation. In the proposed broadcasting
policy, the packet scheduler pðSÞ 2 P
 at each node oper-
ates based on local information only. In particular, the in-
order delivery constraint (Definition 3) and the in-neighbor
constraint (Definition 4) at each node is fully determined by
its in-neighbors’ packet state information. Hence, the only
difficulty for implementing the proposed policy in a distrib-
uted fashion stems from the Max-Weight activations of the
links (p
ðAÞ of Eqn. (29)). With primary interference con-
straints, there are a number of distributed algorithms avail-
able in the literature for this task [33] [34]. An efficient
distributed matching algorithm for dynamic graphs has
been proposed in [35], which considers the case when the
nodes join or leave the network one at a time. In our link
activation module, this algorithm may be directly used as a
subroutine, resulting in a fully distributed implementation
of the policy p
.

6 NUMERICAL SIMULATION

We simulate the performance of the proposed broadcast
policy on the 3� 3 Grid network (Fig. 3a) and the Butterfly
network (Fig. 3b). All links are assumed to be of unit capac-
ity when ON. Link activations are subject to the primary
interference constraints, i.e., at every slot, we may activate a
subset of ON links which form a Matching [24] of the under-
lying topology. External packets arrive at the source node
according to a Poisson process of rate � packets per slot.
The following proposition shows that the broadcast capac-
ity �


stat of the static 3� 3 wireless grid (i.e., when all links
are ON with probability 1 at every slot) is 0.4.
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Proposition 6.1. The broadcast capacity of the static
3� 3 wireless grid network is �


stat ¼ 2
5 ¼ 0:4.

The proof of Proposition 6.1 is given in the accompa-
nying supplementary material.

In our numerical simulation, the time-variation of the
network is modeled as follows: link states are assumed to
be an i.i.d. process, where each link is ON w.p. p and OFF
w.p. 1� p at every slot. Thus, for p ¼ 1 we recover the static
network model of [11]. First, we assume that the nodes have
imperfect packet state information as in Section 5. In the
plots 4 and 5, two nodes i and j can directly exchange
packet state information, only when the link ði; jÞ is ON.

The average broadcasting delay is plotted in Fig. 4 as a
function of the packet arrival rate �. The broadcasting delay
of a packet is defined to be the number of slots the packet
takes to reach all nodes in the network after its arrival.
Because of the throughput-optimality of the policy p0 (Theo-
rem 5.1), the broadcast capacity �
ðpÞ for a given value of p
may be empirically evaluated from the �-intercept of verti-
cal asymptote of the delay-throughput plot.

As evident from Fig. 4, for p ¼ 1, the proposed policy
achieves the capacity �


stat ¼ 0:4. We also see that the broad-
cast capacity �
ðpÞ is non-decreasing in the connectivity
parameter p, i.e., �
ðp1Þ � �
ðp2Þ for p1 � p2. Moreover, with
i.i.d. connectivity the capacity bounds, given in Lemma (2),
are not tight in general. Hence the lower-bound of p�


stat is a

pessimistic estimate of the actual broadcast capacity �
ðpÞ of
the DAG. The plot also reveals that the broadcasting delay is
non-decreasing in � for a fixed p and non-increasing in p for a
fixed �.

Fig. 5 depicts the variation of the broadcasting delay and
capacity with the size of the network.

6.1 Performance Evaluation with In-Band
Piggybacked Data and Control

In the previous simulations (Figs. 4 and 5), it was assumed
that two nodes exchange the packet state information over a
dedicated control channel whenever the interconnecting link is
ON. Next, we relax this assumption and allow state-informa-
tion exchange between nodes i and j only when the link ði; jÞ
is ON and a packet is sent over the link (i.e., the state-informa-
tion is piggybacked with the data in-band). In our simulation,
we use the following mixed policy for the link activation -
with probability awe use the Max-Weight policy p
ðAÞ (use-
ful for efficient data packet transfer (29)), andwith probability
ð1� aÞ we use a random activation. The randomized activa-
tion ensures that the nodes receive neighboring packet state
information within a period with bounded expectation (see
Section 5).We simulate this policy for the butterfly network of
Fig. 3b with p ¼ 0:5. In this simulation, we compare the per-
formance of the mixed policy with different values of a with
the setting where there is an out-of-band dedicated control
channel. The result is shown in Fig. 6. The restriction on the
control information exchange degrades the performance.
More interestingly, higher a typically results in greater broad-
casting delay for smaller arrival rates (information bottleneck)
but achieves comparatively smaller delay for higher arrival
rates (capacity bottleneck).

Fig. 3. (a) The 3� 3 grid network and (b) the butterfly network

Fig. 4. Plot of the average broadcast delay as a function of the packet
arrival rates � with an out-of-band dedicated control channel. The under-
lying wireless network is the 3� 3 grid, shown in Fig. 3, with primary
interference constraints.

Fig. 5. Plot of average broadcast delay as a function of the packet arrival
rates � for i.i.d. connectivity process with parameter p ¼ 0:8 with an out-
of-band dedicated control channel. Results are shown for 5� 5, 8� 8,
and 9� 9 grids with primary interference constraints. Vertical asymp-
totes indicate the broadcast capacities of the networks.

Fig. 6. Performance comparison with and without ciggybacked control.
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7 CONCLUSION AND FUTURE WORK

In this paper, we studied the problem of throughput-optimal
broadcasting inwireless directed acyclic networkswith point-
to-point links and time-varying connectivity. We character-
ized the broadcast capacity and derived efficient algorithms
for computing the same. Next, we proposed a throughput-
optimal broadcast policy. This policy does not need to main-
tain any spanning tree and operates based on locally available
information, which is updated sporadically. The algorithm is
robust and does not require statistics of the arrival or the con-
nectivity process, thus making it useful for mobile wireless
networks. The theoretical results are supplementedwith illus-
trative simulations. A possible future direction of research
would be to remove the constraint of acyclic topology. It
would also be interesting to theoretically investigate the effect
of piggybacked control information exchange, which was
studied empirically in this paper.

APPENDIX A
PROOFS OF THE RESULTS

A.1 Proof of Lemma 1

Proof. Fix a time T . For each configuration ss 2 X, let ftss;igTssi¼1

be the index of the time-slots up to time T such that ssðtÞ ¼
ss. Clearly, we have X

ss2X
Tss ¼ T: (33)

Hence, we can rewrite

1

T

XT
t¼1

sspðt; ssðtÞÞ ¼
X
ss2X

Tss

T

1

Tss

XTss
i¼1

sspðtss;i; ssÞ: (34)

Hence,

uu 	
�
1

T

XT
t¼1

sspðt; ssðtÞÞ
�

¼
X
ss2X

Tss

T
uu 	

�
1

Tss

XTss
i¼1

sspðtss;i; ssÞ
�
:

(35)

Since the process ssðtÞ is stationary ergodic, we have

lim
T!1

Ts

T
¼ pðsÞ; w.p. 1 8s 2 X: (36)

Using countability of X and invoking the union bound,

we can strengthen the above conclusion as follows

lim
T!1

Ts

T
¼ pðsÞ; 8s 2 X; w.p. 1: (37)

Hence from Eqn. (35) we have,

min
uu2U

lim inf
T%1

uu 	
�
1

T

XT
t¼1

sspðt; ssðtÞÞ
�

¼ min
uu2U

X
s2X

pðssÞ lim inf
T!1

uu 	
�

1

Ts

XTs
i¼1

sspðts;i; ssÞ
�
;w.p. 1:

Since pðsÞ > 0; 8s 2 X, the above implies that Ts % 1
as T % 18s; w.p.1. In the rest of the proof, we will con-

centrate on a typical sample path fssðtÞgt�1 having the

above property.

For each s 2 X, define the sequence fzzps;TsgTs�1

zzps;Ts ¼ 1

Ts

XTs
i¼1

sspðts;i; ssÞ: (38)

Since sspðts;i; ssÞ 2 Ms for all i � 1, convexity of the setMs

implies that zzps;Ts 2 Ms for all Ts � 1. Since the set Ms is

closed and bounded (and hence, compact) any sequence in

Ms has a converging sub-sequence. Consider any set of

converging sub-sequences fzzpss;Tssk gk�1; ss 2 X such that it

achieves the following

min
u2U

X
s2X

pðsÞ lim
k!1

uu 	 zzps;Tsk ¼ min
u2U

X
s2X

pðsÞ lim inf
Ts!1

uu 	 zzps;Ts :

Let us denote

lim
k!1

zzps;Tsk
¼ bbp

s ; 8s 2 X; (39)

Where bbp
s 2 Ms , since Ms is closed. Hence combining

Eqn. (38), (39) and Eqn. (39), we have

min
uu2U

lim inf
T%1

uu 	
�

1

T

XT
t¼1

sspðt; ssðtÞÞ
�

¼ min
uu2U

X
s2X

pðssÞuu 	 bbp
s

¼ min
uu2U

uu 	
�X

s2X
pðssÞbbp

s

�
w:p:1:

tu
A.2 Proof of Lemma (5)

We begin with a preliminary lemma.

Lemma 8. If we have

Qðtþ 1Þ � ðQðtÞ � mðtÞÞþ þAðtÞ; (40)

where all the variables are non-negative and ðxÞþ ¼ maxfx; 0g,
then

Q2ðtþ 1Þ �Q2ðtÞ � m2ðtÞ þA2ðtÞ þ 2QðtÞðAðtÞ � mðtÞÞ:

Proof. Squaring both sides of Eqn. (40) yields,

Q2ðtþ 1Þ
� �ðQðtÞ � mðtÞÞþ�2 þA2ðtÞ þ 2AðtÞðQðtÞ � mðtÞÞþ

� ðQðtÞ � mðtÞÞ2 þA2ðtÞ þ 2AðtÞQðtÞ;
wherewe use the fact that x2 � ðxþÞ2,QðtÞ � 0, andmðtÞ �
0. Rearranging the above inequality finishes the proof. tu
Applying Lemma 8 to the dynamics (26) of XjðtÞ yields,

for each node j 6¼ r,

X2
j ðtþ 1Þ �X2

j ðtÞ � BðtÞþ (41)

2XjðtÞ
� X
m2V

mmi
t ðtÞ �
X
k2V

mkjðtÞ
�
; (42)

whereBðtÞ � c2max þmaxfA2ðtÞ; c2maxg � ðA2ðtÞ þ 2c2maxÞ,AðtÞ
is the number of exogenous packet arrivals in a slot, and

cmax , maxe2Ece is the maximum capacity of the links.

Since per-slot arrival AðtÞ has finite second moment, there

exists a finite constant B > 0 such that E½BðtÞ � E
�
A2ðtÞ�þ

2c2max < B.

We define the quadratic Lyapunov function LðXXðtÞÞ ¼P
j6¼r X

2
j ðtÞ. From (41), the one-slot Lyapunov drift DðXXðtÞÞ,
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conditioned on the current network configuration ssðtÞ
yields

DðXXðtÞjssðtÞÞ , E½LðXXðtþ 1Þ � LðXXðtÞÞ jXXðtÞ; ssðtÞ
¼ E

�X
j6¼r

�
X2

j ðtþ 1Þ �X2
j ðtÞ

� jXXðtÞ; ssðtÞ
� BjV j þ 2

X
j 6¼r

XjðtÞE
� X
m2V

mmi
t ðtÞ
(43)

�
X
k2V

mkjðtÞ jXXðtÞ; ssðtÞ
¼ BjV j � 2

X
ði;jÞ2E

E½mijðtÞ jXXðtÞ; ssðtÞ�XjðtÞ
(44)

�
X

k2KjðtÞ
XkðtÞ

�
¼ BjV j � 2

X
ði;jÞ2E

WijðtÞE½mijðtÞ jXXðtÞ; ssðtÞ:
(45)

The broadcast-policy p
 is chosen to minimize the upper-

bound of conditional-drift, given on the right-hand side of

(45) among all policies in P
.
Next, we construct a randomized scheduling policy

pRAND 2 P
. Let bb

ss 2 convðMsÞ be the part of an optimal

solution corresponding to ssðtÞ � ss given by Eqn. 11. From
Caratheodory’s theorem [26], there exist at most ðjEj þ 1Þ link
activation vectors ssk 2 Ms and the associated non-negative

scalars fas
kgwith

PjEjþ1
k¼1 as

k ¼ 1, such that

bb

s ¼

XjEjþ1

k¼1

as
kss

s
k : (46)

Define the average (unconditional) activation vector

bb
 ¼
X
s2X

pðsÞbb

s (47)

Hence, from Eqn. (11) we have,

�
 � min
U :apropercut

X
e2EU

ceb


e: (48)

Suppose that the exogenous packet arrival rate � is strictly
less than the broadcast capacity �
. There exists an � > 0
such that �þ � � �
. From (48), we have

�þ � � min
U :apropercut

X
e2EU

ceb


e: (49)

For any network node v 6¼ r, consider the proper cuts Uv ¼
V n fvg. Specializing the bound in (49) to these cuts, we have

�þ � �
X
e2EUv

ceb


e; 8v 6¼ r: (50)

Since the underlying network topology G ¼ ðV;EÞ is a DAG,
there exists a topological ordering of the network nodes so

that: ðiÞ the nodes can be labeled serially as fv1; . . . ; vjV jg,
where v1 ¼ r is the source node with no in-neighbors and vjV j
has no outgoing neighbors and ðiiÞ all edges inE are directed

from vi ! vj, i < j [36]; From (50), we define ql 2 ½0; 1 for
each node vl such that

ql
X

e2EUvl

ceb


e ¼ �þ �

l

jV j ; l ¼ 2; . . . ; jV j: (51)

Consider the randomized broadcast policy pRAND 2 P

working as follows:

Stationary Randomized Policy pRAND:

(i) If the observed network configuration at slot t is ssðtÞ¼ s,

the policy pRAND selects2 the feasible activation set sssk
with probability as

k ;

(ii) For each incoming selected link e ¼ ð	; vlÞ to node vl
such that seðtÞ ¼ 1, the link e is activated independently
with probability ql;

(iii) Activated links (note, not necessarily all the selected links)
are used to forward packets, subject to the constraints

that define the policy class P
 (i.e., in-order packet

delivery and that a network node is only allowed to
receive packets that have been received by all of its
in-neighbors).

Note that this stationary randomized policy pRAND oper-
ates independently of the state of received packets in the
network, i.e., XXðtÞ. However it depends on the current net-
work configuration ssðtÞ. Since each network node j is rela-
beled as vl for some l, from (51) we have, for each node
j 6¼ r, the total expected incoming transmission rate to the

node j under the policy pRAND, averaged over all network
states ss satisfies

X
i:ði;jÞ2E

E

�
mpRAND

ij ðtÞ jXXðtÞ ¼
X

i:ði;jÞ2E
E½mpRAND

ij ðtÞ
�

¼ ql
X

e2EUvl

ceb


e ¼ �þ �

l

jV j :
(52)

Equation (52) shows that the randomized policy pRAND pro-
vides each network node j 6¼ r with the total expected
incoming rate strictly larger than the packet arrival rate �
via proper random link activations conditioned on the cur-
rent network configuration. According to our notational
convention, we have

X
i:ði;rÞ2E

E

�
mpRAND

ir ðtÞ jXXðtÞ
�
¼ E

� X
i:ði;rÞ2E

mpRAND

ir ðtÞ
�
¼ �: (53)

From (52) and (53), if node i appears before node j in the
aforementioned topological ordering, i.e., i ¼ vli < vlj ¼ j

for some li < lj, then

X
k:ðk;iÞ2E

E

�
mpRAND

ki ðtÞ
�
�

X
k:ðk;jÞ2E

E

�
mpRAND

kj ðtÞ
�
� � �

jV j : (54)

The above inequality will be used to show the throughput
optimality of the policy p
.

The drift inequality (43) holds for any policy p 2 P
.
The broadcast policy p
 observes the states ðXXðtÞ; ssðtÞÞ
and seek to greedily minimize the upper-bound of drift
(45) at every slot. Comparing the actions taken by the
policy p
 with those by the randomized policy pRAND in
slot t in (43),

2. Selected does not necessarily mean activated, see point (ii).
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Dp
 ðXXðtÞjssðtÞÞ

� BjV j � 2
X

ði;jÞ2E
E

�
mp

ij ðtÞ jXXðtÞ; ssðtÞ

�
WijðtÞ

� BjV j � 2
X

ði;jÞ2E
E

�
mpRAND

ij ðtÞ jXXðtÞ; ssðtÞ
�
WijðtÞ

¼ð
Þ BjV j � 2
X

ði;jÞ2E
E

�
mpRAND

ij ðtÞ j ssðtÞ
�
WijðtÞ:

(55)

Taking Expectation of both sides w.r.t. the stationary pro-
cess ssðtÞ and rearranging, we have

Dp
ðXXðtÞÞ � BjV j � 2
X

ði;jÞ2E
E

�
mpRAND

ij ðtÞ
�
WijðtÞ

� BjV j þ 2
X
j6¼r

XjðtÞ
� X

m2V
E

�
mpRAND

mi
t
ðtÞ

�
�
X
k2V

E

�
mpRAND

kj ðtÞ
��

� BjV j � 2�

jV j
X
j 6¼r

XjðtÞ:

(56)

Note that i
t ¼ argmini2InðjÞQijðtÞ for a given node j. Since
node i
t is an in-neighbor of node j, i
t must lie before j in
any topological ordering of the DAG. Hence, the last
inequality of (56) follows directly from (54). Taking expec-
tation in (56) with respect toXXðtÞ, we have

E
�
LðXXðtþ 1ÞÞ� E

�
LðXXðtÞÞ � BjV j � 2�

jV jEjjXXðtÞjj1;

where jj 	 jj1 is the ‘1-norm of a vector. Summing the above
inequality over t ¼ 0; 1; 2; . . .T � 1 yields

E
�
LðXXðT ÞÞ� E

�
LðXXð0ÞÞ � BjV jT � 2�

jV j
XT�1

t¼0

EjjXXðtÞjj1:

Dividing the above by 2T�=jV j and using LðXXðtÞÞ � 0, we
have

1

T

XT�1

t¼0

EjjXXðtÞjj1 �
BjV j2
2�

þ jV jE½LðXXð0ÞÞ
2T�

:

Taking a limsup of both sides yields

lim sup
T!1

1

T

XT�1

t¼0

X
j 6¼r

E½XjðtÞ � BjV j2
2�

: (57)

which implies that all virtual-queues XjðtÞ are strongly sta-
ble [31]. Strong stability of XjðtÞ implies that all virtual
queuesXjðtÞ are rate stable [31, Theorem 2.8].
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