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Abstract

In this paper, we propose a new protection scheme,
which we term partial path protection (PPP), to select end-
to-end backup paths using local information about network
failures. PPP designates a different restoration path for ev-
ery link failure on each primary path. PPP also allows re-
use of operational segments of the original primary path in
the protection path. A novel approach used in this paper is
that of a dynamic call-by-call model with blocking proba-
bility as the performance metric, this model is in contrast
with traditional capacity-efficiency measurement for batch
call arrivals. Additionally, we show that a simple method
based on shortest path routing for which primary paths are
selected first is more effective than a greedy approach that
minimizes, for each call arrival, the number of wavelengths
used by the primary and backup path jointly.

1. Introduction

A wide range of protection schemes for WDM networks
have been investigated [1,2,3,4,5,6]. Among them, path
protection and link protection have attracted the most atten-
tion [1,4,5,6]. Path protection requires the protection path
of a request to be completely link-disjoint from the corre-
sponding primary path, while the link protection scheme
reroutes all affected requests over a set of replacement
paths between the two nodes terminating the failed link.
Primary capacity cannot be shared, but protection capac-
ity can be shared as long as a single link failure does not
activate more than one protection channel along any wave-
length on any link. In general, path protection is more ca-
pacity efficient than link protection [4].

In this paper, we present a new protection scheme, the
partial path protection scheme (PPP). In this scheme, the
network identifies a specific protection path for each link
along a considered primary path. Thus, similarly to the path
protection scheme, the partial path protection scheme as-
signs “end-to-end” protection paths to primary paths. How-
ever, in PPP, one single protection path protects only one

specific link failure on one primary path, instead of the
whole primary path in path protection.

We consider a dynamic call-by-call system with random
arrivals. Other research in the area of restoration efficiency
has generally considered a batch model. That model is rea-
sonable when call demands are known in advance. How-
ever, static batch models do not allow for dynamic provi-
sioning of primary and protection paths in the network. In
our call-by-call model, every new call establishes its pri-
mary and protection paths according to the traffic already
present in the network when the call arrives. Given the
dynamic and probabilistic nature of our model, we take
the call blocking probability to be the performance metric
for our schemes, rather than traditional capacity efficiency
metrics.

Due to the complexity of our problem, we consider two
approaches to implement the protection schemes. The first
heuristic is a greedy approach that, for each call arrival, the
system uses the fewest previously unused wavelengths to
establish the primary and protection paths jointly. Wave-
lengths already used for protection paths can be used for
new protection paths as long as a single link failure does
not entail the activation of more than one protection path
on any wavelength on any link. The problem formulation
is an integer linear program (ILP) a common approach to
network routing [3,4]. The second heuristic first selects the
primary path, using a shortest path route. It then selects the
protection paths using a shortest path algorithm in which
wavelengths already assigned for protection can be used
at no cost. We term the whole of the second heuristic the
shortest path approach (SP).

The main contributions of our paper are the introduc-
tion of the PPP method for establishing protection paths,
the introduction of the greedy and SP approaches for im-
plementing PPP and path protection and the use of a dy-
namic call-by-call model for protection. In the next sec-
tion, we present PPP and related background. In Section
3, we present the greedy and SP approaches to implement
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PPP and path protection. In Section 4, we present simula-
tion results over several backbone networks to compare the
performance, in terms of call blocking probability, of path
protection and PPP using SP and the greedy algorithm. We
present our conclusions and directions for further research
in Section 5.

2. Protection schemes

In this section, we introduce partial path protection and
compare it to path and link protection.

Path protection and link protection schemes
There are two prevailing protection schemes to guard

against link failure, path and link protection. Path protec-
tion, as illustrated in Fig. 1, reserves network resources
for a single protection path in addition to the primary path.
Since it is impossible to foresee which link on the primary
path will fail, the system allocates a protection path, which
is completely link-disjoint from the primary path. The pri-
mary path therefore shares no common link with its asso-
ciated protection path. When a link fails, the source and
destination nodes of a call on the failed link are informed
of the failure, and the communication is switched to the
protection path.

Link protection, as shown in Fig. 2, reroutes all the
connections on the failed link around it. When accepting
a call request, the link protection scheme will reserve the
network resource for the associated protection path. Note
that the protection path connects the two nodes adjacent
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Figure 3: An example for partial path protection
scheme

Link on Primary Path Corresponding
1-2-3-5-4 Protection Path

(1,2) 1� 6� 2� 3� 5� 4

(2,3) 1� 2� 5� 4

(3,5) 1� 2� 5� 4

(5,4) 1� 2� 3� 4

Table 1: Illustration of protection paths for the primary path
in Fig. 3

to the failed link. When a link failure occurs, the node
adjacent to and upstream of the failed link immediately
redirects the traffic along the predetermined protection
path to the node on the other end of the failed link to
restores transmission.

Partial path protection scheme (PPP)
In PPP, the system reserves the protection resources

while setting up a primary path. The major difference with
path protection scheme is that the system now specifies
a specific protection path for each link along the primary
path. Thus, each protection path, rather than being associ-
ated with a single path as for path protection, or a single
link as for link protection, is associated with a link/primary
path pair. In the event of a link failure, the call is rerouted
along the protection path corresponding to the failed link.
For example, in Fig. 3, a call with source node 1 and sink
node 4 has a primary path 1-2-3-5-4. As illustrated in Table
1, the system applying PPP takes 1-6-2-3-5-4 as the protec-
tion path against the failure of link (1,2). Similarly, the net-
work assigns 1-2-5-4 to protect against the failures of links
(2,3) and (3,5), and finally, 1-2-3-4 to protect against the
failure of (5,4). Each of these protection paths needs only
to be link-disjoint only from the link it protects.

Comparing PPP with path protection, we see that the
former is more flexible than the latter. Indeed, any path
protection scheme is a valid PPP, whereas the reverse does
not hold. We expect, therefore, that PPP will enhance our
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Figure 4: An example network for illustrating the partial
path protection and path protection schemes in protection
sharing

ability to provide protection over traditional end-to-end
path protection. To illustrate this fact, consider Fig. 3.
By applying traditional end-to-end path protection, the
network cannot find a protection path for the primary
path shown. However, by applying PPP, we can provide
protection service to the primary path. Since link protec-
tion schemes generally have a worse performance than
path protection, we do not seek to compare PPP with link
protection but only with traditional path protection.

Protection sharing
For path protection, a system can allow primary paths

with no link in common to share protection bandwidth
against a link failure, because we assume a single link fail-
ure can occur at a time. In addition to this type of band-
width sharing, PPP allows a protection path to share band-
width with portions of the primary path that remain opera-
tional after link failure. The following example illustrates
the different levels of protection sharing for path protection
and PPP.

Example 1 Consider the network in Fig. 4 and assume the
network is initially empty. The network now serves two call
requests, (1; 5) and (5; 4), in sequence. Table 2 shows the
resource assignments for primary and protection paths un-
der the path protection and the PPP respectively. As shown
in Table 2, the two primary paths, 1� 3� 5 and 5� 4, are
completely link-disjoint from each other. By exercising pro-
tection sharing, the system reserves only one wavelength
for protection on link (3; 4), thus improving the network
resource utilization.

Example 1 illustrates the difference between path pro-
tection and PPP. Though the total number of occupied
wavelengths to support the two requests is the same in both
schemes, the protection wavelengths are used differently
for path protection and for PPP. Consider, for example, link

SD Primary Protection Path Total number

Pair Path (protected link) of occupied�’s

Path (1,5) 1-3-5 1-2-3-4-5 (1-3) 6

Protection 1-2-3-4-5 (3-5)

Scheme (5,4) 5-4 5-3-4 (5-4) 8 (share (3,4))

Partial Path (1,5) 1-3-5 1-2-3-5 (1-3) 6

Protection 1-3-4-5 (3-5)

Scheme (5,4) 5-4 5-3-4 (5-4) 8 (share (3,4))

Table 2: Resource allocation for source destination pair
(1; 5) and(5; 4) of the network in Fig. 4

(1,2). In the path protection scheme, a wavelength on this
link is assigned to protect link (1,3) and (3,5), while in PPP,
the wavelength protects only the link (1,3). Hence, under
PPP, this wavelength can be shared by a future call whose
primary path includes link (3,5), but cannot be shared when
using path protection.

3. Path assignment approaches

We consider two approaches to implement PP and PPP
in this paper. The first approach is a greedy approach that,
for each call request, the system uses the fewest previously
unused wavelengths to establish the primary and protec-
tion paths jointly. Wavelengths already used for protection
paths can be used for new protection paths as long as a sin-
gle link failure does not entail the activation of more than
one protection path on that wavelength on any link. The
problem formulation is an integer linear program (ILP), a
common approach to network routing [3],[4],[5]. We will
introduce the ILP formulations for both protection schemes
in the next paragraph. The second approach first selects the
primary path, using a shortest path route. It then selects the
protection paths using a shortest path algorithm in which
wavelengths already assigned for protection can be used at
no additional cost. In PP, the system only pick one backup
path for a primary path, while, in PPP, the system selects
specific backup path for each link along a primary path.
We term this method the shortest path approach (SP).
ILP formulations for Greedy approach

We first present the ILP formulation for PPP, and modify
this formulation to setup the ILP optimization problem for
path protection. To begin with, we introduce the variables
used in the formulation. Let

L denote the set of all possible links,

S denote the source node,

D denote the destination node,

cij =

8<
:

1; if at least onewavelength is available on

link (i; j) 2 L;

1; otherwise,



dlkij =

8>>>>>><
>>>>>>:

0; if at least onewavelength on link(l; k)

6= (i; j) is already reserved to

protect links other than(i; j),

1; else if at least onewavelength is available

on link (l; k) 2 L;

1; otherwise,

xij =

8<
:

1; if the primary path uses an

availablewavelength in link(i; j);

0; otherwise,

yij =

8<
:

1; if the system reserves awavelength

in link (i; j) for protection;

0; otherwise,

vlkij =

8<
:

1; if a wavelength on(l; k) is reserved to

protect its associated primary path on(i; j);

0; otherwise.

Note that, since we have no advance information about
where the primary path will be placed, we need the vari-
abled to indicate which links have wavelengths available
to protect some specific link on which the primary path may
reside. Furthermore, we also need the variablev to indicate
the assignment of wavelengths to protection. The formula-
tion is as follows.

Minimize
X

(i;j)2L

cijxij +
X

(i;j)2L

yij (1)

Eq.(1) represents the objective function, wherec indi-
cates whether a link has a free wavelength,x indicates the
network resources for primary transmission andy indicates
the network resources reserved for protection. Notice that,
in the ILP, the primary path and the protection path are con-
sidered concurrently. We next consider the constraint set.

Subject to
X

(S;j)2L

xSj �
X

(j;S)2L

xjS = 1; (2)

X
(D;j)2L

xDj �
X

(j;D)2L

xjD = �1; (3)

X
(i;j)2L

xij �
X

(j;i)2L

xji = 0;8i 6= S;D;(4)

X
(S;l)2L

vSlij �
X

(l;S)2L

vlSij � xij ;

8(S; l); (l; S); (i; j) 2 L; (5)X
(l;D)2L

vlDij �
X

(D;l)2L

vDl
ij � xij ;

8(D; l); (l; D); (i; j) 2 L; (6)X
(l;k)2L

vlkij �
X

(k;l)2L

vklij = 0;

8(i; j) 2 L;8k 6= S; k 6= D: (7)

Eq.(2) to Eq.(4) provide the flow conservation for the
primary path. Similarly, Eq.(5) to Eq.(7) give the flow con-
servation for the protection path. Note that Eq.(5) to Eq.(6)
are only active when the primary path passes through link
(i; j), i.e.,xij = 1.

v
ij
ij + v

ij
ji = 0; 8(i; j) 2 L: (8)

Eq.(8) enforces the path disjoint property.

ylk � dlkij (v
lk
ij � xlk);8(i; j); (l; k) 2 L; (9)

xij � vlkij ; 8(i; j); (l; k) 2 L; (10)

xij ; yij ; v
lk
ij 2 f0; 1g;8(i; j); (l; k) 2 L:

Eq.(9) considers the situation where a protection path over-
laps part of its links with the links on its associated primary
path. The overlap incurs no cost. Eq.(10) ensures that only
when some wavelength on link(i; j) is occupied by pri-
mary path (i.e.,xij = 1) can link(l; k) be used for protec-
tion (i.e.,vlkij = 1). This can keep the accurate accounting
of the protection resource. We can obtain the formulation
for path protection by replacing Eq(9) with the following
two equations.

ylk � dlkij v
lk
ij ; 8(i; j); (l; k) 2 L; (11)

vlkij + xmn � vlkmn + 1;8(i; j); (l; k); (m;n) 2 L: (12)

Eq.(11) indicates whether a unoccupied wavelength on
link (l; k) will be reserved for protection. Eq.(12) ensures
that each link reserved for protection must also protect the
whole primary path. For example, if a wavelength on link
(l; k) is reserved to protect a primary path which passes
through link(i; j), then we havev lkij = 1. Since link(l; k)
must also protect other links on the primary path, say link
(m;n) (xmn = 1), we need to setvlkmn = 1. If the primary
path does not pass through link(m;n), i.e.,xmn = 0, then
by constraint Eq.(10),v lkij = 0 in this case. Hence, we as-
sure the property that each link on a protection path protects
every link of the associated primary path.

From a computational complexity perspective, the
greedy approach is much more complex than the SP so-
lutions. The main reason is that the greedy approach essen-
tially solves a discrete optimization problem, which con-
sumes intensive computing power in most cases, whereas
the SP approach can apply polynomial-time algorithms,
such as Dijkstra’s algorithm, to search for shortest paths
for primary and backup paths rapidly. From the perspective
of resource efficiency, we note that while the SP approach
may require more resources for a given call initially; how-
ever, we observe from simulations that over a sequence of
calls, the SP approach results in more efficient bandwidth
utilization. One can easily see this effect in a call-by-call
model, as shown in Example 2 which we will discuss in the



Figure 5: NSFNET

conclusion section. One explanation for this occurrence
is that the greedy approach happens to choose paths with
no potential for protection sharing, harming network re-
source utilization; in contrast, though the SP is not optimal
at first, it performs better over time, by encouraging protec-
tion sharing.

4. Simulation results

To investigate the protection schemes, we simulate path
protection and PPP schemes implemented using both the
greedy approach and the SP approach. We assume that the
networks and the call requests have the following charac-
teristics. First, all nodes in the network are equipped with
wavelength converters. We therefore focus on the prob-
lem of whether an available wavelength exists on a link.
Essentially, the network is regarded as a circuit-switched
network. Second, in the simulation, the cost for placing a
call refers to the aggregate link costs. Third, we assume
full knowledge of the network resource status in our search
for primary and protection paths. Fourth, the acceptance of
a call request is completed only after the system reserves
the available network resources for both primary and pro-
tection paths. Otherwise, we regard the incoming request
as being blocked. Fifth, we assume that the arrival of call
requests forms Poisson process and that calls have an expo-
nentially distributed service time. The traffic load refers to
the product of the arrival rate and the average service time.
Finally, we assume uniform traffic, in which an arrival will
choose one out of all possible source and destination pairs
with equal probability.

In our simulations, we consider two networks, the
NSFNET (shown in Fig. 5), and the New Jersey LATA
network (NJ LATA, shown in Fig. 6). Additionally, each
link in the networks contains 16 bi-directional wavelengths.
Note that the nodes in NSFNET networks usually have a
lower degree than those in the NJLATA network, i.e., the
regional network is denser.

Two measurements are investigated in the simulations
to evaluate the performances of the protection schemes.

Figure 6: New Jersey LATA Network

Path protection PPP

Greedy approach Inferior Inferior

SP approach Worst Best

Table 3: Summary of simulation results

The first measurement is the steady state blocking proba-
bility. Blocking probability is related to opportunity cost,
referring to the additional revenue available if certain cus-
tomers were not turned away. The second measurement
is the aggregate number of occupied wavelengths on each
link to support connections in the network. This measure-
ment reflects the network resource utilization. For simplic-
ity, we denote PPP implemented by the greedy and the SP
approaches as Greedy-PPP and SP-PPP, respectively. We
denote path protection using the greedy and the SP ap-
proaches as Greedy-PP and SP-PP, respectively.

Fig. 7 to Fig. 10 presents our simulation results and Ta-
ble 3 summarizes the results. The results show that, with
the same implementation approach, PPP is better than path
protection. Still, for each of the protection schemes, the
SP approach is better than the greedy approach as the calls
accumulate. Our two major conclusions from our simu-
lations are that, as shown in Table 3, PPP combined with
SP approach has the best performance, and that the other
combinations, Greedy-PP, Greedy-PPP and SP-PP, perform
worse and are comparable among each other. We discuss
these conclusions below.

Since SP-PPP is intrinsically more flexible than SP -PP
in both the protection scheme and the implementation ap-
proach themselves, SP-PPP has lower blocking probabili-
ties than other combinations in all networks simulated, as
shown in Fig. 7, and 9.

Example 2 illustrates why SP-PP, Greedy-PP and
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Figure 10: Network Resource Utilization in New
Jersey Lata Network

Greedy-PPP perform almost the same. Owing to the na-
ture of the greedy algorithm, the Greedy-PPP approach at-
tempts to occupy the minimum number of wavelengths to
serve a call. To this end, Greedy-PPP will find the smallest
possible number of wavelengths to protect the correspond-
ing primary path. As a result, one single protection path
for a primary path occurs in most cases in the simulation,
even though the partial path protection scheme does not re-
quire all the protection paths to be the same. Hence the
Greedy-PPP has an extremely similar performance to SP-
PP and Greedy-PP, which are restricted to assign one single
protection path per primary path.

Example 2 Consider the network in Fig. 3 and a source
destination pair (1,4). We have the resource allocation
shown in Table 4 for SP-PP, SP-PPP, and Greedy-PPP. The
table shows that the primary and protection paths for SP-
PP are identical to those for Greedy-PPP. This is because
Greedy-PPP attempts to fulfill the protection requirement
with the minimum number of wavelengths. Note that SP-
PPP has the worst performance in terms of network re-
source utilization in this case. This fact agrees with our
simulation results showing that SP-PPP does not perform
very well when the network is very lightly loaded. However,
as calls accumulate, protection sharing becomes more im-
portant for resource utilization and thus SP-PPP is more
efficient.

Another important observation is that the performance
of the protection schemes is highly related to the network
topology: the sparser the network is, the better the SP-PPP
performs. As shown in Fig. 9 and 10, SP-PPP in NJLATA
does not outperform the other combinations as much as it
does in NSFNET, a sparse network. One reason for this
observation is that, since NJLATA is dense, it is relatively



Primary Protection Path Number of

Path (protected link) Occupied�’s

SP-PP 1-2-3-4 1-6-5-4 6

1-6-2-3-4 (1-2)

SP-PPP 1-2-3-4 1-2-5-4 (2-3) 7

1-2-5-4 (3-4)

1-6-5-4 (1-2)

Greedy- 1-2-3-4 1-6-5-4 (2-3) 6

PPP 1-6-5-4 (3-4)

Table 4: Resource allocation for source destination pair
(1; 4) of network in Fig. 3

easy for a primary path to find backup path(s), and thus
the blocking event is rare in all combinations. Another rea-
son is that the number of hops for a connection setup in
NJLATA is relatively small, so that the difference among
all combinations of protection schemes and implementa-
tions is small.

5. Conclusions

We have introduced a novel protection scheme,
PPP. Moreover, instead of considering traditional static
capacity-efficiency measures for evaluating the efficiency
of protection schemes, we considered a dynamic call-by-
call model. To avoid the complexity of dynamic optimiza-
tion, we presented two heuristics to implementing path
protection and PPP. These approaches, which we termed
greedy and SP, were compared to each other for both path
protection and PPP. We have demonstrated that PPP is su-
perior to path protection and that SP is superior to the
greedy approach. As expected from the fact that PPP is
more general and flexible than path protection, PPP out-
performs path protection in terms of blocking probability.
Moreover, the SP approach performs better than the greedy
approach. It is the dynamic nature of our problem that ren-
ders SP superior to the greedy approach. Indeed, SP em-
phasizes reducing resource use among primary paths, since
their bandwidth cannot be shared. The fact that SP may be
less efficient than the greedy approach in its allocation of
capacity for protection paths is mitigated by the fact that
protection bandwidth can be shared.

The advantages of PPP over path protection have certain
implications in the area of network management. Path pro-
tection only requires that the source and destination node be
aware that a failure occurred somewhere along the primary
path. Localization of the failure is unimportant, since pro-
tection takes place in the same way regardless of where the
failure occurs. Thus, once the protection path has been set
up, the network management does not need to have detailed
knowledge of the nature of the failure to effect protection.
Path protection can then be handled by higher layer mech-

anisms. For link protection, local information is needed
by the nodes adjacent to the failure, but there is no need
to manage protection on a path-by-path basis. Lower lay-
ers can therefore ensure link protection. PPP, on the other
hand, requires on the part of the network management ef-
fecting protection both knowledge of the path and of the
location of the failed link. Our results point to the fact that
visibility by the network management system across layers
may be useful for performing protection efficiently.

There are several further research directions for our
work. One such direction is to consider the case of batch
arrivals rather than dynamic call-by-call arrivals. We ex-
pect that the preferable approach in the static batch case is
to solve some ILP similar to the one set up for our greedy
approach. Comparing the results of the batch case with
those of our dynamic system should yield insight into the
effect of the dynamic assumption upon the effectiveness of
protection schemes. Another area of further research is the
generalization of our PPP algorithm to the case where fail-
ures are localized to segments, possible comprising several
links. Such a generalization would allow us to study the ef-
fect upon blocking probability of different granularities of
failure localization. Path protection can be viewed as the
case where the whole path is a single segment and PPP as
the case where each link is a segment.
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