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Abstract—We attempt to characterize the gain in traffic capacity that
a reconfigurable network offers over a fixed topology network. We define
the gain as the ratio of the maximum offered loads that the two systems
can support for a given blocking probability. We develop a system model
to analytically predict the blocking probability for both the fixed and re-
configurable systems, This model is different from previous models de-
veloped to analyze the blocking probability in WDM networks in that it
accounts for a port limitation at the nodes.

We study high bandwidth calls, where each call requires an entire wave-
length, We find that reconfigurability offers a substantial performance im-
provement, particularly when the number of available wavelengths signif-
icantly exceeds the number of ports per node. In this case, we find that the
gain approaches a factor of 7- over a fixed topology unidirectional ring,

and % over a fixed topology bi-directional ring (where N is the number of
nodes in the ring). We validate our model via simulation, and we find that
it agrees strongly with the simulation results, particularly for a large num-
ber of ports per node. We also obtain upper and lower bounds on capacity
for various ring topologies that give additional insight into the benefits of
configurability.

Keywords—XKeywords: optical networks, WDM, reconfiguration, con-
figurability.

I. INTRODUCTION

E take a preliminary look at reconfigurability in circuit-

switched wavelength division multiplexed (WDM) ring
networks. In WDM networks, the physical topology consists of
passive or configurable optical nodes interconnected with fiber
links. In a fixed topology system, permanent lightpaths are set
up between nodes to construct the logical topology of the net-
work. Traffic is then routed on this fixed logical topology —
the set of lightpaths are maintained regardless whether traffic
is carried on them. In a reconfigurable topology, lightpaths can
be dynamically reconfigured to reflect changes in traffic con-
ditions. A reconfigurable network can thus adapt to changing
traffic patterns.

To get an intuitive feeling for why reconfigurability can be
advantageous, consider four nodes physically connected in a
ring. Assume that each node has one port, that the fiber sup-
ports two wavelengths, Xy and Az, and that a call takes a full
wavelength. A connected, fixed logical topology must take the
form of a unidirectional ring, as pictured on the left in Figure 1.
If a call is in progress from node 1 to node 3, and a call request
arrives from node 2 to node 4, then that request must be blocked
despite the fact that there is sufficient capacity on the fiber.
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Fig. 1. Fixed Versus Reconfigurable Network Idea

In a reconfigurable system, both calls can be supported as
shown on the right in Figure 1. The call between nodes 1 and 3
can be routed without requiring a port at node 2. The concep-
tual idea behind reconfiguration is that reconfiguring the log-
ical topology of a network utilizes available wavelengths on
a fiber without dedicated electronic ports, bypassing the elec-
tronic layer at most intermediate nodes. In the above example,
node 2 was a bottleneck because it had to process the call be-
tween nodes 1 and 3 though that call was not intended for it. By
reconfiguring the topology so that node 1 is directly connected
to node 3 via a wavelength, this bottleneck was alleviated.

An important characterization of reconfigurability is the time
scale in which lightpaths can be changed relative to changes in
the offerred traffic pattern. A slowly reconfigurable network,
tuned on the order of minutes or hours, can expect several new
circuits to be placed and removed in the time required to re-
configure. Such slow reconfiguration is useful for adapting to
predictable variations in the statistics of the offerred traffic. For
example, if it is known that in a nationwide telephone network,
traffic flows more heavily from east to west in the morning and
from west to east in the evening, then the network can reconfig-
ure lightpaths to reflect this. In a simplified sense, an optimized
fixed logical topology can be designed for each variety of of-
ferred traffic statistics, and then the topology can migrate to
the appropriate optimized fixed logical topolgy. Similarly, in
a packet-switched system, the logical topology of the network
can be reconfigured for load balancing. Recently, topology de-
sign and reconfiguration algorithms have been developed for
reducing the electronic processing load in WDM-based packet
networks ( {11, [2], [3], (4], [5D).
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When we speak of reconfigurability in this paper, we assume
that lightpaths can be changed within an acceptable delay at call
setup. This requires the use of tunable lasers and configurable
WDM switches that can be tuned on the order of tenths of a sec-
ond. These physical components are more complex than their
fixed counterparts. Therefore, although it is clear that reconfig-
uration offers a performance benefit, it is important to evaluate
it carefully. In the case of a circuit-switched network, the ben-
efit can be expressed in terms of increased traffic load that the
network can support for a given blocking probability. Hence,
in order to evaluate the benefit of reconfiguration, one must be
able to compute the blocking probabilities for both the fixed
topology and reconfigurable network.

Many researchers have studied blocking probabilities for
circuit-switched WDM networks with or without wavelength
changers ( [6], [7], [8]). Earlier work assumed that wavelengths
are the precious resource in the network. Therefore, in analyz-
ing blocking probabilities, previous researchers assumed that a
call request can be placed in the system if and only if a wave-
length (or a series of wavelengths using wavelength changers)
is available between the source and destination, thus ignoring
the possibility of calls being blocked due to the lack of elec-
tronic resources. However, when considering a multi-hop cir-
cuit switched network, calls can be blocked when lightpaths are
available. A call may be blocked because ports on the source or
destination nodes are occupied or because an intermediate node
has no ports available. In order to analyze the blocking prob-
ability in such a system, a model for blocking probability that
takes both the wavelengths and electronic ports into account
must be developed.

Unfortunately, calculating the blocking probability for a re-
configurable system is complex because, in general, calls are
not electronically processed at every node. Unlike the fixed
topology systems, there is no one-to-one correspondence be-
tween wavelengths on a fiber and node ports. A precise analysis
therefore requires global information about the state of the net-
work, resulting in a computationally intensive and uninsightful
approach.

To avoid maintaining global state information, we develop
a stochastic system model to analytically predict the blocking
probability for both the fixed and reconfigurable systems. This
model is based largely on that introduced by Barry and Hum-
blet [6], which we extend to address a port limitation at the
nodes. We develop an iterative computational method to cal-
culate blocking probabilities in ring networks. We focus on
ring networks because of their simplicity and ubiquity. We val-
idate our model via simulation, and we find that the sustainable
load predicted by our model at low blocking probability agrees
strongly with the simulation results, particularly for a large
number of ports. Finally, we develop upper and lower bounds
for fixed topology, unidirectional rings and for reconfigurable
rings with a large number of wavelengths. These bounds yield
additional insight into the difference between configurable and
fixed topology systems.

0-7803-5880-5/00/$10.00 () 2000 IEEE

1753

II. PHYSICAL ASSUMPTIONS AND TRAFFIC MODEL

Our network consists of N nodes physically located in a ring
and connected by fiber. Each fiber contains W wavelengths and
each node has P electronic ports. Each electronic port consists
of a transmitter and receiver that is tunable to any one of the
W wavelengths. Furthermore, each node has a configurable
WDM switch that can allow each wavelength to either bypass
the node or be processed at a port at that node.

For a fixed topology system, all transmitters and receivers are
fixed tuned to their chosen wavelengths when the system is con-
structed and are never changed. We consider two fixed topol-
ogy systems — the unidirectional and the bidirectional ring
topologies. The fixed topology systems use P wavelengths, all
of which are processed at every node, and the P transceivers at
each node are tuned to the same set of P wavelengths on the
fiber. In the unidirectional ring, P lightpaths are set up between
successive nodes in the ring, all in the same direction. In the
bidirectional ring, % lightpaths are set up between successive
nodes in the ring in each direction. Thus the bidirectional ring
can be considered two unidirectional rings of —‘23 ports, routed
in opposite directions.

For the reconfigurable topology, all unused ports at a node
can be tuned to any unused wavelength in either direction. Fur-
thermore, the WDM switch can be configured dynamically to
have a wavelength either bypass or be processed at the node.
We assume that calls require a full wavelength and that when-
ever a call request arrives, it is placed in the system if at all
possible, provided that existing calls do not have to be rear-
ranged. If a call request cannot be placed given the current
calls in the system, it is blocked and departs from the system.
In a reconfigurable network, calls can be placed in one of two
ways. A call can be placed using a single wavelength from
source to destination provided that one is available. If no sin-
gle wavelength is free, a call can be placed using intermediate
nodes and different wavelengths. In the latter case, the inter-
mediate nodes essentially serve as wavelength changers, with
wavelength changing accomplished via electronic multiplexing
(for the fixed topology system, this is done at every interme-
diate node). Furthermore, when multiple routing options are
available, calls are placed on the shortest path, use the fewest
number of hops on this path, and randomly choose viable wave-
lengths.

Call requests arrive to the system as a Poisson process of
rate Nr,. Each call request has a uniformly distributed source
and destination (different from the source). This is equivalent
to an independent Poisson call request arrival process of rate
N2y between each source-destination pair. Call durations are
exponentially distributed.

III. APPROXIMATE SYSTEM ANALYSIS

A. Stochastic Model Structure

With the given assumptions, the entire system can be rep-
resented as a single, finite, continuous-time Markov chain
where each state represents a particular configuration of calls in
progress around the ring. Though precise, this Markov chain is
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Fig. 2. Port Usage Model

too large to be computationally useful or insightful. We there-
fore develop a stochastic approach for estimating the blocking
probability.

Our analytical approach relies on two main stochastic model
components. The first component models the port usage at the
nodes, and it is used for two purposes. First, it determines the
probability that a source node has a free transmitter, a destina-
tion node has a free receiver, and that any intermediate nodes
used for placing the call have a free transceiver. Second, it
determines an important system parameter used by the second
component, v, the average number of calls sourced by a node.
The second component models the wavelength usage along a
single path through the ring (e.g., one of the two directions
from source to destination). It uses updated information from
the first component to revise estimates of blocking probabili-
ties for calls in the rings. This second component is then used
to update estimates of two rates required by the first component
— the rate at which calls are accepted into the system, r,,, and
the rate at which intermediate nodes are used in the placing of
calls, ;.

Our model can be viewed as a generalization of that in [6]
with which we try to accomplish two things. First, we cap-
ture the effects of a limited number of ports available at each
node to process calls (as a source, destination, or an interme-
diate hop). Second, we construct an iterative computational
method to estimate the blocking probability without requiring
important operating system parameters, such as the average uti-
lization of wavelengths and the average number of hops that a
call takes.

B. Stochastic Model Components

In order to obtain the call blocking probability without re-
sorting to a global Markov chain, we use a number of approxi-
mations. We assume that the number of ports used at a node at
any given time is independent of the number used at the other
nodes. This approximation is used to analytically decouple the
ports at different nodes. We let o be the probability that an arbi-
trary node has no free port available when a call request arrives
to the system, and we assume that it is independent from node
to node.

We estimate « directly from the first model component, the
port usage model. This model component is represented as a
continuous-time Markov chain where the state number equals
the number of busy ports at a node, and there is one such inde-
pendent chain for each node in the system. The model is drawn
for a single node in Figure 2.

The port usage model is parametrized by two Poisson arrival
rates, r, and 75, and an exponential call duration parameter f.
The Poisson processes parametrized by these arrival rates are
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assumed independent. The first arrival rate, ry, represents the
rate of accepting new calls into the system sourced at the given
node. It is important to note that r, is not equal to the offered
traffic per node, r,, since some calls are blocked. The second
arrival rate, 7, represents the rate of accepting new calls into
the system using the given node as an intermediate hop in plac-
ing calls.

Then a is the probability of being in state P, where all ports
are busy, and is given by the well-known Erlang B formula.
Gl

Pl

= (emy
Z,‘.—_o g_‘:;l—)-

In addition to determining «, we use this port model to es-
timate vy, the average number of active calls sourced at a node
in equilibrium. Denoting the steady state probabilities of the
Markov chain by {pk}f=0,

[2]
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Note that v equals the average state number of the Markov
chain weighted by the fraction of ports used for sourcing a call.
Next, ignoring the port usage in the system, we want to
model the wavelength usage when an arbitrary call request ar-
rives. We use the local stochastic model defined in [6], albeit
with a slight modification. This second stochastic component
models the wavelength usage along a single possible path from
source to destination. We will use this component, along with
the estimates of -y and a, to estimate the probability that a new
call can be routed from source to destination either directly on
an unused wavelength or by using intermediate nodes to change
wavelengths. Based on these blocking probabilities, we will
update the estimates of r, and r; used in the first component.
We formally define the second component model, the wave-
length usage model, along a single possible route from source
node 0 to destination node L as follows, where A represents an
arbitrary wavelength:
1. All events on different wavelengths are statistically indepen-
dent.
2. The marginal probability that A is used on a link is p.
3. Given the state of link 7 — 1, i.e., whether A is used on link
i — 1, the state of link 1 is statistically independent of the states
oflinks 1,2,...,i — 2.
4. Given that X is used on hop ¢ — 1, we assume that the call
on A terminates at node ¢ with probability P;. Otherwise, it
continues on the same wavelength.
5. If A is not used on hop ¢ — 1, then a new call is sourced at
node i on A with probability P,.
6. If A is used on hop i — 1 and the call using A on hop¢ — 1
terminates at node %, then a new call is sourced at node 7 on A
with probability P,.
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We have changed the wavelength model defined in [6] in as-
sumption 2, where previously it was assumed that all wave-
lengths were used with probability P, on the first link.

C. Calculating the Blocking Probability

Assuming a source and destination have a free port to place
a call on a path through the ring, we use our second component
model to estimate the blocking probability for a call request of
path length L along a single path (possibly one of two in a bidi-
rectional system). For the fixed topology systems, where all P
usable wavelengths are processed at every node and thus every
intermediate node will be used in placing a call, the probability
that a call of path length 1 will be blocked due to a wavelength
limitation is the probability that all wavelengths are used on the
first hop,

Pix (1) =p%.

Define Pey (z|z — 1) as the probability that all wavelengths on
link ¢ are being used given that at least one wavelength is free
on link ¢ — 1. Similarly, Pgp (Z) is the probability that all wave-
lengths on link 7 are being used, and Py (;) = 1—Pgy (). Fi-
nally, Pgy (7,7 — 1) is the probability that all wavelengths are
used on both links ¢ and ¢ — 1. Then from Bayes’ rule and
elementary probability,

Prun (7= 1) - Paan (7 = I) =Ppun (i) — Prun (6,4 — 1)..
Prun (3, — 1) =P (i]i = 1) - P (i = 1)

We determine these probabilities from our second stage model.
In particular,

Pan (1 —1) =1- v,
Prun (i) =p",
Prn (6 — 1) =p¥,
Pa (i)i — 1) =1 - B+ RR)Y.

This yields

Pen (i)i = 1) =1 -

Finally, noting that Pry (|7 — 1,7 — 2) = Py (i[z — 1) we
find for L > 1 that

L
Pﬁx,l (L) =1- Pfu]l (T) . prun (Zl;-——l)

i=2

=1-(1-p%)

W1 _ _ whyqL-1
S(IIETELES. 3]

p¥(1~-(1-B+RAP)Y)
1-p%W ’

The three parameters p, P, and B in (1) are defined above for
the second component model. The parameter p is called the
wavelength utilization, and it represents the fraction of time a
wavelength is used. P, represents the probability that a call is
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sourced at a node on a wavelength given that the wavelength
would otherwise not be used on the following link (given by 5
and 6 in the model definition). P, represents the probability that
a call terminates at each successive node and is closely related
to the average path length of calls in the system.

Based on these interpretations, we set the required param-
eters as follows. I is the average path length of an accepted
call and is initialized to % for a unidirectional ring and % for
a bidirectional ring. L is later updated based on the estimated
call blocking probabilities. Then,

_NyL _ L
P=NwW = w @
1
H"‘E", (3)
P = 7 @)

T A-pW+pWR'

The approximation in (2) is justified by noting that (NyL) is
the average number of link wavelengths busy carrying calls in
the system, while (NW) is the total number of link wave-
lengths available. This relation must be used with care dur-
ing the numerical iteration before an accurate estimate of 7 is
available, but this is handled by restricting p to lie between
0 and 1. The parameter P, in (3) is set so that the average
path length of a call in progress is approximately L. The pa-
rameter B, in (4) is set by noting that, on average, (1 — p)W
wavelengths are unused on the link prior to an arbitrary node,
while pW B, calls terminate at the node. Therefore, we can set
v=F((1-pW + pWh).

The single path blocking probability for the reconfigurable
system is more complex than that of the fixed topology system
because calls in progress do not require many, if any, intermedi-
ate hops. Therefore, unlike the fixed topology systems, a busy
wavelength on link ¢ does not necessarily mean a port is used
at node 7 for that call. Furthermore, an unused wavelength on
link ¢ does not necessarily mean that node ¢ has a free port to
process a new call.

One way to determine if it is possible to place a call in a re-
configurable system is to progress serially from source to desti-
nation, using the model to keep track of which wavelengths are
used on successive links and using « to determine if switching
wavelengths is possible at an intermediate node. To simplify
the analysis and to simplify the estimation of how many inter-
mediate hops are required to place a call, we assume

Pre:,l (T'i" - 1) = Prec,l (2|T) ) &)

where Prc,1 (i[i — 1) estimates the probability that a call of
path length ¢ will be blocked on this path due to a wavelength
and intermediate node port limitation given that a call of path
length ¢ — 1 will not be blocked. Herein we have assumed that
the statistics of links 4 — 1 and ¢, conditioned on being able to
route a call a distance ¢ — 1, are identical to those of links 1 and
2, conditioned on being able to route a call over link 1.

Based on this assumption and the wavelength usage model,
we derive the blocking probability as a function of call path
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length for the reconfigurable system. We define Prc,; (L) as
the probability that a call of path length L on a particular path
will be blocked given that both the source and destination have
a free port when the call request arrives. Then

Preea (1) = p%. (6)

Once we have calculated P 1 (2), then from Bayes’ rule and
elementary probability,

7y o Free,1 (2) = Free1 (1)
Prec,l (2l1) = l.ﬂcll—Precl(;; .

Then using (5),
Prec,l (L) = Prec,l (L - 1)
+(1 = Prec,1 (L~ 1)) - P (LIZ=T)
=Prec,1 (1) (1 = Prec1 (2]T))F1

L-2
+Prec,t (2]T) - Y (1 = Peca (2[T)).

=0

So we need only calculate Pr,1 (2) and use assumption (5)
to determine Py (L) for all call path lengths L > 2. We
determine Py (2) directly.

For the following discussion, in deriving Prc,1 (2), define
the state of the network as the set of wavelengths used on links
1 and 2, as well as whether node 1 has a free port. Then parti-
tion the set of network states into the following three mutually
exclusive and collectively exhaustive sets. Set S; is the set of
network states where all wavelengths are busy on link 1, all
wavelengths are busy on link 2, or both. Set S, is the set of
network states where no single wavelength route is available, a
route using two different wavelengths is available, but node 1
does not have a free port. The network state is in Sz if and only
if every wavelength is used on either link 1 or link 2, there is
at least one unused wavelength on link 1, there is at least one
unused wavelength on link 2, and node 1 has no free port. Set
S3 is the set of states where a call can be routed to node 2 either
on a single wavelength or on two different wavelengths using
node 1 as an intermediate hop.

The probability that the network state is in any of these sets
can be found using our second component model and elemen-
tary probability. The call will be blocked if and only if the
network state is in set S; or set Ss.

Prob(&1) = p% - (2~ ((1 = R) + AR)Y).
Prob(Sz) = a((p+ (1~ p)Pa)

+(p(1 ~ B+ RR)Y - 2p%).
Prec,3 (2) = Prob(S;) + Prob(Sz).

Using the fact that p = p(1 — P+ AP,) + (1 — p) Py, we find

Prcs (2) = ¥ - (a (1 +G - 1)Pn) "

+(1~-a) (2 -(1- (% - 1)P,.)W)). %)

Finally, for the reconfigurable, bidirectional ring system, we
have two possible routes from a given source node to a given
destination node. If one possible route has path length L, then
the other possible route has path length N — L. Since a pair
of free ports at the source and destination can be used to place
calls in either direction in a reconfigurable ring, the blocking
probability for a call of path length L, conditioned on having a
pair of free ports, is

Pmc,z (L) = Plec,l (L) ’ Prcc,l (N - L)'

From these equations we can estimate the net blocking prob-
ability averaged over call path lengths and both possible routes
for the systems. Conditioned on having a free port at the source
and the destination,

L N
Pxp = Vo1 ; Paxa (D),
; N

Precz = 55— ; Prec,1 (1) * Proc,y (N = 1)..

The form of the net blocking probability for the fixed topol-
ogy, bidirectional system, Pjy 2, differs from that of the recon-
figurable system, Pr 2, because a single port can be used in
either direction for the reconfigurable system but not for the
fixed topology system. PFgx 2 can be expressed under various
conditioning assumptions, e.g., by assuming ports are available
at the source and destination on the shortest path, but we omit
such expressions for brevity.

Finally we give the update equations for the parameters re-
quired by the first stage model. We estimate the rate of placing
new calls into the system, r,, as follows. The probability that
both the source and destination each have a free port available
when a call request arrives is (1 — a)2. For the fixed topology
unidirectional ring, the fraction of these calls that can then be
placed is (1 — Pgx,1), and thus

T =To(l — a)2(1 — Pyx,1)-

The rate r, is updated similarly for the other two systems. For
all three systems,

N-1
re= Y rupisi. ®
=2

In (8), p; is the probability that a call has path length I. This
distribution of accepted call lengths is derived directly from
the blocking probabilities and is used to estimate L. The pa-
rameter §; is the average number of intermediate hops used in
placing a call of path length /. For the fixed topology systems,
357 = (I — 1). For the reconfigurable system, 3j is estimated
using assumption (5) and then counting the average number of
intermediate nodes required to place a call of path fength [. Our
estimate results in 357 o< (I — 1), but we omit the derivation for
brevity.
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Fig. 3. A Class of Birth-Death Chains

IV. BOUNDS ON PERFORMANCE

In this section we develop upper and lower bounds on block-
ing probability. For most bounds we will use one core method
— we will refer to this as the dominated rates technique. Con-
sider a class of finite-state birth-death Markov chains with non-
negative birth rates r = {ry,rg,...,rkg} but fixed relative
death rates p; = ju, as in Figure 3. Both p and the maxi-
mum state number K are fixed for the class, and we assume
that # > 0. Note that we include cases where any (or even all)
of the state birth rates equal 0. We denote by X the average
state number for a particular member of this class, as calcu-
lated by the appropriate steady state probabilities. Note that the
steady state probabilities always exist since u > 0. Consider
two members of this class denoted by their birth rate vectors ry
and rp. Provided ry > rp componentwise, it is easy to show
that X, > X,.

Indeed, assume r, > r, componentwise. Denote by
CDFx(z) the complementary distribution function of a ran-
dom variable X, so CDFx(z) = Prob(X > z). Then the
conclusion will follow when we prove that CDFx o(z) >
CDFx(z) V = since X = fooo CDF(z)dz for any non-
negative random variable. Assume that r, > 7, > 0 com-
ponentwise. The latter strict inequality assumption is easily
relaxed in the following proof.

Denote the steady state probabilities for the two member
chains by {ps,.} and {p,p}. From the partial balance equa-
tions between states = and z + 1, we know

Case 2 of 2: If py 2 > pg b, then (10) implies

Pja>pip Vi >z,

K K
= Z Pja > Z Pjb; 5

j=z-+1 Jj=z+1

or, in other symbols, CDFx ,(z) > CDFx,;(z).

When we relax the condition that r., > 0, we need only re-
define the top indices in the above summations. We have thus
shown that X, > X, whenever r, > rp,.

We can now use Little’s Law to relate the time-average ac-
cepted arrival rate, 7y, and the average state number, X, by
X = If-'ﬂ Using this technique, we can derive bounds on the
blocking probability since Ppjock = 1 —

Finally, we introduce notation for the Erlang B formula. De-
fine forallz >0, P=1,2,.

@”

P
P (z)
2i=0 51

Note that Pyjock MM/ is continuous and increasing in x for all
fixed P.

Potock Mmpp(2) =

A. Lower Bound for Fixed Topology, Unidirectional Ring

Poiock is the blocking probability for all calls in the ring.
We use symmetry arguments to equate Pyjocx With the blocking
probability for calls that cross an arbitrary but fixed link, say
link 7. Using the dominated rates technique, we then prove
the intuitive statement that the blocking probability for calls
crossing link ¢ is lower bounded by the blocking probability for
these calls when no other calls are in the system. Without these
other calls, a call request that crosses link ¢ will be blocked if
and only if it is blocked on link ¢. The offered load to link
i in the unidirectional ring is 7, - i;'-, and in this case link ¢
behaves exactly as an M /M /P/P queue. To demonstrate the

Pza _ Tzbp _Pzb dominated rates technique explicitly, consider a Markov chain
P+l Tz,a DPz+1b corresponding to link 7, which has P + 1 states, within the class
< Pab Pab_ g €0, K - 1], ©) of Markov chains with K = P. The state number cox_'responds
Dzl to the number of calls currently supported on the link. The
Pz o Pztla arrival rate for each state equals the rate of placing new calls
- 10 . . X
= Pzb p,_H b Voelo, K -1 (1) using the link, and this rate is bounded by the offered load to
. i N
From (9) Pia < Pib Vi<a zel0,K-1, the link, o - %-. Therefore,
Pz,a  Pzp
z i Potock>Phi k,M/M/P/P(
= Z]—Op.ha < ZJ—Op],b Vzelo,K—1]. an oc| ocl p
Pz,a Pz,b
B. Upper Bound for Fixed Topology, Unidirectional Ring
Case 1 of 2: If pz,a £ pzp then (11) implies We again use the dominated rates technique, but this time we
' bound the accepted call arrival rate as a function of the number
of calls active in the system. We thus take a global view and
z T . . .
Z < Z ) consider a global Markov chain rather than one corresponding
~ Pja > — Bjpbs to a particular link. The Markov chain class is defined by p and
= = K = NP, since we could conceivably simultaneously hold P
= CDFx,q(z) 2 CDFx p(z)- calls of length one for each node in the system.
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We note here that this birth-death Markov chain precisely
represents the system model, and this can be rigorously justi-
fied as follows. Consider a Markov chain with one unique state
corresponding to every unique configuration of active calls in
the system. Group these states into sets that correspond to the
same number of active calls z in the system and write the global
balance equations corresponding to each of these sets. There
will be an associated accepted call rate r; for each of these
macrostates. Furthermore, 7z min < Tz < Tz max, Where rz min
and 7 max are the minimum and maximum accepted call rate,
respectively, amongst the microstates with exactly z calls in
progress [9, Ch.3, App.A].

Now let z be the number of calls in progress in the ring. If
z < P, then any arriving call request can be accepted since
every node and link necessarily has room for at least one call.
Thus r, = Nr, whenever z < P. Now note that we can
simply set 7, = 0 whenever 2 > P to obtain a bound on the
performance. Indeed in this case we can see that the bounded
Markov chain precisely represents an M /M /P/P queue with
arrival rate Nr,. We have thus found that

Nro)'
I

C. Bounds for the Reconfigurable Topology, Bidirectional Ring

Potock <Potock /e (

Here we develop bounds by assuming that calls are never
blocked due to a wavelength limitation. With N nodes and
P ports per node, this requires W > N - P wavelengths be
available.

We begin by developing a lower bound similar to that de-
rived for the fixed topology, unidirectional ring. Pyjock is the
blocking probability for calls in the ring. By symmetry, Pyock
is the blocking probability for all calls destined to a particu-
lar destination node D. Pyjock is lower bounded by the block-
ing probability of calls destined for D when no other calls are
in the system. This simplified system behaves exactly as an
M /M /P[P queue with offered load r,. Specifically,

T
PblockZPbIock,MIMIP/P(i)'

This argument is rigorously justified using the same technique
of dominated accepted call rates, where {r;} < r, componen-
twise.

We can derive a similar upper bound. The blocking prob-
ability for an arbitrary source-destination pair (S, D) is the
probability that an arriving call request (S, D) is blocked at
the source, blocked at the destination, or both. Then

Poiock = Prob(blocked at S U blocked at D)
< Prob(blocked at S) + Prob(blocked at D)

r
< 2Pblock,wwm=(i) .

Rigorous justification of the latter inequality is straightforward
but omitted for brevity.

At low blocking probability (e.g., Poiock = 0.01) these two
bounds are very close to one another for P > 2 and reasonably
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close when P = 2. This allows us to approximate the large
W reconfigurable system as a single M/M/P/P queue, and this
behavior is well-understood. We are able to obtain much tighter
bounds for P = 1, but these are omitted for brevity.

D. Comparing the Bounds

We have been able to develop bounds strictly in terms of
an M /M [P/ P queue with different offered rates but the same
call termination rates. The blocking probability of such an
M /M / P/ P queue is an increasing function of the offered rate,
so this is a particularly nice way to compare the performance of
the various topologies. As throughout the paper, performance
is measured in terms of offered load at a fixed blocking proba-
bility. A potential source of confusion is that a lower bound on
blocking probability is equivalent to an upper bound on 7, at a
fixed Pyjock-

Recall that we define the gain as the ratio of offerred loads
supported by two systems at the same blocking probability.
Using the bounds we developed, the gain of a bidirectional
reconfigurable system relative to a unidirectional fixed topol-
ogy system is upper bounded by N. This is independent of
the number of ports P and of the blocking probability Ppjock.
Because the upper bound for the reconfigurable topology was
developed for large W, a gain of N is more optimistic when
W < N . P. The large wavelength gain is lower bounded by
about % since the two bounds for the reconfigurable system are
close at low blocking probability. As mentioned above, much
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tighter bounds can be developed for the reconfigurable system
when P = 1, yielding a much better theoretical estimate of the
gain.

V. RESULTS AND DISCUSSION

We simulated both fixed topology systems and found that the
model calculations agree very closely with simulation when
P > 1 and are slightly optimistic when P = 1. In Figure 4
we present four curves for the fixed topology, unidirectional
system with N = 10 at a fixed blocking probability of 0.01.
The curves specify the offerred load supported per node at
Pyiock = 0.01 as a function of the number of ports per node,
P. The four curves correspond to the analytical model predic-
tion from Section III-C, simulation, and the lower and upper
bounds from Sections IV-A and IV-B.

In Figure 5 we present three corresponding curves for the
large W reconfigurable system at the same fixed blocking prob-
ability. The derived bounds are very close for all P at low
blocking probability. Since our model prediction lies between
the relatively tight upper and lower bounds, we did not simulate
the reconfigurable topology.

‘We find remarkable agreement between our model predic-
tions, simulation, and the analytical bounds. In all three sys-
tems, the size of the ring IV has little impact on the accuracy of
the model or the bounds.

Our main results are plotted in Figures 6 and 7. We plot the
gain of the reconfigurable system over the bidirectional system

0-7803-5880-5/00/$10.00 (c) 2000 IEEE

10, Large W Upper Bound
15 L i i

1759

o
51L
7
[
Gain
51
4
3 N=10, W/P=12
N=10, W/P=2
21
N=10, W/P=1, X ) N
) 10 20 30 4 50 60
Ports per Node P

Fig. 6. Gain for N=10, Pb =0.01

for N = 10 and for N = 100 nodes at a blocking probability of
Poiock = 0.01. The gain is plotted as a function of the number
of ports per node P, and the curves are parametrized by the
fraction of excess wavelengths available relative to the number
of ports, i.e., % is constant as P is varied. As expected, the
gain increases (to a limit) as % increases.

Though not presented graphically, we find that without the
wavelength limitation for the reconfigurable system (that is,
when W > N . P), the gain of the reconfigurable system
over the fixed topology, unidirectional ring is approximately
—12! when P > 1. The gain is slightly smaller when P = 1.
Similarly, the gain over a bidirectional, fixed topology ring is
approximately 1—;’-. This linear relationship between the gains
and N is quite insensitive to N.

There is an intuitive explanation for this gain relationship.
In a reconfigurable system with large W, the scarce system re-
sources are the IV - P ports. A call requires one full port, an
output port at the source and an input port at the destination. In
a fixed topology system, since there is a one-to-one relationship
between usable wavelengths and node ports, the scarce system
resources are the NV - P usable wavelengths on the links. Since
the average call length in a unidirectional system is %, a call
requires % times the resources in this fixed topology. Similarly,
since the average call length in a bidirectional system is %—, a
call requires % times the resources in this fixed topology.
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Focusing next on systems where W = P, we see that the
gain of a reconfigurable system becomes relatively small as the
number of ports per node, P, increases. This is a result of in-
creased link utilization due to decreased statistical variation. At
Ppiock = 0.01, the gain is about 1.5 (a 50% increase in capacity)
for large P, for both N = 10 and N = 100 nodes.

V1. CONCLUSION

This paper presents a new analytical model for blocking
probability in circuit-switched WDM ring networks in order to
quantify the benefits of configurability. We verify the accuracy
of our model via simulation as well as a number of upper and
lower bounds. Our model predicts a significant increase in net-
work capacity, particularly when there are more wavelengths
than electronic ports per node. The latter case is likely to be-
come prevalent as WDM systems with more and more wave-
lengths are being deployed. Hence, we conclude that a con-
figurable WDM network can offer a significant performance
benefit.

The work in this paper is preliminary. We believe that our
stochastic model can be extended to more general topologies
and traffic patterns, though the analysis will be complicated
without a regular topological structure.
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