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Abstract—We develop load balancing algorithms for WDM-based packet networks in which the average traffic between nodes is dynamically changing. In WDM-based packet networks, routers are connected to each other using wavelengths (lightpaths) to form a logical network topology. This logical topology may be reconfigured by rearranging the lightpaths connecting the routers. The goal of our load balancing algorithms is to minimize network delay by reconfiguring the logical topology. Since delay becomes unbounded as the load approaches the link capacity, delay is usually dominated by the most heavily loaded link. Therefore, our algorithms attempt to minimize the maximum link load.

Even when traffic is static, deriving the optimal logical topology for a given traffic pattern is known to be NP-complete. Previous work on reconfiguration proposed heuristic algorithms to determine the “best” logical topology for the given traffic pattern and migrated to that topology using a series of reconfiguration steps. However, when traffic patterns are changing rapidly, reconfiguring the full network with every change in the traffic may be extremely disruptive.

In this paper, we develop iterative reconfiguration algorithms for load balancing that track rapid changes in the traffic patterns. At each reconfiguration step, our algorithms make only a small change to the network topology, hence, minimizing the disruption to the network. We study the performance of our algorithms under several dynamic traffic scenarios and show that our algorithms perform near optimally.
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I. INTRODUCTION

WAVELNGTH Division Multiplexing (WDM) allows the enormous capacity of optical fiber to be utilized by transmitting multiple signals, distinguished by their wavelength, on a single fiber. Each wavelength (channel) operates at peak electronic speeds providing a capacity of 1 to 10 Gbps per channel. Many commercial systems that achieve 32 to 40 wavelengths per fiber have already been developed and systems employing nearly 100 wavelengths are forthcoming.

In metropolitan and wide area networks, most connections are multihop, i.e., most of the traffic is processed by intermediate electronic routers between the source and destination [1], [2]. Currently, WDM systems are still limited by costs of electronic components. Electronically processing each wavelength at each network node is prohibitively expensive as well as inefficient since much of the traffic traveling through a node may be destined for a downstream node. Optical Add/Drop Multiplexers (ADMs) and cross-connects may be used to allow individual wavelength signals to be either dropped to the electronic routers at each node or to pass through the node optically.

The passive or configurable optical nodes and their fiber connections constitute the physical topology of the network. The logical topology describes the lightpaths between the electronic routers and is determined by the configuration of the optical ADMs and transmitters and receivers on each node. Configurable components allow the logical topology of the network to be reconfigured. This capability can be used to reduce the traffic load on the electronic routers in accordance with the traffic pattern. Consider, for example, the traffic matrix shown in Figure 1, in which a four node network has 1/4 units of traffic between nodes $i$ and $(i+3) \mod 4$. In Figure 2, we consider routing this traffic on a unidirectional ring physical topology with four nodes connected in the clockwise direction. In Figure 2(a), the logical topology is also configured in the clockwise direction. With this configuration, each logical link has a load of 3/4 units. However, by reconfiguring the logical topology to a counter-clockwise ring as shown in Figure 2(b), the logical link load can be reduced by a factor of 3. This reconfiguration reduces the amount of traffic that must be processed by each electronic router and hence the queuing delay.

In this work we develop reconfiguration algorithms to reduce the maximum link load in the network. We consider an $N$ node network with an arbitrary but connected physical topology. Each node is assumed to have a small
number, $P$, of transceiver ports. We assume that the number of wavelengths is unlimited and thus every virtual topology with $P$ ports per node can be realized. Clearly, at most $W = PN$ wavelengths are needed to realize any possible logical topology. The exact number of wavelengths that are needed to implement a particular virtual topology depends on the physical topology of the network and can be much smaller than $PN$ through wavelength reuse. In [3] the impact of restricting the number of available wavelengths is examined on networks with ring physical topologies.

The problem of determining the optimal logical topology in order to minimize the maximum link load consists of two subproblems: (1) the lightpath connectivity problem and (2) the traffic routing problem. In order to achieve the optimal topology, the two problems must be solved jointly. However, the topology design problem itself is NP-complete [4], thus typically the two problems are solved separately [5]. If each node is only equipped with a single transceiver port, $P = 1$, only a single path exists between each pair of nodes, thus there is no routing problem. In the case of multiple transceivers per node, flow deviation methods [6] can be used to find the optimal routing that minimizes the maximum link load for a given topology configuration. For simplicity, however, we focus on minimum hop routing. In addition to simplicity, minimum hop routing is attractive because it minimizes the total network load and is commonly used by network protocols.

As network traffic changes with time, the optimal logical topology varies as well. Although it is possible to implement any logical topology on our physical topology, changing the logical topology can be disruptive to the network since the traffic at each node must be buffered or re-routed while the topology is being reconfigured. With present day technology, transceivers and ADMs can be reconfigured in a few milliseconds (ms), therefore we expect the process of reconfiguration to take on the order of 10's of ms. At a gigabit per second rates, this delay corresponds to tens of megabits of traffic that must be re-routed or buffered at each node that is reconfigured. It is therefore important to reconfigure the network in a manner that limits the network disruption. Labourdette and Acampora [7] have suggested strategies to move from the current logical topology to the optimal logical configuration in small steps (branch exchange sequences) in order to reduce the impact on the network during reconfiguration. However, this approach results in a multi-step reconfiguration process that can take a long time and lead to topologies that are obsole-lete by the end of the process due to continually changing traffic patterns. Furthermore, intermediate reconfiguration steps may result in a temporarily disconnected network. For these reasons, it has been suggested that network reconfiguration should be utilized sparingly, perhaps only a few times a day. Rouskas and Ammar [8] have examined policies that reconfigure the network only when the benefits of reconfiguration outweigh the costs of reconfiguration. Tradeoffs between the costs and benefits of reconfiguration have also been addressed for single-hop broadcast Local Area Networks with slowly tunable receivers where reconfiguration is used to balance the load among the wavelengths [9], [10].

In this paper, we examine a multi-hop network reconfiguration strategy that makes a small change to the logical topology at regular intervals in order to reduce the network load. The small changes in the topology limit the disruption to the network allowing reconfiguration to be employed more often. Network reconfigurations at regu-
lar intervals allow the logical topology to track changes in traffic patterns. We show that our reconfiguration algorithm achieves performance improvements that are very close to optimal in the case of dynamic traffic. When traffic is static, the optimization steps, which are performed at regular intervals, converge to a locally optimal maximum load that is often very close to the global optimum.

II. TRAFFIC MODELS

In this study, we assume that the traffic matrix specifying the traffic between each pair of nodes at a given time is known. We first describe static traffic models and then present a simple model to emulate time variation. For an \( N \) node network, let \( T \) be an \( N \times N \) traffic matrix, where each entry \( T_{i,j} \) represents the average rate of traffic from source node \( i \) to destination node \( j \). Define \( S = \sum_{i,j} T_{i,j} \) as a normalized traffic matrix, i.e., \( S \) is normalized to have total traffic \( \sum_{i,j} S_{i,j} = 1 \). Each entry \( S_{i,j} \) represents the portion of the total traffic that is between nodes \( i \) and \( j \). For load balancing, it is the relative traffic between pairs of nodes rather than the absolute traffic that is important.

The benefits provided by reconfiguration are inherently dependent on the traffic in the network. Consider, for example, a network in which each node has a single transceiver and that all logical topologies must be connected. If the traffic is all-to-all and uniform, i.e., \( S_{i,j} = \frac{1}{N(N-1)} \) for all \( i \neq j \), then the maximum link load is independent of the choice of logical topology and reconfiguration provides no benefits. If, however, the traffic pattern forms a ring (ring traffic is described in greater detail below), as shown in Figure 1, then the best topology, Figure 2 (b), results in a maximum link load of \( \frac{1}{N} \) whereas the worst case topology, Figure 2 (a), results in a maximum link load of \( \frac{N-1}{N} \). In this case, reconfiguration has the potential of reducing the maximum load by a factor of \( N - 1 \). More practical traffic models, such as those described below, lead to more limited reconfiguration gains.

We evaluate our algorithms utilizing three random traffic models. Similar traffic models were also used in [11], [5]. The resulting random matrices are normalized to have total traffic equal to 1 as described above.

1. i.i.d.: In this random traffic model, the traffic between each pair of nodes is independent and identically distributed (i.i.d.) with a uniform distribution between 0 and 1.

2. Clustered: In a traffic cluster, significant proportions of the traffic flow from a single source to multiple destinations or from multiple sources to a single destination. This type of traffic is representative of a file server model in which there are large flows from the file server to several users and also of a data collection model where there are large flows from several sites to a processor node. Alternatively, if the network nodes are aggregation points, clustered traffic is quite natural. In a clustered traffic matrix, the average traffic within a cluster is greater than the traffic between non-cluster connections by some factor. Multiple simultaneous clusters may coexist within a traffic matrix.

A specific example of clustered traffic will be given in Section III-B.

3. Ring: Ring traffic is formed by selecting a random ordering of the network nodes \( i_1, i_2, \ldots, i_N, \) and generating uniform traffic between nodes \( i_j \) and \( i_{(j+1) \mod N} \). All other entries in the traffic matrix are zero. Although this traffic model is less realistic than the preceding models, it demonstrates the potential of reconfiguration.

We expect larger performance improvements from reconfiguration as the traffic becomes more structured. Under the i.i.d. traffic model, reconfiguration provides a small benefit, as the traffic between all source and destination pairs is uncorrelated. Larger improvements are expected for clustered traffic, especially as the cluster loading factor increases. For clustered and ring traffic, the traffic has a structure that can be exploited by an appropriate choice of the logical topology.

Let \( S(t) \) denote the traffic matrix at time \( t \). To model the dynamic nature of the traffic, we assume that two traffic matrices separated by time \( \Delta \) are uncorrelated. The traffic matrix, \( S(n \Delta) \), is independently generated for each \( n \in \mathbb{Z} \) using the traffic models described above. We then assume that the traffic evolves linearly from traffic pattern \( S((n-1) \Delta) \) to traffic pattern \( S(n \Delta) \) in \( K \) steps. Furthermore, we assume that the traffic is constant in between linear interpolation steps, i.e., the traffic is constant for intervals of size \( \delta = \Delta / K \). Formally,

\[
S((n-1)\Delta + k\delta) = S((n-1)\Delta) + \frac{k[S(n\Delta) - S((n-1)\Delta)]}{K},
\]

for \( 0 \leq k \leq K \) and

\[
S((n-1)\Delta + k\delta + \tau) = S((n-1)\Delta + k\delta),
\]

for \( 0 \leq \tau < \delta \). In this model, the traffic between each pair of nodes as a function of time is piecewise constant, taking \( K \) steps to move from the traffic load at time \( (n-1)\Delta \) to the traffic load at time \( n\Delta \).

The normalized traffic matrix \( S \) represents the shape of the traffic pattern. We assume that all links have equal capacity of \( C \). As the link load approaches the link capacity, delay becomes unbounded. Therefore, the traffic that can be supported by the network is limited by the maximally loaded link. Let \( l_{\max}(S, \theta) \) be the maximum link load under configuration \( \theta \) and traffic pattern \( S \). Then the link utilization on the maximally loaded link is \( \frac{l_{\max}(S, \theta)}{C} \). If, for example, we require a maximum utilization of 90% in order to limit delay, the largest traffic matrix with shape \( S \) that can be supported under configuration \( \theta \) is \( \frac{0.9C}{l_{\max}(S, \theta)} \). Reconfiguring the logical topology and reducing the maximum link load increases the amount of traffic with shape \( S \) that can be supported or equivalently reduces queuing delay.
In the absence of reconfiguration, the logical topology is a fixed configuration, \( \theta_0 \). The optimal topology configuration, for a given traffic pattern, is the topology \( \theta_{opt}(S) = \arg \min_\theta \lambda_{max}(S, \theta) \) that minimizes the maximum link load. To characterize the benefits of reconfiguration, we calculate the reduction in maximum link load
\[
\gamma_{opt}(S) = \frac{\lambda_{max}(S, \theta_{opt})}{\lambda_{max}(S, \theta_{0})}
\]
achieved by optimally reconfiguring the logical topology. We can similarly define the load reduction for alternative (suboptimal) reconfiguration algorithms.

III. CASE 1: SINGLE TRANSCEIVER PER NODE

We begin by considering reconfiguration for a network in which each node is equipped with a single transmitter and receiver. Maintaining a connected logical topology ensures that a call (or a set of calls) can be continually supported. Corresponds to air routes in the logical topology that form unidirectional rings. In this case, the determination of the optimal topology, i.e., the logical topology that minimizes the maximum link load, is simplified by the fact that there is only a single route between each pair of nodes and thus the routing problem is eliminated and only the connectivity problem remains.

For an \( N \) node network, there are \( (N - 1)! \) possible logical ring topologies. The optimal topology may be determined through an exhaustive search. However, this is impractical for large \( N \). Since the connectivity problem is NP-complete (reduces to the Optimal Linear Arrangement problem) [4], a number of heuristic approaches have been developed to provide near-optimal logical topologies with low computational complexity [11]. Most of these heuristics are designed to directly compute the “optimized” configuration for a static traffic matrix. In contrast, we develop gradient search algorithms for optimizing the logical topology in the presence of dynamically changing traffic. These approaches can be used to obtain near-optimal logical topologies when traffic is static.

Since gradient search methods often lead to locally optimal rather than globally optimal solutions, prior approaches have included simulated annealing and gradient search algorithms employing multiple starting points [11], [13] to escape local minima. These approaches, however, are extremely computationally intensive and may not be useful when tracking dynamic traffic patterns.

A. Local Exchanges

The algorithm we propose is an iterative local search algorithm which starts with a given topology and makes small "local" changes to the topology that reduce the load on the most heavily loaded link. Local search algorithms have been shown to produce good results for many combinatorial optimization algorithms [14].

Let \( \Theta \) denote the set of all possible logical topologies and let \( \theta \in \Theta \) be a particular logical topology. Then we can define a neighborhood as a mapping, for each logical topology \( \theta \in \Theta \) to a set \( N(\theta) \) of logical topologies that are "close" in some sense to logical topology \( \theta \). At each iteration, a local search algorithm allows the logical topology \( \theta_n \) to change to a logical topology within its neighborhood, \( \theta_{n+1} \in N(\theta_n) \). The crux of the local search algorithm is to determine a "good" exchange neighborhood. In our problem, we shall see that there is a very natural choice for the exchange neighborhood since our goals are to maximize the reduction in maximum flow while minimizing network disruption.

Shown in Figure 3 are several approaches that may be used to define neighborhoods for a ring logical topology. The first three approaches are based on moving network nodes. The first method, node swap, exchanges the locations of any two nodes in the ring. There are \( \binom{N}{2} \) ways to select which nodes to swap and the resulting change can affect more than four links in the network. The second method, a neighboring node exchange, reverses the order of two neighboring nodes. There are \( N \) possible neighboring pairs that can be exchanged and each change disrupts three links. Alternatively, one might consider moving one node to a new location in the ring, i.e., a node insertion.

This method yields a neighborhood of size \( N(N - 2) \) and also disrupts three links with each change. The next two methods view changing the network by moving network links rather than nodes. The first method, the 2-branch exchange, selects two links and exchanges their destinations. Unfortunately, a 2-branch exchange in a unidirectional ring results in a disconnected logical topology. The final method we consider, a 3-branch exchange, selects three links numbered 1, 2, and 3, in the order that they appear in the ring and connects the source of link 1 to the destination of link 2, the source of link 2 to the destination of link 3, and the source of link 3 to the destination of link 1. This 3-branch exchange leads to an exchange neighborhood of size \( \binom{N}{3} \) where each network change disrupts three links. It can be shown that the 3-branch exchange always maintains ring connectivity. Furthermore, retaining ring connectivity requires reconfiguring a minimum of three links with each network change. Since the 3-branch exchange provides the maximum flexibility for modifying the logical topology \( \binom{N}{3} \) choices, while simultaneously minimizing the network disruption, we utilize the 3-branch exchange as our local exchange algorithm.

In Section III-B below, we examine the performance characteristics of the 3-branch exchange algorithm on a static traffic matrix. When the traffic is constant, multiple iterations of the 3-branch exchange algorithm will converge to a local minimum. An advantage of this approach under static traffic is that at each iteration, the network topology is improved while the disruption to the network is minimized. The method provides a natural way of migrating to a locally optimal topology. In Section III-C, we apply the algorithm to our dynamic traffic model.
iteration of the algorithm, i.e., a single 3-branch exchange, is executed at each interval $\delta$ in Equation (1).

B. Static Traffic Performance Results

We evaluate the performance of our algorithm on a network with $N = 10$ nodes. Random traffic matrices are generated according to the traffic models described in Section II. The clustered traffic matrix is generated by taking a random i.i.d. traffic matrix, where each entry is i.i.d. and uniformly distributed, and weighting the traffic between nodes in a cluster by a cluster loading factor $\beta$. The cluster nodes are selected randomly. In the simulations of a 10 node network, we assume two non-overlapping clusters of 5 nodes. In the first cluster, a single source node is sending high volume of traffic to 4 destinations and in the second cluster, a single destination node is receiving high volume traffic from 4 sources. Note that a cluster of size 10 corresponds to a node sending (receiving) large amounts of traffic to (from) all other nodes. In this case, the traffic for the egress (ingress) node is similar to uniform all-to-all traffic and thus all connectivity patterns for the egress (ingress) node result in comparable performance. Clusters of size 2 are used in the ring traffic model. The cluster loading factor $\beta$ is assumed to be 20. Larger cluster loading factors result in greater reconfiguration benefits whereas a cluster loading factor of $\beta = 1$ is equivalent to i.i.d. traffic.

Since traffic is static, reconfiguration at regular intervals permits multiple local exchanges to be executed with one exchange at each iteration. For a given static traffic matrix, the steepest descent algorithm proceeds as follows:

**Step 1:** Start with arbitrary initial topology, i.e., ring ordering.

**Step 2:** Search all $\left( ^{N}C_{3} \right)$ 3-branch exchanges to determine which 3-branch exchange maximally reduces the maximum link load.

**Step 3:** If the best 3-branch exchange reduces the maximum link load, implement the change and goto Step 2, otherwise the algorithm has converged to a local optimum.

For networks of size $N \geq 5$, there exist traffic matrices and initial configurations for which the 3-branch exchange steepest descent algorithm converges to a point that is not globally optimal. For small values of $N$ ($N = 10$ included), we can determine the optimal configuration by computing the maximum flow under all possible configurations via exhaustive search. We can then compare the performance of the 3-branch exchange and optimal reconfiguration strategies in terms of the reduction in maximum link load relative to a fixed configuration. Since the traffic is randomly generated, the fixed logical topology, $\theta_{\text{fix}}$, may be any arbitrary ring ordering, without loss of generality. Define $\theta_{\text{fix}}(S)$ as the optimum configuration determined by the 3-branch exchange steepest descent algorithm. Then the reduction in maximum link load
load achieved by using the 3-branch exchange algorithm is
\[ \gamma_{3\text{-br}}(S_i) = \frac{\log(S_i, \theta_{3\text{-br}}) - \log(S_i, \theta_{\text{opt}})}{\log(S_i, \theta_{\text{opt}})} \].

Figure 4 shows the maximum link load reduction as a function of the i-th random traffic pattern. The 3-branch exchange steepest descent algorithm performance is compared to optimal reconfiguration for the i.i.d., clustered, and ring traffic models. Table I shows the average maximum link load reduction \( \gamma \) averaged over 1000 random traffic matrices for both the optimal and 3-branch exchange reconfiguration algorithms. For both the i.i.d. and clustered traffic models, the 3-branch exchange algorithm performs very close to optimal. As expected, reconfiguration results in larger performance improvements in the case of clustered traffic. For ring traffic, both the 3-branch exchange and optimal reconfiguration strategies produce very significant improvements. This traffic model highlights the limitations of the 3-branch exchange algorithm relative to optimal reconfiguration. However, this traffic model is not very realistic, and even in this case the 3-branch exchange algorithm provides significant improvements over a fixed topology. One method of escaping local minima in a gradient descent algorithm is to utilize several initial starting configurations [11, 14]. The results for ring traffic indicate that when network traffic is static, it may be advantageous to compute the globally optimal configuration to determine if the network should be moved from the locally optimal solution.

<table>
<thead>
<tr>
<th>Traffic model</th>
<th>3-branch exchange</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>i.i.d.</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>Clustered</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Ring</td>
<td>0.61</td>
<td>0.80</td>
</tr>
</tbody>
</table>

The convergence properties of the 3-branch exchange algorithm are reported in Table II. Through simulations we determine the percentage of time the algorithm converges to the optimal solution. We also compute the average and maximum number of iterations the algorithm takes to converge. Although the 3-branch exchange algorithm does not always converge to the global optimal, simulations show that for a 10 node network, 98% of the local minima are within 2% of the global minimum under i.i.d. traffic and 99% of the local minima are within 1.5% of the global minimum under clustered traffic.

C. Dynamic Traffic Performance Results

If significant changes in the traffic patterns are occurring very rapidly, frequent full-network reconfigurations to the optimal topology may excessively disrupt traffic while infrequent reconfigurations may result in out-dated configuration patterns and suboptimal loading conditions. A Dynamic Single-Step Optimization (DSSO) algorithm that
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**Fig. 4.** Reduction in maximum link load achieved via reconfiguration using a 3-branch exchange steepest descent algorithm on a network with \( N = 10 \) nodes and \( P = 1 \) port per node.
Table II

Convergence properties of 3-branch exchange algorithm

<table>
<thead>
<tr>
<th>Traffic model</th>
<th>I.i.d.</th>
<th>Clustered</th>
<th>Ring</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Convergence to optimal</td>
<td>53.5</td>
<td>66.2</td>
<td>10.4</td>
</tr>
<tr>
<td>Avg. iters to converge</td>
<td>4.7</td>
<td>4.9</td>
<td>2.4</td>
</tr>
<tr>
<td>Max. iters to converge</td>
<td>10</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

implements a single 3-branch exchange at regular intervals provides a natural method of reducing the network disruption while tracking the optimal configuration pattern.

To evaluate the performance of this algorithm, we utilize the dynamic traffic model described in Section II where the traffic matrix evolves from one independent traffic pattern to another in K steps. At each of the K steps, we implement the 3-branch exchange that maximally reduces the maximum link flow. Smaller values of K correspond to sampling the time-varying traffic patterns more coarsely which forces the 3-branch exchange to converge to a local optimum. Our results for static traffic patterns showed that on average 4.8 iterations were needed to converge to a local optimum for a randomly selected traffic matrix. Therefore we expect that if K > 5, the 3-branch exchange should be able to closely track the optimal configuration. When K = 1, the traffic pattern is uncorrelated at each time step and we expect the performance of a single optimization step to be more limited. By varying the number of steps between independent traffic conditions, K, we measure the ability of the DSSO algorithm to track random traffic fluctuations.

Consider a scenario where the traffic matrix evolves from one independent traffic matrix to another in 10 seconds. A value of K = 10 corresponds to sampling the time-varying traffic matrix once each 10 seconds. At each sample time, a 3-branch exchange is implemented. Our traffic model assumes that the traffic is constant between sampling intervals, thus, for K = 10, the traffic matrix changes once each second. For K = 5 the traffic matrix changes once every two seconds, but each change is twice as large. In Figure 5, the reduction in maximum link load achieved by the optimal configuration strategy $\gamma_{opt}(S_t)$ and by the DSSO algorithm $\gamma_{DSSO}(S_t)$ are shown for several values of K. When K = 10, the DSSO algorithm closely tracks the optimal configuration. Figure 6 shows the time average reduction in maximum link load as a function of K. The DSSO algorithm provides significant reductions in maximum link load over fixed configuration systems even when K = 1 and a single 3-branch exchange must accommodate a complete change in the traffic pattern.

Figure 5. Reduction in maximum link load achieved with DSSO algorithm and optimal reconfiguration strategies under dynamic traffic on a network with N = 10 nodes and P = 1 port per node.

IV. CASE II: MULTIPLE TRANSCEIVERS PER NODE

In a network consisting of nodes equipped with multiple transceiver ports, multiple (multihop) paths exist between each source and destination pair. Therefore the optimal logical topology for load balancing is a function of both the lightpath connectivity and traffic routing. An optimal solution requires jointly solving the connectivity and routing problems. However, since the problem is difficult to solve jointly, most approaches, including ours, separate the two problems. We focus on solving the connectivity problem, which for a network with N nodes and P transceivers per node consists of the order of $(N!)^P$ possible logical topologies. Although optimal routing to minimize maximum flow can be achieved through flow de-
The size of the connectivity problem prohibits an exhaustive search to determine the optimal logical topology. Therefore we compare our algorithm's performance to lower bounds on the minimum maximum flow. These bounds are similar to those derived in [5]. In a network with \( N \) nodes and \( P \) ports there are \( PN \) one hop connections, \( P^2N \) two hop connections, etc. Using linear programming techniques, we can determine the \( PN \) connections that carry the largest amount of traffic in a single hop, given the port restrictions. Thus a lower bound on the total carried traffic, \( \tau \), may be computed by assuming that the corresponding \( PN \) traffic elements are carried in one hop, the next \( P^2N \) largest traffic elements are carried in two hops, etc. Ideally, this total traffic could be divided evenly among the \( PN \) links, yielding the lower bound:

\[
l_{\text{max}} \geq \frac{\tau}{PN}.
\]

Next, we note that minimum hop routing does not bifurcate the traffic. Thus, the maximum traffic element, \( \max_{i,j} S_{i,j} \), must traverse a single link. Furthermore, the total traffic leaving or entering a single node is at best divided evenly among \( P \) links, producing a second lower bound:

\[
l_{\text{max}} \geq \max\left(\frac{\max_{i,j} S_{i,j}}{P}, \frac{\sum_j S_{i,j}}{P}, \frac{\sum_i S_{i,j}}{P}\right).
\]

The lower bounds on maximum flow, denoted LB, are used to calculate upper bounds on the maximum reduction in link load, \( \gamma(\mathcal{S}) = \frac{l_{\text{max}}(\mathcal{S},\mathcal{S}_0) - \text{LB}(\mathcal{S})}{l_{\text{max}}(\mathcal{S},\mathcal{S}_0)} \).

With multiple transceivers per node, the minimum network change that retains connectivity is a 2-branch exchange. However, not all 2-branch exchanges maintain connectivity. The following algorithm for selecting 2-branch exchanges is utilized to ensure network connectivity. First the initial configuration is assumed to be connected. Next only vertex disjoint branches, lightpaths which do not share a common vertex, are exchangeable. This ensures that all ports are always utilized. Since exchanging non vertex disjoint branches may result in a connection between a transmitter and receiver on the same node. Finally, alternate routes for lightpaths that are removed are verified in the new configuration using, for example, a shortest path routing algorithm. Branch exchange methods have been applied previously to a number of topological problems including topology design for static traffic conditions [15], [16]. In this work, we utilize branch exchange methods in a dynamic algorithm and evaluate the algorithm's capabilities under time-varying traffic.

The 2-branch exchange is used to implement a Dynamic Single Step Optimization (DSSO) algorithm for dynamic...
traffic. The dynamic traffic matrix, as described in Section II, evolves in $K$ steps from one independent traffic matrix to another. At each step, the 2-branch exchange that maximally reduces maximum flow while retaining network connectivity is implemented. For clustered traffic, each independent matrix is constructed with two randomly located clusters of size 5 and with a loading factor of $\beta = 60$. A larger value of $\beta$ is utilized for the multiple port per node case since an exhaustive search for the optimal topology is too computationally intensive and the upper bound becomes tighter as the traffic within the clusters becomes more dominant. Algorithm performance is examined for a network with 10 nodes and 2 transceiver ports per node.

In Figure 7, we show the reduction in maximum link load achieved by the DSSO algorithm, $\gamma_{DSSO}$ for several values of $K$ and compare this to the upper bound on maximum load reduction $\gamma_{UB}$ as a function of time. We also illustrate the performance of the lightpath connectivity algorithm proposed by Labourdette and Acampora [5] which executes a full network reconfiguration at each step. The algorithm in [5] uses a linear program to determine the lightpath connectivity pattern that carries the largest amount of single hop traffic and improves the connectivity pattern using a sequence of 2-branch exchanges. We implemented the lightpath connectivity algorithm of [5] and show its performance in Figures 7 and 8, where it is referred to as 'Full reconfiguration'.

We assume in Figure 7 that the traffic moves from one independent traffic matrix to another in 20 seconds. Thus, the DSSO algorithm implements a 2-branch exchange once every $20/K$ seconds. The DSSO algorithm provides a significant reduction in maximum link load over fixed configuration systems under both i.i.d. and clustered traffic models. Note that in the case of clustered traffic and $K = 20$, the DSSO algorithm performance approaches the upper bound, whereas for i.i.d. traffic the upper bound predicts significantly larger reductions. This effect is due to the tightness of the upper bound. For clustered traffic, the second lower bound provides a better approximation to the maximum achievable link load reduction since the maximum link load is dominated by the heaviest traffic flows and most congested nodes. For i.i.d. traffic, the bounds are not as tight. Comparisons of the upper bounds to optimal load reduction in the case of 1 port per node verify that the bounds are not tight, and are extremely optimistic for the case of i.i.d. traffic. For both i.i.d. and clustered traffic, we find that the performance of the DSSO algorithm, which executes a single 2-branch exchange at each iteration, is very close to the performance of the Labourdette and Acampora algorithm [5] which requires a full network reconfiguration at each step. Since both the DSSO algorithms and the full network reconfiguration algorithms are suboptimal configuration strategies, we see that the DSSO algorithm actually performs better than the full network reconfiguration algorithm in many cases. Figure 8 illustrates the time average reduction in maximum link load achieved by the DSSO algorithm as a function of $K$.

V. CONCLUSIONS

We developed and analyzed a reconfiguration strategy where small local changes to the network are applied at regular intervals. This strategy minimizes the network disruption at each iteration while allowing the logical topology to track changes in traffic conditions. This reconfiguration approach was shown to provide significant and near optimal reduction in maximum link load.

In situations where the traffic pattern is static or extremely slowly varying, the gradient descent algorithms
may settle at a logical topology that is locally but not globally optimal. In this case, it may be useful to augment our approach with infrequent full network reconfigurations to the globally optimal topology. A method of effectively combining the two approaches is an area for future work.

In this work we assume that the number of wavelengths is unlimited and thus every virtual topology with $P$ ports per node can be realized. Clearly, at most $W = PN$ wavelengths are needed to realize any possible logical topology. In [3] examine the restrictions imposed by constraining the number of available wavelengths. We show that significant reductions in network load are achievable even when the number of available wavelengths is much smaller than $PN$.

Although the proposed reconfiguration algorithm limits the number of nodes reconfigured at each iteration, the process of reconfiguration may still result in network disruption. Clearly when network tuning and switching delays are small relative to the time between reconfigurations, this disruption will have minimal impact on network performance. It would be interesting to study the impact of the reconfiguration process when tuning delays are more significant.
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