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Uncertainty-aware Safe Exploratory Planning using Gaussian Process and Neural Control Contraction Metric

A car needs to safely explore the environment 
to learn the effect of different terrains (in 

different colors) on its dynamics. The light blue 
regions are pools that the car should avoid.

Motivating Example

Problem setup

Safe exploration algorithm and results

Dynamics:

𝑓 and 𝐵 are known, while 𝑑 is unknown.

The agent gets a noisy observation of 𝑑(x) after 
visiting the state x.

The goal is to safely collect observations and learn 

an estimate መ𝑑 of the function 𝑑 from the 

observations such that the estimation error || መ𝑑(x)
- 𝑑 x || ≤ 𝜓𝑡ℎ for all x.

Gaussian process regression

Theorem 1 (Sample complexity): A bound on the number of required samples 

around a point x such that || መ𝑑(x) - 𝑑 x || ≤ 𝜓 with a high probability.

Learning-based tracking controller

A controller is learned based on the current መ𝑑 and certified by a contraction metric.
Theorem 3 (Bound on the tracking error): The learned controller can track any 
reference trajectory x∗(𝑡). Let the actual trajectory be x(𝑡). Then the tracking error 
is bounded as

The precomputed tracking error can be used to 
ensure the planned path be safe.
The agent collects more and more data and updates 

the estimate መ𝑑.
The collected data reduces the estimation error 𝜓
and the tracking error, and in turn makes more 
region safe to explore.

Project Homepage: https://realm.mit.edu/L4DC2021


