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Abstract

In this thesis, we consider a number of problems in the areas of machine vision and learning. Our results take steps towards understanding the computational and information complexity of problems in areas such as machine vision and signal processing. In the first part of the thesis, we study problems concerning computational requirements/limitations in machine vision. We first consider relationships between variational methods and discrete Markov random field formulations for the problem of image restoration and segmentation. Several discrete formulations are presented which correctly approximate the continuous segmentation problem. The results for the segmentation problem lead us to consider a question concerning the computation of the length of a digitized contour. It is shown that for a particular model of parallel computation, length cannot be computed locally with a rectangular digitization, but can be computed locally using a random tessellation and an appropriate deterministic one. Finally, we study the complexity of model based recognition and show that certain formulations of model based recognition are NP-complete.

In the second part of the thesis, we study a number of extensions to models in machine learning with a view towards obtaining information complexity results applicable to areas such as machine vision and signal processing. We first consider extensions to the Probably Approximately Correct (PAC) learning model, including learning over a class of distributions, active learning, and learning with generalized samples. We study a particular application of learning with generalized samples to a problem of reconstructing a curve by counting intersections with straight lines. Our results refine a classical result from stochastic geometry. Finally, we consider a problem concerning the classification of an unknown probability measure from empirical data. Using large deviations techniques, we simplify and extend previous results on classifying the mean of a random variable. We also study the much more general case of classifying the measure itself, and consider applications to density estimation and the problem of order determination of a Markov chain.
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Chapter 1

Introduction

In this thesis, we consider a variety of problems in the areas of machine vision and machine learning. The underlying goal motivating our choice of problems is to take steps towards understanding the computational and information complexity of new classes of problems — particularly those arising in vision. There has been a tremendous amount of work done in the area of machine vision (for example, see the annual reviews by Rosenfeld [103, 104]). However, comparatively little work has been done on understanding the computational or information requirements/limitations of vision tasks.

The first part of the thesis (Chapters 2 through 4) deals with questions related to computational limitations. Chapters 2 through 3 concern variational and Markov random field (MRF) approaches to problems in early vision which have been a subject of great interest recently. We focus on a particular problem of image restoration and segmentation, but our methodology and results are suggestive of the types of questions that should be considered for other early vision problems using variational or MRF formulations. In Chapter 4, we consider the complexity of model based recognition, an approach which has been widely considered for later stages of vision. Again, our results are suggestive of the types of questions that should be considered for other approaches to the problem of object recognition.

The second part of the thesis (Chapters 5 through 9) deals with various extensions to models in machine learning. Standard approaches in estimation theory, signal processing, information theory, etc., are not applicable to most vision tasks due to the complex and highly nonlinear nature of the observations and objects to be reconstructed/estimated. Thus, there is little theoretical machinery available to address questions concerning the amount of data required to adequately perform a
particular vision task. There has been a great deal of work done in the area of machine learning on what is known as the Probably Approximately Correct (PAC) learning model. In Chapters 5 through 7, we study some extensions of the PAC model with a view towards extending the domain of applicability of this model. In Chapters 8 and 9, we study a different type of inference problem (or "learning model") from empirical data. We feel that this approach may be further extended and related to other learning approaches. Our results on both learning models are of interest in themselves, but it is hoped that they also serve as step towards developing machinery to answer questions of information complexity for a much broader range of problems, such as those arising in vision.

In the remainder of this chapter, we first briefly discuss the general areas considered in the thesis. Section 1.1 is related to the material in Chapters 2 through 3, Section 1.2 to the material in Chapter 4, Section 1.3 to the material in Chapters 5 through 7, and Section 1.4 to the material in Chapters 8 and 9. In Section 1.5, we describe the organization of the thesis and (very briefly) the main contributions in each of the chapters.

1.1 Variational and Markov Random Field Methods in Machine Vision

Recently, many problems in early vision have been formulated using variational approaches (e.g., see [82]). These variational methods are appealing for a number of reasons. The terms in the cost function are intuitively plausible and correspond in a natural way to constraints generally expected to be present in the environment (for example certain invariants and/or smoothness). Also, these methods provide a unifying approach to the wide variety of early vision tasks, and in fact suggest ways in which various early vision modules might be fused. Finally, it is possible to analyze certain problems (such as for segmentation) to obtain properties of the solutions provided by these variational approaches.

In practice, these variational methods are generally implemented using finite-difference-like approximations with discrete versions of the cost function defined on digitized domains. Interestingly, the resulting discrete problems are closely related to Markov random field (MRF) models, which are conceptually and computationally appealing. In fact, for many problems the MRF formulation is the starting point from
which a variational principle on a continuous domain can be deduced if necessary.

A continuous formulation is useful for a number of reasons. For example, it may be easier to impose or identify certain constraints such as invariance under arbitrary rotations and translations. Also, analytical techniques can be more readily applied to derive properties of the continuous formulation. However, since analytic solutions are not generally available, the problem must eventually be digitized to obtain numerical solutions. The discrete problem has the advantages of being more directly amenable to computer implementations, particularly with parallel algorithms or hardware. Also, as mentioned above, the probabilistic interpretation in terms of MRF’s is conceptually appealing.

A natural question is whether these discrete formulations are in fact approximations of the continuous formulations in the sense that solutions to the discrete problems are close to solutions of the continuous problem as the lattice spacing tends to zero. This question is important if one wants to guarantee that the advantages of the continuous formulations are retained, at least approximately, by solving the discrete problem. Hence, for these reasons, our criteria for considering a discrete formulation to be an “approximation” to a continuous problem is not whether the cost functions are approximations of one another in the usual sense, but, rather, whether the solutions provided by the two problems (i.e., the minimizers of the cost functions) are approximations of one another.

We consider these questions of suitable discrete approximations for a particular formulation for image restoration and segmentation. Various discrete formulations in terms of MRF’s were studied by Geman and Geman [46], Marroquin [81] and others. A variational approach to the problem was proposed by Mumford and Shah in [88] (see also Blake and Zisserman [22, 23]). It appears that the standard discrete formulations used do not properly approximate the continuous problem. We study some discrete formulations for which we prove desirable convergence properties in the continuum limit. Motivated by our results for the segmentation problem, we then study questions on whether the length of a curve can be computed locally from discrete approximations.

1.2 Model Based Recognition

Many tasks of perceptual information processing that are easy and natural for humans appear to be much harder for machines. For example, although locating an object
such as a pen on a table appears to us an easy task, it requires the ability to identify all possible shapes of pens as such, and is difficult to implement in a machine. These difficulties can be avoided in many computer vision applications that take place in a controlled environment. In these cases it is assumed that the objects of interest can be modeled and catalogued in a library. The problem of model based recognition can be informally described in the following way: given a library of modeled objects and a set of sensed data, identify and locate the objects from the library that are present in the data.

Reviews of the extensive literature on model based recognition in computer vision can be found in [19, 21, 26]; more recent studies include [48, 49, 74, 123]. The standard computational approach is to represent the modeled objects and the data in terms of discrete features so that the recognition can be solved as a search problem. These results indicate that by applying rigidity constraints in various ways, model based recognition can be efficiently applied to recognize a small number of object even from partial views and in the presence of non-malicious noise. The relevant complexity parameter in such cases is the number of features that comprise each object.

The generic model based recognition problem that we consider is noise free and assumes no occlusion. We analyze the case in which objects are represented by a small number of features. The relevant complexity parameter in this case is the number of objects. Instead of analyzing the performance of specific algorithms, our approach is to apply techniques from complexity theory to identify cases in which model based recognition appears to be inherently difficult. Specifically, we show that the problem is NP-complete, and thus, its complexity (modulo standard complexity assumptions, i.e., \( P \neq NP \)) is super-polynomial in the size of the library.

Proving that a problem is NP-complete is a common technique in complexity analysis for identifying the problem as intrinsically difficult. In a (well defined) sense, an NP-complete problem is the most difficult problem in the class NP, which includes many difficult problems such as the traveling salesman. However, an NP-complete problem is not completely unapproachable; a standard method for coping with such problems is to identify easily solved sub-problems. In the case of model based recognition this might correspond to exploiting additional structure of the modeled objects and the way they are viewed. The negative results that we provide can be used to determine constraints that may simplify the problem of model based recognition. For more information on the theory of NP-complete problems see [44]. For applications of NP-completeness results to vision tasks see [64, 117].
1.3 Formal Models for Machine Learning

In defining a formal model for learning, one needs to provide precise specifications for the concepts being learned, the information gathering mechanisms, and the performance criteria. A number of different models have been studied by varying one or more of the features above. For example, Gold [47] considered a model known as "identification in the limit" (referring to the performance criterion), which has been studied extensively in the context of language learning. Another interesting class of leaning models which has been considered is known as mistake bound (or on-line) learning [78, 79].

We will focus on a learning model popularized by the work of Valiant [118] which he referred to as "distribution-free learning" (referring to an aspect of the performance criteria). This model is also known as the "probably approximately correct" (or PAC) learning model (referring to a different aspect of the performance criteria). A more general model (ignoring computational complexity requirements) was studied independently by Vapnik [121], and fundamental results related to this framework have been obtained in the probability and statistics literature [119, 120, 36, 94]. A very general formulation for PAC learning was presented by Haussler [55, 56]. There has been a tremendous amount of work done on analyzing and extending the original model. Most of the variations retain the PAC criterion, and so we use the term "PAC learning" to refer to the original model and its variants.

In the PAC model, the learner attempts to approximate a function unknown to him, but chosen from a known class of functions. The data available to the learner consists of random samples of the unknown function. After seeing some bounded number of samples, the learner is required to produce a hypothesis which with high probability is close to the true function (hence the name "probably approximately correct"). Precise definitions for this learning model are provided in Chapter 5.

One goal of studying such a formal framework is to be able to characterize in a precise sense the tractability of learning problems. That is, to address questions concerning the amount of data required to learn a particular concept. We feel that this general paradigm may be extended to help provide results on the information complexity for a wide range of problems in areas such as machine vision, system identification, and signal/image processing. We consider some extensions of the PAC learning framework with a view towards extending the domain of applicability to such areas.
1.4 Classifying Probability Measures from Empirical Data

In [28], Cover presented some interesting results concerning the type of information that can be extracted about the mean of an unknown random variable from a sequence of i.i.d. samples. Kopelowitz [66] extended and refined some of Cover's results. The problem considered in [28, 66] can be stated as follows. Given a sequence of i.i.d. samples of an unknown random variable, we wish to decide whether the mean of the random variable is in a particular set or its complement. It is required that we eventually stop making incorrect decisions as long as the true mean is not in some set of measure zero.

This problem is interesting since the type of information to be extracted differs from the usual objective in estimation/statistics, and cannot be directly obtained from the usual convergence results on empirical means (e.g., Chebycheff bounds or laws of large numbers). The success criteria is also highly reminiscent of an "identification in the limit" criteria used in machine learning [47].

We extend some results of [28, 66], and study a much more general framework. We feel that the framework discussed may have connections with other learning paradigms, and it may be possible to further extend the framework to apply to a much broader class of problems.

1.5 Contributions and Organization of Thesis

The remainder of this thesis is organized as follows. In Chapter 2, we first describe the variational method for image segmentation, and discuss some useful results from geometric measure theory. We then derive a number of properties of Minkowski content. These are used to show that a new discrete formulation that we present appropriately approximates the continuous formulation. We then present two other discrete approximations which also correctly approximate the continuous segmentation problem. The proofs of convergence for these methods are much simpler, and they may also lead to more efficient implementations.

A problem suggested by these discrete approximations is discussed in Chapter 3. This problem concerns the local versus global nature of computing the length of a curve from discrete approximations. We define a particular model for parallel computation, and following definitions of Minsky and Papert [84] (see also [1]), we
1.5. **CONTRIBUTIONS AND ORGANIZATION OF THESIS**

consider notions of local and non-local computation for this model. We show that for the usual rectangular digitizations, length cannot be computed locally, but that using appropriate random or deterministic digitizations, the length of line segments can be computed locally.

In Chapter 4, we consider the computational complexity for the problem of model matching in object recognition. We show that certain formulations of model matching are NP-complete, so that without further restrictions this approach to object recognition is computationally difficult.

Starting in Chapter 5, we turn our attention to some problems in machine learning. After introducing the PAC learning model, we derive some new results on the relationships between the metric entropy of a concept class with respect to various distributions and its VC dimension. We then prove some partial results regarding learnability for a class of distributions which give some indication of whether prior knowledge of the distribution helps in terms of learnability. Our results suggest that a substantial amount of prior knowledge regarding the distribution is required before this prior information impacts learnability.

In Chapter 6, we study the question of how much oracles can help the learnability of a concept class. Specifically, we consider the effect of allowing access to an oracle capable of answering arbitrary binary valued queries. We show that, surprisingly, for both fixed distribution and distribution-free cases, the set of learnable concept classes is not enlarged by allowing active learning, although the sample complexity can be reduced.

In Chapter 7, we consider an extension of the PAC learning model which allows the use of more general types of samples. This extension substantially increases the range of problems to which the PAC learning framework can be applied. We consider a specific application to a problem of reconstructing a curve by counting intersections with straight lines. Our results refine a classical result from stochastic geometry.

In Chapters 8 and 9, we consider a problem involving classifying probability measures from empirical data. Our results greatly extend previous results on problems of this type. The model we consider is a kind of generalization to an identification in the limit criterion, and may be applicable to more standard learning formulations.

At the end of Chapters 2 through 9 we discuss a number of open problems and directions to pursue which are directly related to the content of the particular chapter. In Chapter 10, we discuss a number of potential research directions of a more general nature. Some of the directions we discuss are relatively independent of the work.
presented in the thesis, but concern ideas which arose during the course of this work. Other directions concern extensions of or connections between various parts of the thesis.
Chapter 2

Convergent Discrete Approximations to a Variational Method for Image Segmentation

2.1 Variational and Markov Random Field Methods for Image Segmentation

A variational approach to the problem of restoring and segmenting an image degraded by noise was recently proposed by Mumford and Shah in [88] (see also Blake and Zisserman [22, 23]). The method involves minimizing a cost functional over a space of boundaries with suitably smooth functions within the boundaries. Specifically, if $g$ represents the observed image defined on $\Omega \subset \mathbb{R}^2$, then a reconstructed image $f$ and its associated edges $\Gamma$ are found by minimizing

$$E(f, \Gamma) = c_1 \iint_{\Omega} (f - g)^2 \, dx \, dy + c_2 \iint_{\Omega \setminus \Gamma} \| \nabla f \|^2 \, dx \, dy + c_3 L(\Gamma)$$  \hspace{1cm} (2.1)

where $c_1, c_2, c_3$ are constants and $L(\Gamma)$ denotes the length of $\Gamma$. An interesting special case of this problem is obtained if $f$ is restricted to be constant within connected components of $\Omega \setminus \Gamma$. In this case, the optimal value of $f$ on a connected component of $\Omega \setminus \Gamma$ is simply the mean of $g$ over the connected component. Hence, the solution
depends only on $\Gamma$ and is obtained by minimizing

$$E(\Gamma) = c_1 \sum_{i=1}^{k} \int_{\Omega_i} (g - \bar{g}_i)^2 \, dx \, dy + c_3 L(\Gamma)$$

(2.2)

where $\Omega_1, \ldots, \Omega_k$ are the connected components of $\Omega \setminus \Gamma$, and $\bar{g}_i$ is the mean of $g$ over $\Omega_i$.

Discrete versions of these problems have also been proposed [23, 88]. In these discrete problems, the original image $g$ is defined on a subset of the lattice $\frac{1}{n} \mathbb{Z}^2$ with lattice spacing $\frac{1}{n}$. The reconstructed image $f$ is defined on the same lattice, while the boundary $\Gamma$ consists of a subset of line segments joining neighboring points of the dual lattice. For the discrete problem, $f$ and $\Gamma$ are found by minimizing

$$E(f, \Gamma) = c_1 \sum_{i \in \Omega} \frac{1}{n^2} (f_i - g_i)^2 + c_2 \sum_{i \neq i' \text{ adjacent}, i' \cap \Gamma = \emptyset} (f_i - f_{i'})^2 + c_3 L(\Gamma)$$

(2.3)

Similar discrete problems arise in the context of using Markov random fields for problems in vision as proposed by Geman and Geman [46] and studied by Marroquin [81] and others.

The continuous formulation has some distinct advantages over the discrete formulation. For example, the continuous problem is invariant under arbitrary rotations and translations. Also, results from the calculus of variations can be applied in the continuous case. In fact, such methods have yielded interesting results concerning the properties of the minimizing $f$ and $\Gamma$ [89, 108, 122]. However, since analytic solutions are not available, the problem must eventually be digitized to obtain numerical solutions. The discrete problem has the advantages of being more directly amenable to computer implementations, particularly with parallel algorithms or hardware.

A desirable property of any discrete version of a continuous problem would be for solutions of the discrete problem to converge to solutions of the continuous problem in the continuum limit. In the examples above, one would like convergence of the discrete solutions as the lattice spacing tends to zero. It seems that this is not the case for the problems as defined above. Specifically, in Section 2.4 we present an example for which there is evidence indicating that solutions to the discrete problem fail to converge to a solution of the continuous problem. In this chapter, we consider formulations involving modifications to both the cost functional and the discretization procedure for which we can ensure convergence in the continuum limit. We consider
three discrete approximations and prove some desirable convergence results for these methods. For the cost functional, we propose the use of different penalty terms for the boundaries instead of Hausdorff measure which has been previously used [4, 5, 96]. For the discretization procedure, we consider only digitizing the boundary. The observed and reconstructed images are still defined on continuous domains.

In Section 2.2, we introduce some preliminary definitions and results from geometric measure theory, and in Section 2.3 some additional properties of Minkowski content are derived. Section 2.4 contains results on the application of these ideas to the variational formulation of the segmentation problem.

2.2 Metrics and Measures on the Space of Boundaries

In this section, we introduce a variety of notions useful in dealing with the 'boundaries' or 'edges' of an image. The 'image' is usually a real valued function defined on a bounded open set \( \Omega \subset \mathbb{R}^2 \), although some of the results consider the more general case of \( \Omega \subset \mathbb{R}^n \). A boundary generally refers to a closed subset of \( \overline{\Omega} \). However, sometimes the boundary may be restricted to have certain additional properties such as having a finite number of connected components. A topology on the space of boundaries is required for the notion of convergence, and a measure of the 'cost' of a boundary is required for the variational problem.

For \( A \subset \mathbb{R}^n \), the \( \delta \)-neighborhood of \( A \) will be denoted by \( A^{(\delta)} \) and is defined as

\[
A^{(\delta)} = \{ x \in \mathbb{R}^n : \inf_{y \in A} |x - y| < \delta \}
\]

The notion of distance between boundaries which we will use is the Hausdorff metric \( d_H(\cdot, \cdot) \) defined as

\[
d_H(A_1, A_2) = \inf\{ \rho : A_1 \subset A_2^{(\rho)} \text{ and } A_2 \subset A_1^{(\rho)} \}
\]

It is elementary to show that \( d_H(\cdot, \cdot) \) is in fact a metric on the space of all non-empty compact subsets of \( \mathbb{R}^n \). An important property of this metric is that it induces a topology which makes the space of boundaries compact.

**Theorem 2.1** Let \( C \) be an infinite collection of non-empty closed subsets of a bounded closed set \( \overline{\Omega} \). Then there exists a sequence \( \{ \Gamma_n \} \) of distinct sets of \( C \) and a non-empty
closed set $\Gamma \subset \overline{\Omega}$ such that $\Gamma_n \rightarrow \Gamma$ in the Hausdorff metric.

**Proof:** See [41], Theorem 3.16.

For the 'cost' of a boundary, the usual notion of length cannot be applied to highly irregular boundaries. Hence a measure on the space of boundaries which generalizes the usual notion of length is desired. A variety of such measures for subsets of $\mathbb{R}^n$ have been investigated. (e.g., see [42]). Perhaps the most widely used and studied are Hausdorff measures [41, 42, 102].

For a non-empty subset $A$ of $\mathbb{R}^n$, the diameter of $A$ is defined by $|A| = \sup \{ |x - y| : x, y \in A \}$. Let

$$\omega_s = \frac{\Gamma(\frac{1}{2}s)}{\Gamma(\frac{s}{2} + 1)}$$

where $\Gamma(\cdot)$ is the usual Gamma function. For integer values of $s$, $\omega_s$ is the volume of the unit ball in $\mathbb{R}^s$. For $s > 0$ and $\delta > 0$ define

$$H^s_\delta(A) = 2^{-s} \omega_s \inf \left\{ \sum_{i=1}^{\infty} |U_i|^s : A \subset \bigcup_{i=1}^{\infty} U_i, \ |U_i| \leq \delta \right\}$$

The Hausdorff $s$-dimensional measure of $A$ is then given by

$$H^s(A) = \lim_{\delta \to 0} H^s_\delta(A) = \sup_{\delta > 0} H^s_\delta(A)$$

Note that the factor $2^{-s} \omega_s$ in the definition of $H^s_\delta(\cdot)$ is included for proper normalization. With this definition, for integer values of $s$, Hausdorff measure gives the desired value on sets where the usual notions of length, area, and volume apply.

Many properties of Hausdorff measure can be found in [41, 42, 102]. The following definitions are required to state several useful properties. A *curve* $\Gamma \subset \mathbb{R}^n$ is the image of a continuous injection $\psi : [0, 1] \to \mathbb{R}^n$. The *length* of a curve $\Gamma$ is defined as

$$L(\Gamma) = \sup \left\{ \sum_{i=1}^{m} |\psi(t_i) - \psi(t_{i-1})| : 0 = t_0 < t_1 < \cdots < t_m = 1 \right\}$$

and $\Gamma$ is said to be *rectifiable* if $L(\Gamma) < \infty$. Finally, a compact connected set is called a *continuum*.

**Theorem 2.2** If $\Gamma \subset \mathbb{R}^n$ is a curve, then $H^1(\Gamma) = L(\Gamma)$.
2.2. METRICS AND MEASURES ON THE SPACE OF BOUNDARIES

Proof: See [41] Lemma 3.2.

\[ \square \]

Theorem 2.3 If \( \Gamma \) is a continuum with \( \mathcal{H}^1(\Gamma) < \infty \), then \( \Gamma \) consists of a countable union of rectifiable curves together with a set of \( \mathcal{H}^1 \)-measure zero.

Proof: See [41], Theorem 3.14.

\[ \square \]

Theorem 2.4 If \( \{ \Gamma_n \} \) is a sequence of continua in \( \mathbb{R}^n \) that converges (in Hausdorff metric) to a compact set \( \Gamma \), then \( \Gamma \) is a continuum and \( \mathcal{H}^1(\Gamma) \leq \liminf_{n \to \infty} \mathcal{H}^1(\Gamma_n) \).

Proof: See [41], Theorem 3.18.

\[ \square \]

Theorem 2.4 asserts that \( \mathcal{H}^1 \)-measure is lower-semicontinuous on the set of connected boundaries with respect to the Hausdorff metric. Richardson [96] extended this result to a cost term for boundaries which depends on the number of connected components. Specifically, define \( \nu(\Gamma) = \mathcal{H}^1(\Gamma) + F(\#(\Gamma)) \) where \( \#(\Gamma) \) denotes the number of connected components of \( \Gamma \), and \( F \) is any non-decreasing function such that \( \lim_{n \to \infty} F(n) = \infty \). The following result was shown in [96].

Theorem 2.5 \( \#(\cdot) \) and \( \nu(\cdot) \) are lower-semicontinuous on the space of boundaries with respect to the Hausdorff metric.

Proof: See [96], Lemma 1 and Theorem 2.

\[ \square \]

This result was used in [96] to prove an existence theorem for the variational problems of interest. The essential properties required are the compactness of the space of boundaries and the lower-semicontinuity of the cost functional. However, with the discrete approximation suggested in [88], \( \mathcal{H}^1 \)-measure can be strictly lower-semicontinuous on the space of boundaries with the topology induced by the Hausdorff metric. That is, one can find a set of boundaries \( \Gamma_n \) in the discrete approximations converging to a boundary \( \Gamma \) but with \( \mathcal{H}^1(\Gamma) < \liminf_{n \to \infty} \mathcal{H}^1(\Gamma_n) \). It is for this reason that discrete solutions may fail to converge in the continuum limit to a solution of
the continuous problem (see Section 2.4). It may be possible to resolve this problem by modifying the cost functional and/or the discretization process. Here we consider the use of alternate notions for the cost of boundaries and modified discretization procedures (discussed in Section 2.4).

To measure the cost of the boundaries, we suggest the use of Minkowski content [42]. Let \( \mu(\cdot) \) denote Lebesgue measure in \( \mathbb{R}^n \). For any \( A \subset \mathbb{R}^n, 0 \leq s \leq n, \) and \( \delta > 0 \), define

\[
\mathcal{M}_s^\delta(A) = \frac{\mu(A^{(\delta)})}{\delta^{n-s} \omega_{n-s}}
\]

As in the definition of Hausdorff measure, the term \( \omega_{n-s} \) is included for proper normalization. Recall that \( A^{(\delta)} \) is the \( \delta \)-neighborhood of \( A \) — i.e. those points within distance \( \delta \) of \( A \). Equivalently, \( A^{(\delta)} \) is the Minkowski set sum of \( A \) and the open ball of radius \( \delta \); or in the terminology of mathematical morphology [107] it is the dilation of \( A \) with the open ball of radius \( \delta \). In general, \( \lim_{\delta \to 0} \mathcal{M}_s^\delta(A) \) may not exist (for an example see [42], Section 3.2.40). However, lower and upper Minkowski contents can be defined by

\[
\mathcal{M}_s^*(A) = \liminf_{\delta \to 0^+} \mathcal{M}_s^\delta(A)
\]

and

\[
\mathcal{M}_s^{**}(A) = \limsup_{\delta \to 0^+} \mathcal{M}_s^\delta(A)
\]

respectively. If these two values agree (i.e., if \( \lim_{\delta \to 0} \mathcal{M}_s^\delta(A) \) exists) then the common value is simply called the \( s \)-dimensional Minkowski content and is denoted by \( \mathcal{M}^s(A) \).

### 2.3 Properties of Minkowski Content

In this section, we develop several properties of Minkowski content some of which will be used in Section 2.4. The results can roughly be categorized as properties of \( \delta \)-neighborhoods, continuity and regularity properties of Minkowski content, and relationships between Minkowski content and Hausdorff measure.

First, we state two elementary properties. Two sets \( A_1, A_2 \) are said to be positively separated if

\[
d(A_1, A_2) = \inf\{|a_1 - a_2| : a_1 \in A_1, a_2 \in A_2\} > 0
\]

The sets \( A_1, A_2, \ldots, A_m \) are called positively separated if \( \min_{i \neq j} d(A_i, A_j) > 0 \). The first property is that \( \mathcal{M}^s \) is additive on positively separated sets, i.e., if \( A_1, A_2, \ldots, A_m \) are positively separated then \( \mathcal{M}^s(\bigcup_{i=1}^m A_i) = \sum_{i=1}^m \mathcal{M}^s(A_i) \). This follows from the fact
that for sufficiently small $\delta$, the $\delta$-neighborhoods of the $A_i$ are disjoint. The second property is that for any set $A$, $A^{(\delta)} = \overline{A}^{(\delta)}$ and so $M^\delta(A) = M^\delta(\overline{A})$ for every $\delta > 0$, where $\overline{A}$ denotes the closure of $A$. Clearly $A^{(\delta)} \subseteq \overline{A}^{(\delta)}$. On the other hand, if $x \in \overline{A}^{(\delta)}$ then $|x - y| = \eta < \delta$ for some $y \in \overline{A}$. But $|y - a| < \delta - \eta$ for some $a \in A$, so that $|x - a| \leq |x - y| + |y - a| < \delta$. Hence, $x \in A^{(\delta)}$ and so the result follows.

The following two lemmas give properties of $\delta$-neighborhoods which will be useful in showing continuity properties of Minkowski content. $B_r(x)$ and $\overline{B}_r(x)$ denote the open and closed balls, respectively, of radius $r$ centered at $x$, and for a set $A$, $\partial A$ denotes the topological boundary of $A$, i.e., the closure of $A$ minus the interior of $A$.

**Lemma 2.1** \(\mu(\partial \Gamma^{(\delta)}) = 0\) for every $\Gamma \subset \mathbb{R}^2$.

**Proof:** Let $\Gamma \subset \mathbb{R}^2$ and let $E = \partial \Gamma^{(\delta)}$. The Lebesgue density of $E$ at $x$, $D_\mu(E, x)$, is defined as

$$D_\mu(E, x) = \lim_{r \to 0} \frac{\mu(E \cap B_r(x))}{\mu(B_r(x))}$$

when the limit exists. We will show that the Lebesgue density of $E$ is less than 1 for all $x \in E$. Hence, $\mu(E) = 0$ will follow from the Lebesgue Density Theorem.

Let $x \in E = \partial \Gamma^{(\delta)}$. Then for each $r > 0$, there exists $c(r) \in \Gamma$ with $|x - c(r)| < \delta + r^2$. If $w \in B_\delta(c(r))$ then $w \not\in E$, so that

$$\mu(E \cap B_r(x)) \leq \mu(B_r(x)) - \mu(B_r(x) \cap B_\delta(c(r)))$$

The circle of radius $\delta$ centered at $c(r)$ intersects the circle of radius $r$ centered at $x$ in two points which determine a chord $C$. Let $S$ denote the segment of $B_r(x)$ determined by $C$, $\theta$ the central angle at $x$ subtended by $C$, and $a$ the distance from $x$ to $C$. Then

$$\mu(B_r(x) \cap B_\delta(c(r))) \geq \mu(S) = \frac{1}{2} r^2 (\theta - \sin \theta)$$

and

$$\lim_{r \to 0} \theta = \lim_{r \to 0} 2 \cos^{-1}\left(\frac{a}{r}\right) = \lim_{r \to 0} 2 \cos^{-1}\left(\frac{r^2 + 2\delta r^2 + r^4}{2r(\delta + r^2)}\right) = \pi$$

Therefore,

$$D_\mu(E, x) = \lim_{r \to 0} \frac{\mu(E \cap B_r(x))}{\mu(B_r(x))} \leq \lim_{r \to 0} \frac{\mu(B_r(x)) - \mu(S)}{\mu(B_r(x))} = \lim_{r \to 0} (1 - \frac{1}{2\pi} (\theta - \sin \theta)) = \frac{1}{2}$$

$\square$
Lemma 2.2 If \( \Gamma_n \to \Gamma \) in Hausdorff metric, then \( \Gamma_n^{(\delta)} \to \Gamma^{(\delta)} \).

Proof: Let \( \epsilon > 0 \). Since \( \Gamma_n \to \Gamma \), \( \exists \ N < \infty \) such that \( d_H(\Gamma_n, \Gamma) < \epsilon \ \forall n > N \). If \( x \in \Gamma^{(\delta)} \) then \( x = a + \rho \) with \( a \in \Gamma \) and \( \| \rho \| < \delta \). For all \( n > N \), there exists \( a_n \in \Gamma_n \) with \( \| a - a_n \| < \epsilon \). Then \( x_n \equiv a_n + \rho \in \Gamma_n^{(\delta)} \) and \( \| x - x_n \| = \| a - a_n \| < \epsilon \). Hence, \( \Gamma^{(\delta)} \subseteq (\Gamma_n^{(\delta)})^{(\epsilon)} \). Similarly, \( \Gamma_n^{(\delta)} \subseteq (\Gamma^{(\delta)})^{(\epsilon)} \). Thus, \( d_H(\Gamma_n^{(\delta)}, \Gamma^{(\delta)}) < \epsilon \ \forall n > N \).

Two continuity properties of \( \mathcal{M}_\delta^* \) may now be deduced. These follow directly from the corresponding continuity properties of Lebesgue measure on \( \delta \)-neighborhoods.

Theorem 2.6 If \( \Gamma_n \to \Gamma \) in Hausdorff metric then \( \mu(\Gamma_n^{(\delta)}) \to \mu(\Gamma^{(\delta)}) \) and so \( \mathcal{M}_\delta^*(\Gamma_n) \to \mathcal{M}_\delta^*(\Gamma) \). I.e., \( \mathcal{M}_\delta^*(\Gamma) \) is continuous in \( \Gamma \) with respect to Hausdorff metric.

Proof: Since \( \Gamma_n \to \Gamma \), by Lemma 2.2 we have \( \Gamma_n^{(\delta)} \to \Gamma^{(\delta)} \). Let \( \epsilon > 0 \). Then there exists \( N < \infty \) such that \( \Gamma_n^{(\delta)} \subseteq (\Gamma^{(\delta)})^{(\epsilon)} \ \forall n \geq N \). Therefore, \( \sup_{n \geq N} \mu(\Gamma_n^{(\delta)}) \leq \mu(\Gamma^{(\delta)} + \epsilon) \). As \( \epsilon \to 0 \), \( \Gamma^{(\delta)} + \epsilon \subseteq \Gamma^{(\delta)} \) so that \( \lim \sup_{n \to \infty} \mu(\Gamma_n^{(\delta)}) \leq \mu(\Gamma^{(\delta)}) \). Then by Lemma 2.1 it follows that \( \lim \sup_{n \to \infty} \mu(\Gamma_n^{(\delta)}) \leq \mu(\Gamma^{(\delta)}) \).

Let \( K \) be a compact subset of \( \Gamma^{(\delta)} \). Since \( \{B_\delta(x) : x \in \Gamma\} \) is an open cover of \( K \), there exists a finite subcover \( B_\delta(x_1), \ldots, B_\delta(x_m) \). Let \( \epsilon > 0 \). Since \( \Gamma_n \to \Gamma \), there exists \( N < \infty \) such that \( \forall n \geq N \) we can find \( y_{n,1}, \ldots, y_{n,m} \in \Gamma_n \) with \( |y_{n,i} - x_i| < \epsilon \) for \( i = 1, \ldots, m \). Then \( \mu(B_\delta(x_i) \setminus B_\delta(y_{n,i})) < f(\epsilon) \) where \( f(\epsilon) = \mu(B_1 \setminus B_2) \leq 2\delta \epsilon \) where \( B_1 \) and \( B_2 \) are balls of radius \( \delta \) whose centers are \( \epsilon \) apart. Therefore,

\[
\mu(\Gamma_n^{(\delta)}) \geq \mu(\bigcup_{i=1}^{m} B_\delta(y_{n,i})) > \mu(K) - m f(\epsilon) \quad \forall n \geq N
\]

and so \( \inf_{n \geq N} \mu(\Gamma_n^{(\delta)}) > \mu(K) - m f(\epsilon) \). Since \( \epsilon > 0 \) is arbitrary and \( f(\epsilon) \to 0 \) as \( \epsilon \to 0 \) we have \( \lim \inf_{n \to \infty} \mu(\Gamma_n^{(\delta)}) \geq \mu(K) \). Finally, since this is true for every compact \( K \subseteq \Gamma^{(\delta)} \), we have \( \lim \inf_{n \to \infty} \mu(\Gamma_n^{(\delta)}) \geq \sup_{K \subseteq \Gamma^{(\delta)}} \mu(K) = \mu(\Gamma^{(\delta)}) \).

Thus,

\[
\lim \inf_{n \to \infty} \mu(\Gamma_n^{(\delta)}) = \lim \sup_{n \to \infty} \mu(\Gamma_n^{(\delta)}) = \lim_{n \to \infty} \mu(\Gamma_n^{(\delta)}) = \mu(\Gamma^{(\delta)})
\]

Proposition 2.1 \( \mathcal{M}_\delta^*(\Gamma) \) is continuous in \( \delta \) for all \( \delta > 0 \).

Proof: As \( \eta \uparrow \delta \), we have \( \Gamma^{(\eta)} \uparrow \Gamma^{(\delta)} \) so that \( \mu(\Gamma^{(\eta)}) \uparrow \mu(\Gamma^{(\delta)}) \). As \( \eta \downarrow \delta \), we have \( \Gamma^{(\eta)} \downarrow \Gamma^{(\delta)} \). Then by Lemma 2.1, \( \mu(\Gamma^{(\eta)}) \downarrow \mu(\Gamma^{(\delta)}) = \mu(\Gamma^{(\delta)}) \). Thus, \( \lim_{\eta \to \delta} \mu(\Gamma^{(\eta)}) = \mu(\Gamma^{(\delta)}) \).
2.3. PROPERTIES OF MINKOWSKI CONTENT

All the results given so far in this section were proved for $\Gamma \subseteq \mathbb{R}^2$. However, these results and proofs can easily be extended to $\mathbb{R}^n$.

We now state a result given in Federer [42] relating Minkowski content to Hausdorff measure. A subset $\Gamma$ of $\mathbb{R}^n$ is called $m$-rectifiable if there exists a Lipschitzian function mapping a bounded subset of $\mathbb{R}^m$ onto $\Gamma$.

**Theorem 2.7** If $\Gamma$ is a closed $m$-rectifiable subset of $\mathbb{R}^n$ then $\mathcal{M}^m(\Gamma) = \mathcal{H}^m(\Gamma)$.

**Proof:** See [42] Theorem 3.2.39.

We will present a proof of Theorem 2.7 in the restricted case of 1-dimensional measure in $\mathbb{R}^2$ (i.e., $m = 1, n = 2$), which is stated as Theorem 2.8. The basic idea of our proof is contained in the proof of Proposition 2.4. This idea will be used again in the proof of Theorem 2.9 on the $\Gamma$-convergence of Minkowski content, which is true only for 1-dimensional measures.

The following two results give upper and lower bounds on $M^1_\delta(\Gamma)$ for rectifiable and connected sets respectively. These two results could be appropriately extended to $s$-dimensional measure in $\mathbb{R}^n$.

**Proposition 2.2** If $\Gamma \subseteq \mathbb{R}^2$ is rectifiable then $\mu(\Gamma^{(\delta)}) \leq 2\ell \mathcal{H}^1(\Gamma) + \pi \delta^2$ and so $\mathcal{M}^1_\delta(\Gamma) \leq \mathcal{H}^1(\Gamma) + \frac{1}{2} \pi \delta$.

**Proof:** Since $\Gamma$ is rectifiable, $\Gamma = \{\gamma(t) : 0 \leq t \leq 1\}$ where $\gamma : [0, 1] \to \mathbb{R}^2$ is rectifiable and $\mathcal{H}^1(\Gamma) = \sup\{\sum_{i=1}^{m} |\gamma(t_i) - \gamma(t_{i-1})| : 0 = t_0 < t_1 < \cdots < t_m = 1\}$. For $j = 1, 2, \ldots$ let $\{t_{ij}\}$ be a sequence of dissections such that $\max_i\{|t_{ij} - t_{i-1,j}|\} \to 0$ and $\mathcal{H}^1(\Gamma) = \lim_{j \to \infty} \sum_{i=1}^{m} |\gamma(t_{ij}) - \gamma(t_{i-1,j})|$. Let $C_j = \bigcup_{i=1}^{m} S_i$ where $S_i$ is the straight line joining $\gamma(t_{i-1,j})$ and $\gamma(t_{ij})$. Then $\mu(S^{(\delta)}_{ij}) = |\gamma(t_{ij}) - \gamma(t_{i-1,j})| + \pi \delta^2$, and

$$
\mu(\bigcup_{i=1}^{k} S^{(\delta)}_{ij}) = \mu(\bigcup_{i=1}^{k} S^{(\delta)}_{ij}) + \mu(S^{(\delta)}_{kj}) - \mu(S^{(\delta)}_{kj} \cap \bigcup_{i=1}^{k-1} S^{(\delta)}_{ij}) \\
\leq \mu(\bigcup_{i=1}^{k} S^{(\delta)}_{ij}) + \mu(S^{(\delta)}_{kj}) - \pi \delta^2 \\
= \mu(\bigcup_{i=1}^{k} S^{(\delta)}_{ij}) + |\gamma(t_{kj}) - \gamma(t_{k-1,j})|
$$
By induction on i, we get
\[
\mu(C_j^\delta) \leq \sum_{i=1}^{m(j)} |\gamma(t_{ij}) - \gamma(t_{i-1,j})| + \pi \delta^2
\]

Since \( C_j \to \Gamma \) in Hausdorff metric, by Theorem 2.6
\[
\mu(\Gamma^{(\delta)}) = \lim_{j \to \infty} \mu(C_j^{(\delta)}) \leq \mathcal{H}^1(\Gamma) + \pi \delta^2
\]

\( \square \)

**Proposition 2.3** If \( \Gamma \subseteq \mathbb{R}^2 \) is connected, then \( \mathcal{M}^1_{\delta}(\Gamma) \geq |\Gamma| \).

**Proof:** Let \( x, y \in \Gamma \), and let \( \epsilon > 0 \). Since \( \Gamma \) is connected, we can find \( x = x_0, x_1, \ldots, x_k = y \) in \( \Gamma \) with \( |x_i - x_{i-1}| < \epsilon \) for \( 1 \leq i \leq k \). Let \( P(w) \) denote the point obtained by the orthogonal projection of \( w \) onto the straight line \( T \) through \( x \) and \( y \), and let \( p(w) \) be the coordinate of \( P(w) \) considering \( T \) as the real line with origin at \( x \) and positive direction towards \( y \). I.e.,
\[
p(w) = \frac{\langle w - x, y - x \rangle}{|y - x|}
\]
where \( \langle \cdot, \cdot \rangle \) denotes the usual inner product. Note that \( |p(x_i) - p(x_{i-1})| = |P(x_i) - P(x_{i-1})| \leq |x_i - x_{i-1}| < \epsilon \). By deleting intermediate points and reordering the indices as necessary, we can assume that \( 0 = p(x_0) < p(x_1) < \cdots < p(x_k) = |x - y| \) and \( p(x_i) - p(x_{i-1}) < \epsilon \).

For \( u, v \in \mathbb{R}^2 \) with \( p(u) < p(v) \), let \( R(u, v) = \{ w \in \mathbb{R}^2 : p(u) < p(w) < p(v) \} \).

Then
\[
\Gamma^{(\delta)} \supseteq \bigcup_{i=0}^{k} B_\delta(x_i) \supseteq \bigcup_{i=1}^{k} B_\delta(x_i) \cap R(x_i, x_{i-1})
= \bigcup_{i=1}^{k} B_\delta(P(x_i)) \cap R(x_i, x_{i-1})
\]

Since the \( R(x_i, x_{i-1}) \) for \( i = 1, 2, \ldots, k \) are disjoint,
\[
\mathcal{M}^1_{\delta}(\Gamma) \geq \frac{\mu(\bigcup_{i=1}^{k} B_\delta(P(x_i)) \cap R(x_i, x_{i-1}))}{2\delta}
= \frac{1}{2\delta} \sum_{i=1}^{k} \mu(B_\delta(P(x_i)) \cap R(x_i, x_{i-1}))
\]
Since \( \varepsilon > 0 \) is arbitrary we have \( M^1_\varepsilon(\Gamma) \geq |x - y| \). Finally, the result follows since \( x, y \in \Gamma \) are arbitrary.

\( \square \)

Using the bounds of Propositions 2.2 and 2.3, the following proposition can be shown.

**Proposition 2.4** If \( \Gamma \subseteq \mathbb{R}^2 \) is connected and consists of a countable union of rectifiable curves then \( M^1(\Gamma) = \mathcal{H}^1(\Gamma) \).

**Proof:** First, we prove the result when \( \Gamma \) is a rectifiable curve which does not intersect itself. Let \( \Gamma = \{ \gamma(t) : 0 \leq t \leq 1 \} \) where \( \gamma : [0, 1] \rightarrow \mathbb{R}^2 \) is rectifiable and \( \gamma(s) \neq \gamma(t) \) if \( s \neq t \). Let \( 0 = t_0 < t_1 < \cdots < t_m = 1 \), and for \( i = 1, 2, \ldots, m \) let \( \Gamma_i = \{ \gamma(t) : t_{i-1} < t < t_i \} \). If \( K_i \subseteq \Gamma_i \) then they are positively separated. Therefore, for sufficiently small \( \delta \) the \( K_i^{(\delta)} \) are disjoint. From Proposition 2.3 we have

\[
M^1_\varepsilon(\Gamma) \geq \sum_{i=1}^{m} M^1_\varepsilon(K_i) \geq \sum_{i=1}^{m} |K_i|
\]

for all sufficiently small \( \delta \). Hence,

\[
\liminf_{\delta \to 0} M^1_\varepsilon(\Gamma) \geq \sum_{i=1}^{m} |\gamma(t_i) - \gamma(t_{i-1})|
\]

and since the dissection \( \{t_i\} \) is arbitrary

\[
\liminf_{\delta \to 0} M^1_\varepsilon(\Gamma) \geq \mathcal{H}^1(\Gamma)
\]

On the other hand, from Proposition 2.2, \( M^1_\varepsilon(\Gamma) \leq \mathcal{H}^1(\Gamma) + \frac{1}{2} \pi \delta \) so that

\[
\limsup_{\delta \to 0} M^1_\varepsilon(\Gamma) \leq \mathcal{H}^1(\Gamma)
\]
Thus,
\[ \mathcal{M}^1(\Gamma) = \lim_{\delta \to 0} \mathcal{M}^1_{\delta}(\Gamma) = \mathcal{H}^1(\Gamma) \]

Now, suppose \( \Gamma = \bigcup_{i=1}^{\infty} C_i \) is connected where the \( C_i \) are rectifiable curves. By decomposing the \( C_i \) as necessary, we can assume that they are not self-intersecting and that \( C_i \) intersects \( C_j \) in at most a finite number of points for \( i \neq j \). Then \( \mathcal{H}^1(\Gamma) = \sum_{i=1}^{\infty} \mathcal{H}^1(C_i) \). Let \( E_k = \bigcup_{i=1}^{k} C_i \). Then by a dissection argument similar to that used above we get
\[ \liminf_{\delta \to 0} \mathcal{M}^1_{\delta}(E_k) \geq \sum_{i=1}^{k} \mathcal{H}^1(C_i) \]
and so
\[ \liminf_{\delta \to 0} \mathcal{M}^1_{\delta}(\Gamma) \geq \sup_k \liminf_{\delta \to 0} \mathcal{M}^1_{\delta}(E_k) \geq \mathcal{H}^1(\Gamma) \]

Also, from Proposition 2.2 and the fact that \( \Gamma \) is connected we have
\[
\mu(E^{(\delta)}_k) = \mu(E^{(\delta)}_{k-1}) + \mu(C^{(\delta)}_k) - \mu(E^{(\delta)}_{k-1} \cap C^{(\delta)}_k) \\
\leq \mu(E^{(\delta)}_{k-1}) + \mu(C^{(\delta)}_k) - \pi \delta^2 \leq \mu(E^{(\delta)}_{k-1}) + 2\delta \mathcal{H}^1(C_k)
\]

By induction we get
\[ \mu(E^{(\delta)}_k) \leq 2\delta \sum_{i=1}^{k} \mathcal{H}^1(C_k) + \pi \delta^2 \]
for every integer \( k \). Since \( E^{(\delta)}_k \) is an increasing sequence of sets with \( \Gamma^{(\delta)} = \bigcup_{k=1}^{\infty} E_k \) we have
\[ \mu(\Gamma^{(\delta)}) = \lim_{k \to \infty} \mu(E^{(\delta)}_k) \leq 2\delta \mathcal{H}^1(\Gamma) + \pi \delta^2 \]
Thus
\[ \limsup_{\delta \to 0} \mathcal{M}^1_{\delta}(\Gamma) \leq \mathcal{H}^1(\Gamma) \]
and so the result follows.

\[ \square \]

The next inequality gives bounds for \( s \)-dimensional Minkowski content in \( \mathbb{R}^2 \) which are valid for every subset of \( \mathbb{R}^2 \). This could also be appropriately extended to \( \mathbb{R}^n \). Here, we use the notation
\[ \mathcal{H}_{\delta, 2\delta}^s(\Gamma) = 2^{-s}\omega, \inf \{ \sum_{i=1}^{\infty} |U_i|^s : \Gamma \subset \bigcup_{i=1}^{\infty} U_i, \delta \leq |U_i| \leq 2\delta \} \]
2.3. PROPERTIES OF MINKOWSKI CONTENT

Proposition 2.5 For every $\Gamma \subset \mathbb{R}^2$ and $0 \leq s \leq 2$, 

$$\frac{2^{s-1}}{\omega_s \omega_{2-s}} \mathcal{H}_s^*(\Gamma) \leq \mathcal{M}_s^*(\Gamma) \leq \frac{16}{\omega_s \omega_{2-s}} \mathcal{H}_{2s,2s}^*(\Gamma)$$

and so 

$$\frac{2^{s-1}}{\omega_s \omega_{2-s}} \mathcal{H}_s^*(\Gamma) \leq \mathcal{M}_s^*(\Gamma) \leq \liminf_{\delta \to 0} \frac{16}{\omega_s \omega_{2-s}} \mathcal{H}_{2s,2s}^*(\Gamma)$$

where $\mathcal{H}_{2s,2s}^*(\Gamma) = 2^{-s} \omega_s \inf\{\sum_{i=1}^{\infty} |U_i|^s : \Gamma \subset \bigcup_{i=1}^{\infty} U_i, \delta \leq |U_i| \leq 2\delta\}$

Proof: Consider the closed lattice squares formed by the points $\frac{1}{\sqrt{2}\delta} \mathbb{Z}^2$. Form a cover $\{U_i\}$ of $\Gamma$ by taking all lattice squares whose intersection with $\Gamma$ is non-empty. Then $\{U_i\}$ is a $\delta$-cover of $\Gamma$ and $\bigcup_i U_i \subset \Gamma(\delta)$. Hence,

$$\frac{2^s}{\omega_s} \mathcal{H}_s^*(\Gamma) \leq \sum_i |U_i|^s = \frac{2}{\delta^{2-s}} \sum_i (\frac{\delta}{\sqrt{2}})^2 = \frac{2}{\delta^{2-s}} \mu(\bigcup_i U_i) \leq \frac{2}{\delta^{2-s}} \mu(\Gamma(\delta)) = \frac{2}{\delta^{2-s}} \mu(\Gamma(\delta)) = 2\omega_{2-s} \mathcal{M}_s^*(\Gamma)$$

To show the second part of the first inequality, let $\{U_i\}$ be any cover of $\Gamma$ with $\delta \leq |U_i| \leq 2\delta$. Without loss of generality, we assume that $U_i \cap \Gamma$ is non-empty for each $i$. Select $x_i \in \Gamma \cap U_i$. Then $\bigcup_i B_{|U_i|}(x_i) \supset \bigcup_i U_i \supset \Gamma$ so that $\bigcup_i B_{|U_i|}(x_i) \supset \Gamma(\delta)$ since $|U_i| \geq \delta$. Therefore,

$$\mathcal{M}_s^*(\Gamma) \leq \frac{\mu(\bigcup_i B_{|U_i|}(x_i))}{\delta^{2-s} \omega_{2-s}} \leq \sum_i 4\pi |U_i|^2 \leq \frac{4\pi}{\omega_{2-s}} \sum_i \frac{|U_i|^2}{(|U_i|/2)^{2-s}} = \frac{2^{4-s}}{\omega_{2-s}} \sum_i |U_i|^s$$

and so

$$\mathcal{M}_s^*(\Gamma) \leq \frac{2^{4-s}}{\omega_{2-s}} \inf\{\sum_{i=1}^{\infty} |U_i|^s : \Gamma \subset \bigcup_{i=1}^{\infty} U_i, \delta \leq |U_i| \leq \delta\} = \frac{16}{\omega_s \omega_{2-s}} \mathcal{H}_{2s,2s}^*(\Gamma)$$

Note that the definition of $\mathcal{H}_{2s,2s}^*$ is similar to Hausdorff measure, except that the diameter of the covering sets is bounded below as well as above. Hence, its value may be quite different from Hausdorff measure. As an aside, one consequence of the above proposition is the known result that the Minkowski dimension of a set is greater than or equal to its Hausdorff dimension [35, 80].

We can now prove the following special case of Theorem 2.7.
Theorem 2.8 If $\Gamma \subset \mathbb{R}^2$ is a compact set with a finite number of connected components then $\mathcal{M}^1(\Gamma) = \mathcal{H}^1(\Gamma)$.

Proof: Since the connected components of $\Gamma$ are compact, disjoint, and finite in number, they are positively separated. By additivity of both $\mathcal{M}^1$ and $\mathcal{H}^1$, we need only consider the case in which $\Gamma$ has one connected component. Hence, we assume that $\Gamma$ is a continuum. If $\mathcal{H}^1(\Gamma) = \infty$ then $\mathcal{M}^1(\Gamma) = \infty$ from Proposition 2.5. Therefore, we can assume that $\mathcal{H}^1(\Gamma) < \infty$.

Then from Lemma 3.12 of [41], $\Gamma$ is arcwise connected. Since $\Gamma$ is compact, we can define a sequence of curves $C_j$ inductively as follows (as in the proof of Lemma 3.13 of [41]). Let $C_1$ be a curve in $\Gamma$ joining two of the most distant points of $\Gamma$. Given $C_1, C_2, \ldots, C_j$, let $x \in \Gamma$ be at a maximum distance from $\bigcup_{i=1}^{j-1} C_i$ and let $d_j$ denote this maximum distance. If $d_j = 0$ then the procedure terminates and we let $C_i = \emptyset$ for $i \geq j + 1$. Otherwise, let $C_{j+1}$ be a curve in $\Gamma$ joining $x$ and $\bigcup_{i=1}^{j} C_i$ that is disjoint from $\bigcup_{i=1}^{j} C_i$ except for an endpoint.

Let $E_k = \bigcup_{j=1}^{k} C_j$. It is shown in [41] (proof of lemma 3.13) that $\mathcal{H}^1(\Gamma) = \mathcal{H}^1(\bigcup_{k=1}^{\infty} E_k)$. Also, $$\sum_{j=1}^{\infty} d_j \leq \sum_{j=1}^{\infty} \mathcal{H}^1(C_j) = \mathcal{H}^1(\Gamma) < \infty$$

so that $d_j \to 0$. This implies that $E_k = \bigcup_{j=1}^{k} C_j \to E$ in Hausdorff metric as $k \to \infty$ and so $\bigcup_{k=1}^{\infty} E_k = \Gamma$. Hence, from Proposition 2.4 and using the fact that $\mathcal{M}^1(A) = \mathcal{M}^1(\overline{A})$ for any $A$, we get

$$\mathcal{H}^1(\Gamma) = \mathcal{H}^1(\bigcup_{k=1}^{\infty} E_k) = \mathcal{M}^1(\bigcup_{k=1}^{\infty} E_k) = \mathcal{M}^1(\overline{\bigcup_{k=1}^{\infty} E_k}) = \mathcal{M}^1(\Gamma)$$

$\square$

Note that $\mathcal{M}^1$ and $\mathcal{H}^1$ do not agree on all compact sets. An example of a compact set on which they disagree is given in [42] (section 3.2.40).

The final result shown in this section is that Minkowski content possesses a useful type variational convergence property known as $\Gamma$-convergence (or epi-convergence). This notion of convergence, introduced by De Giorgi [29, 30] and independently by Attouch [10], is useful in problems involving the convergence of functionals. The result on $\Gamma$-convergence will be used in Section 2.4 to prove some convergence properties of solutions to certain formulations of the segmentation problem. Given a topological space $(X, \tau)$, and functions $F_n, F : X \to \mathbb{R} \cup \{-\infty, +\infty\}$, the sequence $\{F_n\}$ is said
to be $\Gamma$-convergent (or epi-convergent) to $F$ at $x \in X$ if the following two conditions hold:

(i) for every sequence $\{x_n\}$ converging to $x$ in $(X, \tau)$, $F(x) \leq \liminf_{n \to \infty} F_n(x_n)$, and

(ii) there exists a sequence $\{x_n\}$ converging to $x$ in $(X, \tau)$ such that

$F(x) \geq \limsup_{n \to \infty} F_n(x_n)$.

We will show that for every sequence $\delta_n \to 0$, $M^1_{\delta_n}$ is $\Gamma$-convergent to $M^1$ on the space of compact subsets of $\mathbb{R}^2$ with a bounded number of connected components and with the topology induced by the Hausdorff metric.

First, we need the following lemma as stated in [41].

**Lemma 2.3** Let $C$ be a collection of balls contained in a bounded subset of $\mathbb{R}^n$. Then there exists a finite or countably infinite disjoint subcollection $\{B_i\}$ such that

$$\bigcup_{B \in C} B \subseteq \bigcup_{i} B'_i$$

where $B'_i$ is the ball concentric with $B_i$ and of three times the radius.

**Proof:** See [41], Lemma 1.9.

Now the $\Gamma$-convergence of Minkowski content can be shown.

**Theorem 2.9** For every sequence $\delta_n \to 0^+$, $M^1_{\delta_n}$ is $\Gamma$-convergent to $M^1$ on the space of compact subsets of $\mathbb{R}^2$ with a bounded number of connected components and with the topology induced by the Hausdorff metric. I.e., let $\Gamma \subseteq \mathbb{R}^2$ be compact with $\#(\Gamma) \leq M < \infty$, and let $\delta_n > 0$ satisfy $\lim_{n \to \infty} \delta_n = 0$. Then the following two conditions hold:

(i) For every sequence of compact sets $\Gamma_n \subseteq \mathbb{R}^2$ with $\Gamma_n \to \Gamma$ in Hausdorff metric and $\#(\Gamma_n) \leq M \ \forall n$ we have

$$M^1(\Gamma) \leq \liminf_{n \to \infty} M^1_{\delta_n}(\Gamma_n)$$

(ii) There exists a sequence of compact sets $\Gamma_n \subseteq \mathbb{R}^2$ with $\Gamma_n \to \Gamma$ in Hausdorff metric and $\#(\Gamma_n) \leq M \ \forall n$ such that

$$M^1(\Gamma) \geq \limsup_{n \to \infty} M^1_{\delta_n}(\Gamma_n)$$
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**Proof:** Since \( \#(\Gamma) \leq M \) we have \( \Gamma = \bigcup_{i=1}^{k} F_i \) where \( k \leq M \) and \( F_1, F_2, \ldots, F_k \) are the connected components of \( \Gamma \). Since the \( F_i \) are compact and disjoint, they are positively separated, i.e., there exists \( \eta > 0 \) such that \( F_i^{(\eta)} \cap F_j^{(\eta)} = \emptyset \) for \( i \neq j \). Then \( \mathcal{M}_1^1(\Gamma) = \sum_{i=1}^{k} \mathcal{M}_1^1(F_i) \), and for sufficiently large \( n \), \( \mathcal{M}_1^1_n(\Gamma_n) = \sum_{i=1}^{k} \mathcal{M}_1^1_n(\Gamma_n \cap F_i^{(\eta)}) \). Thus, it is sufficient to prove the result under the assumption that \( \Gamma \) is connected.

Suppose \( \mathcal{H}_1^1(\Gamma) = \infty \). Form a \( \delta \)-covering of \( \Gamma \) by placing a closed ball of radius \( \delta \) about each point of \( \Gamma \). Then by Lemma 2.3, we can find a disjoint subcollection (necessarily finite) of balls such that concentric balls of radius \( 3\delta \) cover \( \Gamma^{(\delta)} \). Let \( N(\delta) \) be the number of balls in this finite disjoint subcollection. Then \( 6\delta N(\delta) \geq \mathcal{H}_1^1(\Gamma) \to \infty \) as \( \delta \to 0 \). Let \( \epsilon > 0 \). Since \( \Gamma_n \to \Gamma \), for sufficiently large \( n \) we have \( \Gamma_n \cap B_{\frac{\delta}{2}}(x_i) \neq \emptyset \). Also, since \( \#(\Gamma_n) \leq K \), there is a connected component of \( \Gamma_n \cap B_{\delta}(x_i) \) with diameter greater than or equal to \( \frac{\epsilon}{2} \) for at least \( N(\delta) - K \) values of \( i \). Using Proposition 2.3 and the fact that the balls are positively separated, we have for sufficiently large \( n \)

\[
\mathcal{M}_1^1_n(\Gamma_n) \geq \mathcal{M}_1^1_n(\Gamma_n \cap \bigcup_{i=1}^{N(\delta)} B_{\delta}(x_i)) = \sum_{i=1}^{N(\delta)} \mathcal{M}_1^1_n(\Gamma_n \cap B_{\delta}(x_i)) \geq \frac{\delta}{2} (N(\delta) - K)
\]

Since \( \delta N(\delta) \to \infty \) as \( \delta \to 0 \), \( \lim \inf_{n \to \infty} \mathcal{M}_1^1_n(\Gamma_n) = \infty \), and so the result follows.

Now, suppose \( \mathcal{H}_1^1(\Gamma) < \infty \). From Theorem 2.3 we have \( \Gamma = S \cup \left( \bigcup_{i=1}^{\infty} C_i \right) \) where \( \mathcal{H}_1^1(S) = 0 \), and \( C_i \) are rectifiable curves. From the construction used in the proof of this result (see [41], also part of the proof is reproduced in the proof of Proposition 2.4), \( \mathcal{H}_1^1(\Gamma) = \sum_{i=1}^{\infty} \mathcal{H}_1^1(C_i) \) and if \( x \in C_i \cap C_j \) then \( x \) is an endpoint of at least one of \( C_i \) or \( C_j \).

Consider \( \bigcup_{i=1}^{k} C_i \). By decomposing the \( C_i \), we can assume that they are simple curves which meet each other only at endpoints. The \( C_i \) are rectifiable curves, so that \( C_i : [0, 1] \to \mathbb{R}^2 \) and

\[
\mathcal{H}_1^1(C_i) = \mathcal{M}_1^1(C_i) = \sup \left\{ \sum_{j=1}^{m(i)} |C_i(t_{i,j-1} - C_i(t_{i,j})| : 0 = t_{i,0} < t_{i,1} < \ldots < t_{i,m(i)} = 1 \right\}
\]

For each \( i = 1, 2, \ldots, k \), let \( 0 = t_{i,0} < t_{i,1} < \ldots < t_{i,m(i)} = 1 \), and consider the points \( x_{ij} = C_i(t_{ij}) \).

The connected components of \( \bigcup_{i=1}^{k} C_i \setminus \{x_{ij}\} \) are given by \( G_{ij} = \{C_i(t) : t_{i,j-1} < \)
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\[ t < t_{ij} \} \] for \( 1 \leq i \leq k, 1 \leq j \leq m(i) \). For each \( i, j \), let \( K_{ij} \) be a compact subset of \( G_{ij} \). Then the \( K_{ij} \) are positively separated since they are a finite collection of disjoint compact sets. Therefore, for some \( \eta > 0 \), the \( K_{ij}^{(\eta)} \) are disjoint. Since \( \Gamma_n \rightarrow \Gamma \) and \( \#(\Gamma_n) < M \), for \( n \) sufficiently large \( \cap_n \Gamma_n \cap K_{ij}^{(\eta)} \) has a connected component whose diameter approaches the diameter of \( K_{ij} \) except for at most \( M \) values of \( i, j \). I.e., except for at most \( M \) values of \( i, j \), there is a connected component \( T_{nij} \) of \( \cap_n K_{ij}^{(\eta)} \) such that for every \( \epsilon > 0 \) there exists \( N > 0 \) with \( |T_{nij}| > |K_{ij}| - \epsilon \) and \( \delta_n < \eta \) for all \( n \geq N \). Hence, by Proposition 2.3, for all \( n \geq N \)

\[
\mathcal{M}_{\delta_n}^1(\Gamma_n) \geq \mathcal{M}_{\delta_n}^1(\Gamma_n \cap \bigcup_{i,j} K_{ij}^{(\eta)})
\]

\[
= \sum_{i=1}^k \sum_{j=1}^{m(i)} \mathcal{M}_{\delta_n}^1(\Gamma_n \cap K_{ij}^{(\eta)})
\]

\[
\geq \sum_{i=1}^k \sum_{j=1}^{m(i)} (|K_{ij}| - \epsilon) - M(\max_{i,j} \{|K_{ij}|\})
\]

and so

\[
\liminf_{n \to \infty} \mathcal{M}_{\delta_n}^1(\Gamma_n) \geq \sum_{i=1}^k \sum_{j=1}^{m(i)} |K_{ij}| - M(\max_{i,j} \{|K_{ij}|\})
\]

Taking the sup over the compact sets \( K_{ij} \) gives

\[
\liminf_{n \to \infty} \mathcal{M}_{\delta_n}^1(\Gamma_n) \geq \sup_{K_{ij}} \{ \sum_{i=1}^k \sum_{j=1}^{m(i)} |K_{ij}| - M(\max_{i,j} \{|K_{ij}|\}) \}
\]

\[
= \sum_{i=1}^k \sum_{j=1}^{m(i)} |C_i(t_{i,j-1}) - C_i(t_{ij})| - M(\max_{i,j} \{|C_i(t_{i,j-1}) - C_i(t_{ij})|\})
\]

Then, taking the sup over the \( t_{ij} \) gives

\[
\liminf_{n \to \infty} \mathcal{M}_{\delta_n}^1(\Gamma_n) \geq \sum_{i=1}^k \mathcal{H}^1(C_i)
\]

since \( M < \infty \) and \( \max_{i,j} \{|C_i(t_{i,j-1}) - C_i(t_{ij})|\} \rightarrow 0 \) as \( \max_{i,j} \{|t_{i,j-1} - t_{ij}|\} \rightarrow 0 \). Finally, letting \( k \to \infty \) gives

\[
\liminf_{n \to \infty} \mathcal{M}_{\delta_n}^1(\Gamma_n) \geq \mathcal{H}^1(\Gamma) = \mathcal{M}^1(\Gamma)
\]
which proves (i).

To show (ii), take \( \Gamma_n = \Gamma \). From Theorem 2.8, \( \mathcal{M}^1(\Gamma) = \mathcal{H}^1(\Gamma) \) so that in particular \( \lim_{\delta \to 0} \mathcal{M}^1_{\delta}(\Gamma) = \mathcal{M}^1(\Gamma) \) exists. Hence, for every sequence \( \delta_n \to 0 \), condition (ii) is satisfied by taking \( \Gamma_n = \Gamma \). \( \square \)

Note that Theorem 2.9 is not true in general if the bound on the number of connected components is dropped. For example, let \( r_1, r_2, \ldots \) denote an enumeration of the rationals between 0 and 1. Take \( \Gamma_n = \{(r_i, 0) : 1 \leq i \leq n\} \) and \( \delta_n = 1/n^2 \). Then \( \Gamma_n \to \Gamma = \{(x, 0) : 0 \leq x \leq 1\} \), but \( \mathcal{M}^1_{\delta_n}(\Gamma_n) \leq \frac{1}{2} \pi n \delta_n \to 0 \) while \( \mathcal{M}^1(\Gamma) = 1 \). However, the restriction on the number of connected components can be dropped if we impose the additional assumption that \( d_H(\Gamma_n, \Gamma)/\delta_n \to 0 \) as \( n \to \infty \).

### 2.4 Discrete Approximations to the Segmentation Problem

In this section, we apply some results of the previous sections to the variational method for image segmentation discussed in the introduction. As before, \( g \) represents an observed image defined on a bounded open set \( \Omega \subset \mathbb{R}^2 \), \( f \) is the reconstructed image, and \( \Gamma \) are the boundaries of the image. In the variational approach, \( f \) and \( \Gamma \) are obtained by minimizing the cost functional 2.1 or 2.2. Normally, \( g \) is assumed to be in \( L^\infty(\Omega) \), \( \Gamma \) is a closed subset of \( \overline{\Omega} \), and \( f \) is in the Sobolev space \( W^{1,2}(\Omega \setminus \Gamma) \). Under certain regularity assumptions, a number of interesting results concerning the nature of the minimizing \( f \) and \( \Gamma \) have been obtained [23, 89, 97, 122]. Also, the existence of a minimizing pair \( (f, \Gamma) \) for various versions of the problem has been shown [4, 5, 96].

Here we are concerned with the behavior of solutions to discrete versions of the problem as the lattice spacing tends to zero. Specifically, we are interested in whether or not solutions to the discrete problem converge to a solution of the continuous problem. It seems that this may not necessarily be the case for the discrete problem of 2.3. For example, consider the segmentation problem 2.2 where \( f \) is required to be piecewise constant. Take \( \Omega = (0, 1) \times (0, 1) \), \( g(x, y) = 0 \) for \( x < y \) and \( g(x, y) = 1 \) otherwise, and \( 4\sqrt{2}c_3 < c_1 < 8c_3 \). It is generally difficult to prove optimality of solutions to these types of problems, but for simple examples one can obtain evidence of optimality by comparing the costs of various natural candidate solutions. For the
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example above, the optimal solution to the discrete problem with sufficiently small lattice spacing seems to be $\Gamma = \emptyset$, while the optimal solution to the continuous problem seems to be $\Gamma = \{(x, x) : 0 \leq x \leq 1\}$. For completeness, it would be nice to actually prove optimality of these solutions.

The failure of convergence in the continuum limit appears to be a result of the possible strict lower semicontinuity of the length of curves with respect to the Hausdorff metric. E.g., in this case, if $\Gamma = \{(x, x) : 0 \leq x \leq 1\}$ and $\Gamma_n$ is the discrete approximation to $\Gamma$ with lattice spacing $1/n$, then $\Gamma_n \to \Gamma$ but $L(\Gamma) = \sqrt{2}$ while $\lim_{n \to \infty} L(\Gamma_n) = 2$. The notion of length in the discrete case does not coincide in the continuum limit with the usual measure of length of the limiting boundary.

As previously mentioned, it may be possible to resolve this problem by modifying the cost functional and/or the discretization process. In this section, we present three methods for discretizing the variational method for image segmentation for which we prove desirable convergence properties in the continuum limit. Other approaches to digitizing the problem have been considered and implemented (e.g., in [97, 45]), although proofs of convergence of these methods are lacking (see Section 2.5 for more discussion).

2.4.1 Minkowski Content as Cost for Boundaries

Here we consider the use of Minkowski content for the cost of the boundaries and propose a modified discrete version of the problem. Specifically, given an observed image $g \in L^\infty(\Omega)$ we consider the problem of minimizing

$$
E_\epsilon(f, \Gamma) = c_1 \int_{\Omega} (f - g)^2 \, dx \, dy + c_2 \int_{\Omega \setminus \Gamma} \| \nabla f \|^2 \, dx \, dy + c_3 M_\epsilon(\Gamma)
$$

with $\Gamma$ a closed subset of $\overline{\Omega}$ and $f \in W^{1,2}(\Omega \setminus \Gamma)$.

For the discrete version of the problem with lattice spacing $\frac{1}{n}$, we simply restrict $\Gamma$ to be composed of a union of closed lattice squares of $\frac{1}{n} \mathbb{Z}^2$. Specifically, for integers $i, j$ let

$$S_{ij} = \{(x_1, x_2) \in \mathbb{R}^2 : i \leq x_1 \leq i + 1, j \leq x_2 \leq j + 1\}$$

$S_{ij}$ is the closed unit square whose lower left corner is at $(i, j)$. Then $\frac{1}{n} S_{ij}$ is a square with side $\frac{1}{n}$ whose lower left corner is at $(i/n, j/n)$. For the discrete problem with lattice spacing $\frac{1}{n}$, the boundaries consist of a union of the $\frac{1}{n} S_{ij}$ — i.e., a union of closed lattice squares of $\frac{1}{n} \mathbb{Z}^2$. The discrete version with spacing $\frac{1}{n}$ of a boundary
$\Gamma \subset \mathbb{R}^2$ is given by $P_n(\Gamma)$ where $P_n(\cdot)$ maps $\Gamma$ to the subset of $\mathbb{R}^2$ consisting of the union of the $\frac{1}{n}S_{ij}$ that $\Gamma$ intersects:

$$P_n(\Gamma) = \bigcup_{i,j \text{ with } \frac{1}{n}S_{ij}, \Gamma \neq \emptyset} S_{ij}$$

However, we still take $g$ and $f$ to be defined on the continuous domains $\Omega$ and $\Omega \setminus \Gamma$ respectively. Hence, we have only incorporated a partial discretization, i.e. we have only discretized $\Gamma$. However, the primary difficulty in numerical solutions is to properly deal with the boundary. For a fixed $\Gamma$, the minimization reduces to a standard variational problem whose Euler-Lagrange equations can be solved by standard algorithms for partial differential equations.

We now give some results concerning the problem of minimizing $E_\delta$.

**Theorem 2.10** For every $\delta > 0$, there exists a pair $(f_\delta, \Gamma_\delta)$ which minimizes $E_\delta$.

**Proof:** Since we have shown that $M_\delta$ is continuous (Theorem 2.6), the existence proof of Richardson [96] can be applied.

\[\square\]

Note that for any bounded $\Gamma$, $M_\delta(\Gamma) < \infty$. Hence, a minimizing boundary may quite possibly have nonzero Lebesgue measure.

The next theorem establishes the desirable property of discrete to continuous convergence for $E_\delta$ with a fixed $\delta > 0$. We will use the same notion of convergence as used in [96]. For $f \in W^{1,2}(\Omega \setminus \Gamma)$, $f$ and its weak first order derivatives $D_{x_i}f$, $i = 1, 2$, can be considered as functions in $L^2(\Omega)$ by defining them to be zero on $\Gamma$. By $(f_n, \Gamma_n) \rightarrow (f, \Gamma)$ we mean that $\Gamma_n \rightarrow \Gamma$ in Hausdorff metric and that for the extended functions $f_n \rightarrow f$, $D_{x_i}f_n \rightarrow D_{x_i}f$, $i = 1, 2$ weakly in $L^2(\Omega)$.

**Theorem 2.11** Let $(f_{\delta,n}, \Gamma_{\delta,n})$ denote a minimizing pair for $E_{\delta,n}$, i.e. for the discrete problem $E_\delta$ with lattice spacing $\frac{1}{n}$. Then there exists a subsequence (still denoted $(f_{\delta,n}^*, \Gamma_{\delta,n}^*)$) and a pair $(f_\delta, \Gamma_\delta)$ such that $(f_{\delta,n}^*, \Gamma_{\delta,n}^*) \rightarrow (f_\delta, \Gamma_\delta)$ and $(f_\delta, \Gamma_\delta)$ minimizes $E_\delta$.

**Proof:** The existence of a pair $(f_\delta, \Gamma_\delta)$ with $(f_{\delta,n}^*, \Gamma_{\delta,n}^*) \rightarrow (f_\delta, \Gamma_\delta)$ follows from Lemma 3 of [96]. We only need to show that $(f_\delta, \Gamma_\delta)$ minimizes $E_\delta$. 
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Let \((f_\delta^*, \Gamma_\delta^*)\) minimize \(E_\delta\). For each \(n\), let \(\Lambda_n\) be obtained from \(\Gamma_\delta^*\) by taking the smallest cover of \(\Gamma_\delta^*\) using the closed lattice squares of the lattice with spacing \(\frac{1}{n}\). Let \(h_n\) be the restriction of \(f_\delta^*\) to \(\Omega \setminus \Lambda_n\). From Theorem 2.6, \(\lim_{n \to \infty} E_\delta(h_n, \Lambda_n) = E_\delta(f_\delta^*, \Gamma_\delta^*)\). Then, by the lower-semicontinuity of \(E_\delta\) and the optimality of \((f_{\delta,n}^*, \Gamma_{\delta,n}^*)\) for the discrete problem with lattice spacing \(\frac{1}{n}\), we have

\[
E_\delta(f_\delta, \Gamma_\delta) \leq \lim_{n \to \infty} \inf E_\delta(f_{\delta,n}^*, \Gamma_{\delta,n}) \leq \lim_{n \to \infty} \inf E_\delta(h_n, \Lambda_n) = \lim_{n \to \infty} E_\delta(h_n, \Lambda_n) = E_\delta(f_\delta^*, \Gamma_\delta^*)
\]

Therefore, \(E_\delta(f_\delta, \Gamma_\delta) = E_\delta(f_\delta^*, \Gamma_\delta^*)\) so that \((f_\delta, \Gamma_\delta)\) minimizes \(E_\delta\).

\[\square\]

A natural question at this point concerns the behavior of \((f_\delta^*, \Gamma_\delta^*)\) as \(\delta \to 0\). One would like \((f_\delta^*, \Gamma_\delta^*)\) to converge to a minimizing solution of the original cost functional \(E\). We can show a convergence result if the number of connected components of the admissible boundaries is uniformly bounded. I.e., following [96], we let the cost term for the boundaries be

\[
\nu_\delta(\Gamma) = M^1_\delta(\Gamma) + F(\#(\Gamma))
\]

where \(F(k) = 0\) for \(k \leq M < \infty\) and \(F(k) = \infty\) for \(k > M\). Let \(E_\delta^M\) denote the cost functional with the above boundary term, and let \(E^M\) denote the cost functional whose boundary term is

\[
\nu(\Gamma) = M^1(\Gamma) + F(\#(\Gamma))
\]

By Theorem 2.8, \(M^1(\Gamma)\) in the equation for \(\nu(\Gamma)\) could equivalently be replaced by \(H^1(\Gamma)\). For these variational problems, we have the following convergence result, which essentially follows from the result on the \(\Gamma\)-convergence of Minkowski content (Theorem 2.9).

**Theorem 2.12** Let \((f_\delta^*, \Gamma_\delta^*)\) denote a minimizing pair for \(E_\delta^M\), and let \(\delta_n \to 0^+\). Then there is a subsequence (which we still denote by \(\delta_n\)) such that \((f_{\delta_n}^*, \Gamma_{\delta_n}^*) \to (f, \Gamma)\) for some \((f, \Gamma)\) which minimizes \(E^M\). Furthermore, \(E_{\delta_n}^M(f_{\delta_n}^*, \Gamma_{\delta_n}^*) \to E^M(f, \Gamma)\).

**Proof:** The existence of a pair \((f, \Gamma)\) with \((f_{\delta_n}^*, \Gamma_{\delta_n}^*) \to (f, \Gamma)\) follows from Lemma 3 of [96]. We need to show that \((f, \Gamma)\) minimizes \(E_\delta\) and that \(E_{\delta_n}^M(f_{\delta_n}^*, \Gamma_{\delta_n}^*) \to E^M(f, \Gamma)\).
This follows from Theorem 2.9 on the epi-convergence of Minkowski content in the case of a bounded number of connected components. Specifically,

\[ E^M(f, \Gamma) \leq \liminf_{n \to \infty} E^M_{\delta_n}(f_{\delta_n}, \Gamma_{\delta_n}) \leq \liminf_{n \to \infty} E^M_{\delta_n}(f^*, \Gamma^*) = E^M(f^*, \Gamma^*) \]

so that \((f, \Gamma)\) minimizes \(E^M\).

Also, we have

\[ E^M(f, G) = \limsup_{n \to \infty} E^M_{\delta_n}(f, \Gamma) \geq \limsup_{n \to \infty} E^M_{\delta_n}(f_{\delta_n}, \Gamma_{\delta_n}) \]

Thus,

\[ \limsup_{n \to \infty} E^M_{\delta_n}(f, \Gamma) \leq E^M(f, \Gamma) \leq \liminf_{n \to \infty} E^M_{\delta_n}(f, \Gamma) \]

and so

\[ E^M(f, \Gamma) = \lim_{n \to \infty} E^M_{\delta_n}(f, \Gamma) \]

Finally, we give a result concerning the convergence of solutions when the lattice spacing and \(\delta\) are simultaneously allowed to go to zero. The following theorem guarantees convergence of a subsequence to a solution of the continuous problem if \(\delta \to 0\) at a rate slower than the lattice spacing.

**Theorem 2.13** Let \(\delta_n > 0\) with \(\delta_n \to 0\) and let \((f^*_{\delta_n,n}, \Gamma^*_{\delta_n,n})\) denote a minimizing pair for \(E^M_{\delta_n,n}\), i.e. for the discrete problem \(E^M_{\delta_n}\) with lattice spacing \(\frac{1}{n}\). If \(n\delta_n \to \infty\) as \(n \to \infty\) then there exists a subsequence (still denoted \((f^*_{\delta_n,n}, \Gamma^*_{\delta_n,n})\)) and a pair \((f, \Gamma)\) such that \((f^*_{\delta_{n_k,n}}, \Gamma^*_{\delta_{n_k,n}}) \to (f, \Gamma)\) and \((f, \Gamma)\) minimizes \(E^M\).

**Proof:** As before, the existence of a pair \((f, \Gamma)\) with \((f^*_{\delta_n,n}, \Gamma^*_{\delta_n,n}) \to (f, \Gamma)\) follows from Lemma 3 of [96], and so we need to show that \((f, \Gamma)\) minimizes \(E^M\).

Let \((f^*, \Gamma^*)\) minimize \(E^M\), and for each \(n\) let \((h_n, \Lambda_n)\) be obtained from \((f^*, \Gamma^*)\) as in the proof of Theorem 2.11. Namely, \(\Lambda_n\) is the smallest cover of \(\Gamma^*\) using lattice squares of the lattice with spacing \(\frac{1}{n}\), and \(h_n\) is the restriction of \(f^*\) to \(\Omega \setminus \Lambda_n\). Then using Theorem 2.9 and the optimality of \((f^*_{\delta_n,n}, \Gamma^*_{\delta_n,n})\) we have

\[ E^M(f, \Gamma) \leq \liminf_{n \to \infty} E^M_{\delta_n}(f^*_{\delta_n,n}, \Gamma^*_{\delta_n,n}) \leq \liminf_{n \to \infty} E^M_{\delta_n}(h_n, \Lambda_n) \]

Since \(\Lambda_n\) is the minimal cover of \(\Gamma^*\) on the lattice with spacing \(\frac{1}{n}\), we have \(\Lambda_n \subset\)
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\((\Gamma^*)^{(\frac{\sqrt{2}}{n})}\) so that

\[
\liminf_{n \to \infty} \mathcal{M}_{\delta_n}^1(\Lambda_n) \leq \liminf_{n \to \infty} \frac{\mu((\Gamma^*)^{(\delta_n + \frac{\sqrt{2}}{n})})}{2\delta_n}
\]

\[
= \liminf_{n \to \infty} \frac{\mu((\Gamma^*)^{(\delta_n + \frac{\sqrt{2}}{n})}) \frac{\delta_n + \frac{\sqrt{2}}{n}}{\delta_n}}{2(\delta_n + \frac{\sqrt{2}}{n})} (1 + \frac{\sqrt{2}}{n\delta_n}) = \mathcal{M}^1(\Gamma^*)
\]

It follows that

\[
\liminf_{n \to \infty} E_{\delta_n}^M(h_n, \Lambda_n) \leq E^M(f^*, \Gamma^*)
\]

Therefore, \(E^M(f, \Gamma) \leq E^M(f^*, \Gamma^*)\) so that \((f, \Gamma)\) minimizes \(E^M\).

\[
\square
\]

2.4.2 Alternative Cost for Discrete Boundaries

In this section we propose another discrete version of 2.1 which possesses the desirable convergence property in the continuum limit. As in the discretized version using Minkowski content in the previous section, the discrete boundaries consist of unions of discrete closed lattice squares. However, we assign a different cost (measure of length) to the discrete boundaries. It is shown that this alternate measure of length satisfies a convergence property from which convergence of solutions to the variational problem follows.

As in the previous section, for the discrete version of problem 2.1 with lattice spacing \(\frac{1}{n}\), we restrict the boundaries to be composed of a union of closed lattice squares of \(\frac{1}{n}Z^2\). We now define an alternate cost for discrete boundaries (or rather discrete approximations to length for any boundary). Let \(\Gamma \subset \mathbb{R}^2\). First, suppose that \(P_n(\Gamma)\) (the discrete version on the lattice with spacing 1/n) is connected. In this case, define \(L_n(\Gamma)\) by

\[
L_n(\Gamma) = \inf\{\mathcal{H}^1(\Lambda) : \Lambda \text{ connected and } P_n(\Lambda) = P_n(\Gamma)\}
\]
In the general case, define \( \mathcal{L}_n(\Gamma) \) by

\[
\mathcal{L}_n(\Gamma) = \sum_i \mathcal{L}_n(G_i)
\]

where the \( G_i \) are the connected components of \( P_n(\Gamma) \).

The discrete measure of length assigned to a connected discrete boundary \( P_n(\Gamma) \) is the minimum length of a connected curve that gives rise to the same discrete boundary. Related measures of length for discrete boundaries have been studied in [68, 85, 86]. Note that for bounded \( \Gamma \), the \( \inf \) could actually be replaced by \( \min \) since the infimum is achieved. This follows from the compactness result of compact sets under the Hausdorff metric and the lower semicontinuity of Hausdorff measure. The sum in the extension to arbitrary boundaries is well defined since any discrete boundary has at most a countable number of connected components. In fact, a bounded discrete boundary has a finite number of connected components. Two boundaries that give rise to the same discrete boundary have the same discrete measure of length.

Using this discrete measure of length, we can define a partially discrete version of the original variational problem 2.1 with lattice spacing \( \frac{1}{n} \). The boundaries are reconstructed only to within their \( \frac{1}{n} \) discrete versions, but the observed and reconstructed images are still defined on continuous domains. Specifically, given an observed image \( g \in L^\infty(\Omega) \) we reconstruct a discrete boundary \( P_n(\Gamma) \) and an image \( f \) on \( \Omega \setminus P_n(\Gamma) \) by minimizing

\[
E_n(f, P_n(\Gamma)) = c_1 \int_{\Omega \setminus P_n(\Gamma)} (f - g)^2 \, dx \, dy + c_2 \int_{\Omega \setminus P_n(\Gamma)} \| \nabla f \|^2 \, dx \, dy + c_3 \mathcal{L}_n(P_n(\Gamma))
\]

(2.4)

We now discuss some properties of the discrete measure of length and the associated discrete variational problem.

**Theorem 2.14** For every fixed \( n < \infty \), a minimizing solution \( (f^*, P_n(\Gamma^*)) \) for \( E_n(\cdot, \cdot) \) exists.

**Proof:** For a fixed boundary, the minimization of \( E_n \) is a standard variational problem for which a solution exists. Since \( \Omega \) is assumed to be bounded, there are only a finite number of distinct discrete boundaries \( P_n(\Gamma) \), and so the result follows.

\( \square \)

As previously mentioned, common way to prove existence to variational problems is to show a compactness property and lower-semicontinuity of the cost function.
Due to the finite number of possible discrete boundaries, compactness and lower-semicontinuity over the set of discrete boundaries are immediate. However, \( \mathcal{L}_n(\cdot) \) is not lower-semicontinuous over all \( \Gamma \). For a simple example, take \( n = 1 \), and let \( \Gamma_k \) be the straight line joining \( (\frac{1}{2}, \frac{1}{2}) \) and \( (2 - \frac{1}{k}, \frac{1}{2}) \). Then \( P_1(\Gamma_k) = S_{00} \cup S_{10} \) so that \( \mathcal{L}_1(\Gamma_k) = 0 \). Also, the \( \Gamma_k \) converge to the straight line \( \Gamma \) joining \( (\frac{1}{2}, \frac{1}{2}) \) and \( (2, \frac{1}{2}) \), so that \( P_1(\Gamma) = S_{00} \cup S_{10} \cup S_{20} \). Therefore, \( \mathcal{L}_1(\Gamma) = 1 > \lim \inf_{k \to \infty} \mathcal{L}_1(\Gamma_k) = 0 \).

The following result shows that for a large class of boundaries the discrete measures of length converge to the usual notion of length as \( n \to \infty \).

**Theorem 2.15** If \( \Gamma \) is a compact set with a finite number of connected components then \( \lim_{n \to \infty} \mathcal{L}_n(\Gamma) = \mathcal{H}^1(\Gamma) \).

**Proof:** If \( G_1, \ldots, G_m \) are the connected components of \( \Gamma \), then for sufficiently large \( n \) the \( P_n(G_i) \) are disjoint for \( i = 1, \ldots, m \). In that case, \( \mathcal{L}_n(\Gamma) = \sum_{i=1}^{m} \mathcal{L}_n(G_i) \). Also, \( \mathcal{H}^1(\Gamma) = \sum_{i=1}^{m} \mathcal{H}^1(G_i) \). The result will follow if it can be shown for each connected component. Therefore, suppose that \( \Gamma \) is connected.

By the definition of \( \mathcal{L}_n(\Gamma) \), we have \( \mathcal{L}_n(\Gamma) \leq \mathcal{H}^1(\Gamma) \) so that \( \lim \sup_{n \to \infty} \mathcal{L}_n(\Gamma) \leq \mathcal{H}^1(\Gamma) \). On the other hand, for each \( n \), there exists a compact and connected \( \Lambda_n \) with \( P_n(\Lambda_n) = P_n(\Gamma) \) and \( \mathcal{H}^1(\Lambda_n) = \mathcal{L}_n(\Gamma) \). Since \( P_n(\Lambda_n) = P_n(\Gamma) \), \( \Lambda_n \to \Gamma \) in Hausdorff metric as \( n \to \infty \). By the lower-semicontinuity of \( \mathcal{H}^1 \) (see [41], Theorem 3.18) we have \( \mathcal{H}^1(\Gamma) \leq \lim \inf_{n \to \infty} \mathcal{H}^1(\Lambda_n) = \lim \inf_{n \to \infty} \mathcal{L}_n(\Gamma) \). Thus, \( \lim_{n \to \infty} \mathcal{L}_n(\Gamma) \) exists and equals \( \mathcal{H}^1(\Gamma) \).

\[ \square \]

The following theorem shows that the discrete measures of length converge in another useful way to Hausdorff measure.

**Theorem 2.16** \( \mathcal{L}_n(\cdot) \) is \( \Gamma \)-convergent to \( \mathcal{H}^1(\cdot) \) on the space of compact subsets of \( \mathbb{R}^2 \) with a bounded number of connected components and with the topology induced by the Hausdorff metric. I.e., let \( \Gamma \subset \mathbb{R}^2 \) be compact with \( \#(\Gamma) \leq M < \infty \). Then the following two conditions hold:

(i) For every sequence of compact sets \( \Gamma_n \subset \mathbb{R}^2 \) with \( \Gamma_n \to \Gamma \) in Hausdorff metric and \( \#(\Gamma_n) \leq M \) \( \forall n \) we have

\[ \mathcal{H}^1(\Gamma) \leq \lim \inf_{n \to \infty} \mathcal{L}_n(\Gamma_n) \]
(ii) There exists a sequence of compact sets $\Gamma_n \subset \mathbb{R}^2$ with $\Gamma_n \to \Gamma$ in Hausdorff metric and $\#(\Gamma_n) \leq M \ \forall n$ such that

$$\mathcal{H}^1(\Gamma) \geq \limsup_{n \to \infty} \mathcal{L}_n(\Gamma_n)$$

**Proof:** To show (i), let $\Gamma_n$ be any sequence of compact sets with $\#(\Gamma_n) \leq M$ and $\Gamma_n \to \Gamma$ in Hausdorff metric. Then $\#(P_n(\Gamma_n)) \leq \#(\Gamma_n) \leq M$. Therefore, for each $n$ there exists $\Lambda_n$ with $\#(\Lambda_n) = \#(P_n(\Gamma_n)) \leq M$, $P_n(\Lambda_n) = P_n(\Gamma_n)$, and $\mathcal{H}^1(\Lambda_n) = \mathcal{L}_n(\Gamma_n)$. Since $\Gamma_n \to \Gamma$, we have $P_n(\Gamma_n) \to \Gamma$ and also since $P_n(\Lambda_n) = P_n(\Gamma_n)$ we have $\Lambda_n \to \Gamma$. Hence, by the lower-semicontinuity of Hausdorff measure for a bounded number of connected components (as mentioned in Section 2.2 — see [96, 97]), we get $\mathcal{H}^1(\Gamma) \leq \liminf_{n \to \infty} \mathcal{H}^1(\Lambda_n) = \liminf_{n \to \infty} \mathcal{L}_n(\Gamma_n)$.

To show (ii), simply take $\Gamma_n = \Gamma$ for all $n$. Then by the definition of $\mathcal{L}_n(\Gamma)$, we have $\mathcal{H}^1(\Gamma) \geq \mathcal{L}_n(\Gamma) = \mathcal{L}_n(\Gamma_n)$ for all $n$ and so $\mathcal{H}^1(\Gamma) \geq \limsup_{n \to \infty} \mathcal{L}_n(\Gamma_n)$.

The $\Gamma$-convergence property shown above is sufficient to show convergence of solutions to the discrete problem 2.4 as the lattice spacing $\frac{1}{n}$ goes to zero if the number of connected components of the admissible boundaries is uniformly bounded. I.e., following [96], we let the cost term for the boundaries be

$$\nu_n(\Gamma) = \mathcal{L}_n(\Gamma) + F(\#(\Gamma))$$

where $F(k) = 0$ for $k \leq M < \infty$ and $F(k) = \infty$ for $k > M$. Let $E_n^M$ denote the cost functional with the above boundary term, and let $E^M$ denote the cost functional whose boundary term is

$$\nu(\Gamma) = \mathcal{H}^1(\Gamma) + F(\#(\Gamma))$$

For these variational problems, we have the following convergence result, which essentially follows from the previous result on $\Gamma$-convergence.

**Theorem 2.17** Let $(f_n^*, \Gamma_n^*)$ denote a minimizing pair for $E_n^M$. Then there exists a subsequence (still denoted $(f_n^*, \Gamma_n^*)$) and a pair $(f, \Gamma)$ such that $(f_n^*, \Gamma_n^*) \to (f, \Gamma)$ and $(f, \Gamma)$ minimizes $E^M$.

**Proof:** The existence of a pair $(f, \Gamma)$ with $(f_n^*, \Gamma_n^*) \to (f, \Gamma)$ follows from Lemma 3 of [96]. The fact that $(f, \Gamma)$ minimizes $E^M$ follows from the $\Gamma$-convergence of $\mathcal{L}_n$ to $\mathcal{H}^1$ (shown above) which implies the $\Gamma$-convergence of $E_n^M$ to $E^M$.
2.4.3 Segmentation with Piecewise Linear Boundaries

In this section we formulate a modified version of the original variational problem 2.1 which eliminates the problems associated with computing the length of irregular curves. The modification consists of requiring the boundaries \( \Gamma \) to consist of a union of a bounded number of straight line segments. We propose a partially discrete version of the modified problem and show a convergence result for the solutions to the discrete problems.

Let \( S^M = S^M(\Omega) \) be the set of all compact subsets of \( \Omega \) that are the union of \( M < \infty \) or fewer connected line segments contained in \( \Omega \). Consider the problem of minimizing 2.1 subject to the constraint that \( \Gamma \in S^M \). Alternatively, we can consider this problem as one of minimizing the cost function \( E_{S^M} \) whose boundary term is \( H^1(\Gamma) \) for \( \Gamma \in S^M \) and infinite otherwise.

**Theorem 2.18** For every fixed \( M < \infty \) and \( \Omega \) a bounded region of \( \mathbb{R}^2 \), \( S^M(\Omega) \) is compact with respect to the Hausdorff metric. I.e., for every infinite sequence \( \Gamma_n \in S^M(\Omega) \) there is a subsequence, still denoted \( \Gamma_n \), and \( \Gamma \in S^M(\Omega) \) such that \( \Gamma_n \to \Gamma \) in Hausdorff metric.

**Proof:** First, each \( \Gamma_n \) is a compact subset of \( \Omega \). As previously mentioned, the set of compact subsets of \( \Omega \) is compact with respect to the Hausdorff metric (e.g., see [41], Theorem 3.16). Hence, there is a subsequence, which we still denote \( \Gamma_n \), and a compact set \( \Gamma \subset \Omega \) such that \( \Gamma_n \to \Gamma \) in Hausdorff metric. We need only show that \( \Gamma \in S^M(\Omega) \), i.e., that \( \Gamma \) is the union of at most \( M \) line segments.

Note that by a line segment we include the possibility of a single point or the empty set. It is straightforward to show the result for \( M = 1 \). I.e., given a sequence of single line segments any convergent subsequence converges to a single line segment. Now, each \( \Gamma_n \) is the union of at most \( M \) line segments so that \( \Gamma_n = \bigcup_{i=1}^M A_{n,i} \) where each \( A_{n,i} \) is a line segment (possibly a point or the empty set).

We can extract a subsequence (still indexed by \( n \)) so that \( A_{n,1} \to A_1 \) where \( A_1 \) is a line segment (again, possibly a point or the empty set). Similarly, we can extract sub-subsequences \( M - 1 \) more times (still indexed by \( n \)) so that for each \( i = 1, \ldots, M, A_{n,i} \to A_i \) where each \( A_i \) is a line segment.

Therefore, for the final sub-subsequence, \( \Gamma_n = \bigcup_{i=1}^M A_{n,i} \) and for each \( i = 1, \ldots, m \) we have \( A_{n,i} \to A_i \) where \( A_i \) is a line segment. Hence, \( \Gamma_n \to \Gamma = \bigcup_{i=1}^M A_i \) and so
\[ \Gamma \in S^M(\Omega). \]

\[ \square \]

**Theorem 2.19** A minimizing solution \( (f^*, \Gamma^*) \) for \( E_{SM}(\cdot, \cdot) \) exists.

**Proof:** This follows from the compactness of \( S^M \) shown above and the lower-semicontinuity of the cost function (e.g., see [96, 97]).

\[ \square \]

Now we consider partially discrete versions of the problem \( E_{SM} \). As before, only the boundary is discretized. For this problem we consider a different form of discrete representation for the boundaries, taking advantage of the fact that the boundaries are piecewise linear. Specifically, we consider the set of lattice points in \( \frac{1}{n} \mathbb{Z}^2 \), and require the endpoints of each line segment in the boundary to lie on these lattice points. Let \( S^{M,n} = S^{M,n}(\Omega) \) denote the collection of all sets consisting of at most \( M \) straight line segments whose endpoints lie in \( \frac{1}{n} \mathbb{Z}^2 \cap P_n(\Omega) \). To obtain a convergence result we will consider the boundary to be a dilation of the linear segments where the amount of dilation is related to the lattice spacing. For the discrete problem with lattice spacing \( 1/n \), the cost function is minimized over boundaries of the form \( \Gamma(\delta_n) \) where \( \delta_n > \sqrt{2}/n \) with \( \delta_n \to 0 \) as \( n \to \infty \) and \( \Gamma \in S^{M,n}(\Omega) \). The reconstructed image is then defined only on \( \Omega \setminus \Gamma(\delta_n) \). However, the cost of the dilated boundary \( \Gamma(\delta_n) \) is taken to be simply the total length of the straight line segments comprising \( \Gamma \).

Let \( E_{SM,n} \) denote the discrete problem with lattice spacing \( 1/n \). For these discrete problems, we have the following convergence result.

**Theorem 2.20** Let \( (f^*_n, \Gamma^*_n) \) denote a minimizing pair for \( E_{SM,n} \). Then there exists a subsequence (still denoted \( (f^*_n, \Gamma^*_n) \)) and a pair \( (f, \Gamma) \) such that \( (f^*_n, \Gamma^*_n) \to (f, \Gamma) \) and \( (f, \Gamma) \) minimizes \( E_{SM} \).

**Proof:** The existence of a pair \( (f, \Gamma) \) with \( (f^*_n, \Gamma^*_n) \to (f, \Gamma) \) follows from the compactness of \( S^M \) and Lemma 3 of [96]. We only need to show that \( (f, \Gamma) \) minimizes \( E_{SM} \).

Let \( (f^*, \Gamma^*) \) minimize \( E_{SM} \). For each \( n \), let \( \Lambda_n \) be obtained from \( \Gamma^* \) by taking the best approximation to \( \Gamma^* \) using line segments whose endpoints lie in \( \frac{1}{n} \mathbb{Z}^2 \cap P_n(\Omega) \), i.e. the best boundary which can be used in the discrete problem with lattice spacing \( \frac{1}{n} \). This will be obtained by taking the line segments whose endpoints lie on the lattice
sites closest to the endpoints of $\Gamma^*$. Note that certainly $\Lambda_n^{(\delta_n)} \supseteq \Gamma^*$ since $\delta_n > \sqrt{2}/n$ and with lattice spacing $\frac{1}{n}$ there is always a lattice point within $\sqrt{2}/n$ of any point in $\Omega$. Let $h_n$ be the restriction of $f^*$ to $\Omega \backslash \Lambda_n^{(\delta_n)}$. Then, we have

\[ E_{SM}(f, \Gamma) \leq \liminf_{n \to \infty} E_{SM,M}(f_n^*, \Gamma_n^*) \leq \liminf_{n \to \infty} E_{SM,M}(h_n, \Lambda_n) = \lim_{n \to \infty} E_{SM,M}(h_n, \Lambda_n) = E_{SM}(f^*, \Gamma^*) \]

where the first inequality uses the lower-semicontinuity of $E_{SM}$ (which follows from results from [96]), the second inequality follows from the optimality of $(f_n^*, \Gamma_n^*)$, and the equalities follow from the continuity of the first two terms of $E_{SM}$ with respect to dilations of the boundary (see [96]). Therefore, $E_{SM}(f, \Gamma) = E_{SM}(f^*, \Gamma^*)$ so that $(f, \Gamma)$ minimizes $E_{SM}$.

\[ \square \]

2.5 Discussion and Open Problems

We obtained several new properties of Minkowski content, and gave new proofs for some results already known. Refinements for many of the results may be interesting to consider. For example, Lemma 2.1 shows that the boundary of a dilated set cannot be too irregular. We expect that much stronger statements concerning the regularity of the boundary could be made. For example, if $A$ and $P$ denote the area and perimeter of a $\delta$-dilation, then we conjecture that $P/A \leq 2/\delta$ with equality iff the $\delta$-dilation consists of a union of disjoint circles of radius $\delta$. This is a kind of "reverse" isoperimetric inequality for $\delta$-dilations. As a general direction, it may be worth investigating whether the results obtained for Minkowski content and dilations are applicable to some problems in mathematical morphology [107].

Regarding the segmentation problem, we provided some evidence suggesting that the standard discretization fails to approximate the continuous formulation (for completeness, it would be nice to actually prove this). Hence, analytical results concerning the continuous formulation cannot be applied to the standard discrete solutions (even for a very fine lattice spacing). It may be interesting to study the continuous variational principle which corresponds to the standard discretization. The natural conjecture is that in the corresponding continuous formulation the cost term for a curve is $\int_0^L (|\cos \theta(s)| + |\sin \theta(s)|) ds$ where $s$ is arc length and $\theta(s)$ is the angle
between the tangent to curve and a fixed $x$-axis, rather than the length of the curve.

We presented three procedures for partially discretizing the variational formulation of the segmentation problem for which we proved convergence results in the continuum limit. Our results provide a rigorous justification for certain finite-difference-like approximation to a variational problem explicitly incorporating boundaries. We expect that the methodologies presented could be used to analyze discrete approximations to other "free-discontinuity" variational problems. In particular, the approach may be applicable to other problems in early vision which explicitly minimize over boundaries.

There are several reasons for considering a variety of discrete approximation methods such as those presented here. First, the proofs of the convergence results for two of the techniques presented here are much simpler since we were able to use some powerful results on Hausdorff measure, rather than deriving new results as we did for the method using Minkowski content. Second, certain discretization methods and cost terms may be easier to implement and computationally more advantageous than others. Finally, considering several alternative approaches might suggest certain general properties that are shared by all discretizations of the original problem.

Regarding the second and third points we have some specific ideas in mind. Both approaches presented here as well as the method using Minkowski content are computationally unattractive compared to the standard discretization. For example, in the standard discretization the cost term associated with a discrete boundary is obtained by simply taking the total length of the segments in the discrete boundary. On the other hand, with the digitizations proposed, the computation of the cost terms of Sections 2.4.1 and 2.4.2 is much more involved. In particular, the MRF corresponding to the standard discretization is very simple, requiring no interactions between the boundary sites, while implementing the discretizations proposed would require large neighborhood structures (growing unboundedly as the lattice spacing tends to zero) and complex potentials.

The distinction can also be formalized along the following lines. Consider a distributed implementation in which there is a processor at each lattice site. The state of a processor is either zero or one depending on whether or not the boundary passes through the associated lattice square. To compute the length terms of Sections 2.4.2 or 2.4.1, each processor must perform a computation depending on the state of a very large number (tending to infinity) of other processors as the lattice spacing tends to zero. On the other hand, for the cost term of the usual discretization, the contribu-
tion of a particular processor to the total cost depends on the state of the processor but is independent of the state of all other processors (regardless of the discretization level). Hence, if implemented in parallel architectures in the natural way, the two methods that possess the proper convergence properties require computations that are in some sense nonlocal as the lattice spacing tends to zero, while the usual discretization results in a local computation (independent of the discretization level) but fails to have the right convergence properties. Note that for the method using piecewise linear approximations, if implemented in the natural way, the computation can be done locally but each processor requires an unbounded number of states in the continuum limit (to indicate whether an endpoint of the line segment is present at that processor and, if so, at which processor the other endpoint lies).

A natural question is whether the computational difficulties discussed above can be circumvented by a clever discrete approximation. This problem is discussed in Chapter 3. As we will see, the results in Chapter 3 suggest that for rectangular lattices the difficulties are not merely due to a poor choice of discrete approximations, but are inherent difficulties associated with any discrete approximation to measures of length. This result probably holds for many other regular lattices as well (e.g., hexagonal). However, interestingly, the problems with nonlocal computation can be avoided for appropriate random and deterministic tessellations.

Also, as alluded to above, the nonlocal computations can likely be avoided if the processors are allowed to have infinitely many states. For example, this could correspond to associating a direction (or local tangent) to each boundary element in addition to just its presence or absence. Hence, in the MRF formulations this might correspond to coupled intensity and boundary fields both of which are real valued. Some work which may be related to this idea is contained in [93]. A somewhat different approach to having real valued boundary elements is suggested by an important result of Ambrosio [4, 5]. He obtained an interesting $\Gamma$-convergent approximation to the original variational problem. Specifically, he showed that the functional

$$E^h(f,v) = c_1 \int_\Omega (f-g)^2 + c_2 \int_\Omega (1-v^2)^h \| \nabla f \|^2 + c_3 \int_\Omega (1-v^2)^h \| \nabla v \|^2 + \frac{h^2 v^2}{16}$$

$\Gamma$-converges to 2.1 as $h \to \infty$, so that minimizers of $E^h(f,v)$ converge to a minimizer of $E(f,\Gamma)$ as $h \to \infty$. Here $f$ is as before and $v : \Omega \to [0,1]$ plays the role of the boundaries. For finite $h$, $v$ represents a sort of smoothed version of $\Gamma$ in the sense of having a value close to 1 near $\Gamma$ and having a value of 0 away from $\Gamma$,
and varying continuously in between. This result suggests a natural digitization of 2.1 by taking a finite difference approximation to $E^h(f, v)$ as discussed in [97] and [45]. However, as far as we know, a proof of convergence for such finite difference approximations is lacking in this case. We expect that convergence should hold as long as $h \to \infty$ appropriately as the lattice spacing $1/n \to 0$, namely $h/n \to 0$. Such a conjecture is natural in light of the results of [69, 73] and was in fact stated in [97]. Furthermore, convergence issues aside, it is not clear that computational difficulties are avoided with these approaches. E.g., in Ambrosio's approximation, there may be some computational or numerical problems as $h \to \infty$. Further work needs to be done to understand whether any computational difficulties arise in this case.
Chapter 3

Local Versus Non-local Computation of Length From Discrete Approximations

3.1 Introduction

In Chapter 2, we discussed some discretizations of the segmentation problem for which we showed desirable convergence results in the continuum limit. These formulations have the advantage that solutions to the discrete versions converge to a solution of the continuous problem as the lattice spacing tends to zero. However, they have the disadvantage that for discrete boundaries the cost functional is considerably more difficult to evaluate than for the standard discretization. This has important implications as to the suitability of these methods for computation on parallel architectures.

As we discussed, the discrete formulations have a close relationship to problems arising from a probabilistic approach using Markov random fields (MRF’s), which is attractive for a number of theoretical and practical reasons. One major reason for the attractiveness of MRF’s is their local neighborhood structure. A very useful property of the standard discretization is its small neighborhood structure independent of the level of discretization. On the other hand, the discretizations discussed in the previous chapter require the neighborhood size to grow (unboundedly) as the lattice spacing tends to zero. For very fine discretizations, the neighborhood structure is highly nonlocal and the advantages of the MRF structure are essentially lost. This is due to the choice of the cost for the discrete boundaries, which were selected
for their convergence properties to the true length of the curves in the continuum limit. A natural question is whether one can retain such convergence properties with computations using local neighborhood structures.

Thus, we are led to consider the local versus non-local nature of computing the length of a curve from discrete approximations. Interestingly, this problem has connections with the learning paradigms discussed below (see Chapter 7). In this chapter, we formalize our notions of local and non-local computation, and provide some results for various tessellations.

3.2 Definition of Local Computation

In studying the question of local versus non-local computation of length, we restrict ourselves to a particular type of discrete representation for curves. First, for simplicity, we consider only curves contained in the unit square. For each $n$, we assume that the unit square is partitioned into a number of regions $s_{n,1}, \ldots, s_{n,k(n)}$ with $k(n) \to \infty$ as $n \to \infty$. We think of $n$ as indicating the discretization level, so that $n \to \infty$ typically corresponds to finer and finer partitions. The discrete representation of a curve $\Gamma$ on the partition of level $n$ will consist of those regions $s_{n,i}$ which $\Gamma$ passes through, i.e., for which $\Gamma \cap s_{n,i} \neq \emptyset$.

The notions of local versus global computation we use are similar to those considered by Minsky and Papert [84] (see also [1, 75]). For a lattice at level $n$, we imagine a processor in each region $s_{n,1}, \ldots, s_{n,k(n)}$. Let $p_{n,j}$ denote the location $(x, y)$ coordinates of the processor in region $s_{n,j}$. For simplicity, we will also let $p_{n,j}$ refer to the processor itself (as well as its position).

We assume that each processor has information as to whether or not the curve $\Gamma$ passes through its region. Furthermore, each processor $p_{n,j}$ has an associated neighborhood $N_{n,j}$ which is a set of other processors at level $n$ which provide information to the processor $p_{n,j}$. That is, processor $p_{n,j}$ performs a computation depending only on the state of the pixels in its neighborhood, which will be denoted by $\Gamma_{\mid N_{n,j}}$. We assume that the outputs of each of the processors are combined linearly to produce the final computed value. Hence, the computed value $\hat{L}_n(\Gamma)$ for the length of the curve $\Gamma$ from its discretization at level $n$ is given by an expression of the form

$$\hat{L}_n(\Gamma) = \sum_{j=1}^{k(n)} \phi_{n,j}(\Gamma_{\mid N_{n,j}})$$ (3.1)
3.2. DEFINITION OF LOCAL COMPUTATION

The diameter of a neighborhood $N_{n,j}$ is the maximum distance between any two processors in $N_{n,j}$. The diameter $d_n$ of the computation at discretization level $n$ is the largest diameter over all neighborhoods $N_{n,j}$. Note that as $n \to \infty$, the processors necessarily get closer together, since they are all within the unit square. Since we are interested in computations in which each processor does not communicate to too many other processors, it is not sufficient simply to bound $d_n$ as $n \to \infty$. Instead, we will bound the scaled diameter $\sqrt{k(n)d_n}$. A computation of the above form is said to be diameter limited (in the limit, or as the lattice spacing tends to zero) if $\sqrt{k(n)d_n}$ is uniformly bounded as a function of $n$, i.e., for some $d < \infty$ we have $\sqrt{k(n)d_n} \leq d$ for all $n$.

A diameter limited computation provides one notion of what we mean by a local computation. Following [84], another notion is that of an order limited computation. The order of a neighborhood $N_{n,j}$ is simply the number of processors in $N_{n,j}$, i.e. its cardinality. The order $\alpha_n$ of a computation at discretization level $n$ is the maximum order over all $j$ of $N_{n,j}$. Then, an order limited computation is one for which $\alpha_n$ is uniformly bounded as a function of $n$, so that there is some $\alpha < \infty$ such that $\alpha_n < \alpha$ for all $n$.

It is difficult to prove any results without imposing some additional structure on the computation. We consider the case of a translation invariant neighborhood structure and translation invariant processors meaning that for each $n$, $N_{n,j}$ and $\phi_{n,j}$ are independent of $j$. We also consider the case in which only those processors which are "on" can contribute to the computation. That is, we assume that the contribution $\phi_{n,j}(\Gamma|_{N_{n,j}})$ of processor $p_{n,j}$ is zero if $\Gamma$ does not pass through the region associated with $p_{n,j}$. In the case of regular tessellations, these assumptions allow a simplification of the form of the computation in (3.1). Specifically, for an order or diameter limited computation there are a finite number $K$ of distinct patterns for $\Gamma|_{N_{n,j}}$ (i.e., states of pixels in a neighborhood). Each processor which sees pattern $i$ in its neighborhood contributes the same quantity $a_{n,i}$ to the total computation. Therefore, if we let $t_n$ denote the total number of pixels which $\Gamma$ passes through, and let $f_{n,i}(\Gamma)$ denote the frequency of occurrence of pattern $i$, then $\hat{L}_n$ is given by

$$\hat{L}_n(\Gamma) = t_n(\Gamma) \sum_{i=1}^{K} a_{n,i} f_{n,i}(\Gamma)$$

(3.2)
3.3 Local/Non-local Results for Various Tessellations

A rectangular digitization is the one most commonly used in image processing. In this case, at discretization level \( n \) the unit square is partitioned along the coordinate axes into \( n^2 \) square pixels of size \( 1/n \) by \( 1/n \). The pixels correspond to the closed lattice squares of \( \frac{1}{n} \mathbb{Z}^2 \). This is exactly the discretization defined in Section 2.4.1. The discrete version of a curve \( \Gamma \) is composed of the union of closed lattice squares of \( \frac{1}{n} \mathbb{Z}^2 \) which \( \Gamma \) passes through.

For such discretizations, we have the following result.

**Theorem 3.1** The length of a curve cannot be computed using a diameter limited computation from discrete approximations on a rectangular tessellation. In particular, if \( nd_n \leq d < \infty \) then for some straight line \( \Gamma \), \( \lim_{n \to \infty} \hat{L}_n(\Gamma) \neq L(\Gamma) \).

**Proof:** We will proceed by showing that any diameter limited computation fails to compute length appropriately in the limit on many straight lines. Consider a line segment of unit length and let \( \theta \) be the angle that the extension of the segment makes with the \( x \)-axis. Since we are considering only the case where \( \Gamma \) is such a straight line segment, we will write (3.2) indexed by \( \theta \):

\[
\hat{L}_n(\theta) = t_n(\theta) \sum_{i=1}^{K} a_{n,i} f_{n,i}(\theta)
\]  

(3.3)

For lines with small \( \theta \), as \( n \) gets large the digitization consists of long stretches of pixels in a row with occasional corners (or shifts) to different rows (see Figure 3.1). Now, suppose the computation is diameter limited with \( nd_n \leq d \). Then for \( 0 \leq \theta < \tan^{-1} \frac{1}{d} \) the corners are sufficiently far apart so that the digitized pattern in the neighborhood of every processor contains either no corners or exactly one corner (see Figure 3.2), with the different locations of the corner in the neighborhood corresponding to different patterns.

Since we are concerned with the behavior of the computation as \( n \to \infty \), we can ignore the effects at the ends of the line segment, and the effects of the offset of the line segment with respect to the digitization. For each \( 0 \leq \theta < \tan^{-1} \frac{1}{d} \), the frequencies of occurrence of all patterns which contain a corner are approximately the same for
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large $n$. Hence, we can simplify (3.3) to

$$\hat{L}_n(\theta) = t_n(\theta)[a_{n,1}f_{n,1}(\theta) + a_{n,2}f_{n,2}(\theta)]$$  \hspace{1cm} (3.4)

where $f_{n,1}$ and $f_{n,2}$ denote the frequency of occurrence of patterns without a corner and with a corner respectively.

For large $n$, there are approximately $n\sin \theta$ corners for a unit length segment at angle $\theta$, and the segment passes through approximately $n\cos \theta$ columns. Hence, the digitized version of the line segment contains approximately $t_n(\theta) = n\cos \theta + n\sin \theta$ total pixels. Also, since the computation is diameter limited with $nd_n \leq d$, at most $d$ pixels see a given corner, so that $nd\sin \theta$ pixels see some corner. Therefore, $f_{n,2}(\theta) = d\sin \theta/(\cos \theta + \sin \theta)$ and $f_{n,1}(\theta) = 1 - f_{n,2}(\theta)$. Substituting these expressions in (3.4) and letting $n \to \infty$ gives

$$\hat{L}(\theta) = a_1\cos \theta + (a_1 + d(a_2 - a_1))\sin \theta$$  \hspace{1cm} (3.5)

for $0 \leq \theta < \tan^{-1}\frac{1}{d}$. Since the line segments at all angles have unit length, in the interval $0 \leq \theta < \tan^{-1}\frac{1}{d}$, the computation is correct only for those $\theta$ for which $\hat{L}(\theta) = 1$. For finite $d$, from (3.5) $\hat{L}(\theta) = 1$ clearly cannot be satisfied for all $0 \leq \theta < \tan^{-1}\frac{1}{d}$ (in fact, it can be exactly satisfied for at most two values of $\theta$ in the desired interval).

We expect that similar results are true for the other standard regular tesselations (i.e., hexagonal and triangular). However, it is interesting that it is not true for all tesselations.

Specifically, we first consider random tesselations produced by a number of random straight lines. The lines will be drawn from the usual invariant measure which is uniform in both the angle and radial coordinate (up to some maximum radius) of the
Figure 3.2: Two types of patterns in diameter limited neighborhood for line segments with sufficiently small slope.

polar coordinate representation of the line. The "lattice spacing" is related to the number of random lines drawn. For this tessellation we have the following result for computing the length of any straight line segment.

**Theorem 3.2** Let \( \Gamma \) be any straight line segment. There is a diameter limited computation on tessellations formed from independent lines drawn uniformly which converges to the length of \( \Gamma \) with probability one.

**Proof:** For the computation on the tessellation at level \( n \), we will let each processor which is "on" (i.e., which \( \Gamma \) passes through) contribute \( 2/n \) independent of the state of all other processors. Hence, the neighborhood of a given processor consists only of the processor itself, so that the computation is clearly diameter limited.

Now we need to show that as \( n \to \infty \) this computation recovers the length of a straight line segment \( \Gamma \). Let \( \beta(n, \Gamma) \) denote the number of pixels comprising the digitized version of \( \Gamma \) on the lattice at level \( n \). For a random line \( \ell \), let \( m(\ell, \Gamma) \) denote the number of intersections between \( \ell \) and \( \Gamma \). Since \( \Gamma \) is a straight line segment, for almost all \( \ell \), \( m(\ell, \Gamma) \) is either zero or one. Furthermore, since the pixels consist of regions formed by straight lines and \( \Gamma \) is a straight line segment, the number of pixels comprising the digitized version of \( \Gamma \) is just one plus the number of straight lines intersecting \( \Gamma \). I.e., \( \beta(n, \Gamma) = \sum_{i=1}^{n} m(\ell_i, \Gamma) \) so that

\[
\hat{L}_n = 2 \cdot \frac{1}{n} \sum_{i=1}^{n} m(\ell_i, \Gamma)
\]
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From the law of large numbers, we have that as \( n \to \infty \), \( \hat{L}_n \to 2 \cdot Em(\ell, \Gamma) \) with probability one. A result from stochastic geometry states that if \( \Gamma \) is any rectifiable curve in the unit square and \( \ell \) is a random line intersecting the unit square drawn uniformly then \( Em(\ell, \Gamma) = \frac{1}{2} L(\Gamma) \) (e.g., see [105] and Section 7.2 for more discussion). Thus, using this result we have that \( \hat{L}_n \to L(\Gamma) \) with probability one.

\[
\square
\]

The intuitive idea of the results above is that the length of a line segment is twice the area of a corresponding subset of the cylinder, namely the area of the set of lines which intersect the line segment. With a rectangular tessellation, we obtain samples on the cylinder only for \( \theta = 0 \) and \( \theta = \pi/2 \). On the other hand, with the random tessellation, we obtain a random sampling of points on the cylinder from which we can easily estimate the desired area. This suggests that there is a tradeoff between the complexity of the sampling used and the complexity of the resulting computation. It also suggests that appropriate deterministic sampling strategies should allow a local computation of the length of a line segment. The theorem below shows that this is in fact the case for a particular deterministic sampling strategy. Specifically, we consider the tessellation at level \( n \) to be that formed by parallel lines with spacing \( 1/n \) taken at angles \( 2\pi j/n \) for \( j = 0, \ldots, n-1 \). Denote this tessellation by \( U_n \). Moran [87] has obtained results on estimating the length of a curve by counting intersections with the straight lines forming the tessellation \( U_n \). The following result on the local computation of length using the tessellation \( U_n \) follows from Moran's results.

**Theorem 3.3** Let \( \Gamma \) be any straight line segment. There is a local computation on the deterministic tessellation \( U_n \) which converges to the length of \( \Gamma \).

**Proof:** As in Theorem 3.2, for the computation on the tessellation at level \( n \), we will let each processor which is "on" (i.e., which \( \Gamma \) passes through) contribute \( 2/n \) independent of the state of all other processors. Hence, the neighborhood of a given processor consists only of the processor itself, so that the computation is clearly diameter limited. To show that as \( n \to \infty \) this computation recovers the length of a straight line segment \( \Gamma \), note that (as in Theorem 3.2) since the pixels consist of regions formed by straight lines and \( \Gamma \) is a straight line segment, the number of pixels comprising the digitized version of \( \Gamma \) is just one plus the number of straight lines intersecting \( \Gamma \). Hence, the theorem follows using the results of Moran [87].

\[
\square
\]
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3.4 Discussion and Open Problems

There are a number of interesting questions and directions to pursue along the lines of this chapter. It would be interesting to extend the local computation results for both the random and deterministic tessellations (Theorems 3.2 and 3.3) to general curves. The difficulty is that for general curves there isn't a simple correspondence between the number of regions intersected by the curve and the number of intersections the lines make with the curve. It would also be interesting to extend the local and non-local results to other tessellations. For example, we conjecture that non-local results similar to Theorem 3.1 hold for regular tessellations such as triangular or hexagonal. Likewise, we conjecture that results similar to Theorem 3.2 hold for other random tessellations such as Voronoi tessellations obtained from homogeneous planar Poisson point processes. (For work on random tessellations see for example [3, 114]). The results of [112] may be useful in proving results of this type. One difficulty in dealing with tessellations which are not formed by a number of straight lines is that the duality between intersections of the lines and sampling on the cylinder (manifold of straight lines) is lost. Perhaps there is a more general way in which to view the sampling which works for other tessellations.

Another direction to pursue is to try to relax some of the assumptions such as translation invariance, etc. However, it seems that proving results in these cases will be difficult. One extension that we feel should go through is to prove a non-local result like Theorem 3.1 for order limited computations as opposed to just diameter limited. Also, it would be useful to obtain error bounds in terms of the diameter (or order) of the computation, since it is likely that although an exact computation in the limit may be non-local, a good approximation can be obtained with a small diameter (order). It should be possible to use 3.5) to obtain lower bounds on the achievable error for diameter limited computations.

A natural question is whether the tessellations which allow local computation of length can be used to construct a discrete version of the segmentation problem which is local and yet possesses the appropriate convergence properties in the continuum limit. We expect that this can be done, although the corresponding MRF structure would be somewhat complicated due to the irregular placements of lattice sites.

Our results show that local lattice systems may inherently lack the ability to perform certain computations due to the arrangement and connections of the lattice sites. The results suggest that other lattice-type systems such as cellular automata or
spin systems in statistical mechanics may possess inherent computational limitations arising from their architecture. It may be interesting to study these questions.

The notion of local versus non-local computations appears to be of fundamental importance. The work presented in this chapter suggests many other general directions which may be interesting to pursue. It may be worthwhile investigating whether other computations (e.g., determining convexity or connectedness from discrete approximations of a set) can be done locally. One could consider questions of local/non-local computations using other discretizations or in which the processors have access to other types of data, as opposed to just data from a discretization on a tesselation as considered here. It might also be interesting to consider forms of computation other than just those of the type in 3.1, as well as to investigate other notions of local and non-local computations.
Chapter 4

Computational Limitations of Model Based Recognition

The problem of model based recognition can be informally described in the following way: given a library of modeled objects and a set of sensed data, identify and locate the objects from the library that are present in the data. The standard computational approach is to represent the modeled objects and the data in terms of discrete features so that the recognition can be solved as a search problem. These results indicate that by applying rigidity constraints in various ways, model based recognition can be efficiently applied to recognize a small number of objects even from partial views and in the presence of non-malicious noise. The relevant complexity parameter in such cases is the number of features that model each object.

In this chapter we analyze the case in which objects are represented by a small number of features. The relevant complexity parameter in this case is the number of objects. Instead of analyzing the performance of specific algorithms, our approach is to apply techniques from complexity theory to identify cases in which model based recognition appears to be inherently difficult. Specifically, we show that the problem is NP-complete, and thus, its complexity (modulo standard complexity assumptions, i.e., $P \neq NP$) is super-polynomial in the size of the library.

Proving that a problem is NP-complete is a common technique in complexity analysis for identifying the problem as intrinsically difficult. In a (well defined) sense, an NP-complete problem is the most difficult problem in the class NP, which includes many difficult problems such as the traveling salesman. However, an NP-complete problem is not completely unapproachable; a standard method for coping with such problems is to identify easily solved sub-problems. In the case of model based recog-
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Figure 4-1: Examples of local features.

nition this might correspond to exploiting additional structure of the modeled objects and the way they are viewed. For more information on the theory of NP-complete problems see [44]. For applications of NP-completeness results to vision tasks see [64, 117].

The negative results of this chapter can be used to determine constraints that may simplify the problem of model based recognition. We will attempt to identify three types of constraints: constraints that leave the problem NP-complete, constraints that guarantee efficient (polynomial) algorithms, and constraints that make our NP-completeness proofs inapplicable, so that they may simplify the problem. The generic model based recognition problem that we consider is noise free and assumes no occlusion. An example of constraints of the first type is that each pair of local features can be found in at most three objects from the library. An example of constraints of the second type is that each pair of local features can be found in at most two objects from the library. An example of constraints of the third type is occlusion of convex objects.

4.1 Preliminary Definitions

We consider situations in which objects can be described in terms of sets of local features. A local feature is taken to be a simple geometric shape (although the results hold for arbitrary interpretations of "simple" and "local"), and an object is described by a set of local features and their location in space. Commonly used features are points, lines, angles, etc. An example is shown in Figure 4-1, where a triangle is described in terms of straight lines (a), corners (b), and points along its edges (c).
4.2. THE CASE OF TRANSLATION AND ROTATION

Definition: An object description by local features is a set of pairs

\[ O = \{(f_1, X_1), (f_2, X_2), \ldots, (f_t, X_t)\} \]

where for \( 1 \leq i \leq t \), \( f_i \) is a local feature and \( X_i \) is its location is space relative to a fixed coordinate system.

Definition: A library is a set of object descriptions.

Definition: A picture is sensed data given as a set of local features and their location is space.

The problem of model based object recognition is:

For a family of coordinate transformations \( \Psi \), a library \( L \), and a picture \( P = \{(f_1, X_1), \ldots, (f_m, X_m)\} \), determine a disjoint partition of \( P \) into objects from \( L \), i.e., subsets \( O_1, \ldots, O_q \) such that: (i) for \( i \neq j \) \( O_i \cap O_j = \emptyset \); (ii) \( P = O_1 \cup \cdots \cup O_q \); (iii) for \( 1 \leq i \leq q \) there is \( \psi_i \in \Psi \) that transforms an object from \( L \) into \( O_i \).

Our main result is that the problem of model based recognition under translations, rotations, and perspective projections is NP-complete. The proofs are based on a reduction from exact cover by 3 sets (X3C) that is known to be NP-complete (see [44] page 221).

**X3C:** The following exact cover by 3-sets problem is NP-complete:

**Instance:** a set \( E \) of \( m \) elements and a collection \( C \) of 3-element subsets of \( E \).

**Question:** does \( C \) contain an exact cover for \( E \), i.e., a subcollection \( C' \subset C \) such that every element of \( E \) occurs in exactly one member of \( C'\)?

**Comment:** X3C remains NP-complete even if no element occurs in more than three subsets in \( C \), but is solvable in polynomial time if no element occurs in more than two subsets. A related problem, exact cover by 2-sets, is solvable in polynomial time.

4.2 The Case of Translation and Rotation

**Theorem 4.1** Let \( L \) be a library of objects and let \( P \) be a picture. The decision problem of whether \( P \) can be described as a disjoint union of translated and rotated objects from \( L \) is NP-complete. The problem remains NP-complete even if each object is described by 3 points.
\[ p_1 \leftarrow m^2 + 1 \rightarrow p_2 \cdots p_i \leftarrow m^2 + i \rightarrow p_{i+1} \cdots p_m \]

Figure 4-2: The picture in the proof of Theorem 4.1.

\[ p_2 \leftarrow 2m^2 + 5 \rightarrow p_4 \leftarrow m^2 + 4 \rightarrow p_5 \]

Figure 4-3: A typical object in the proof of Theorem 4.1.

**Proof:** Membership in NP is obvious. To show that the problem is NP-complete we reduce X3C to it.

Let \( \{E, C\} \) be an instance of the X3C problem. \( C \) is a collection of 3-element subsets of the \( m \) elements \( e_1, \ldots, e_m \in E \). We begin by constructing a picture \( P \) of \( m \) points \( p_1, \ldots, p_m \) on the \( x \) axis. The location of \( p_1 \) is at the origin, the point \( p_2 \) is at distance \( m^2 + 1 \) from \( p_1 \), the point \( p_3 \) is at distance \( m^2 + 2 \) from \( p_2 \), etc. See the illustration in Figure 4-2. Let \( \phi : E \rightarrow P \) denote the mapping of elements in \( E \) to points in \( P \). For \( 1 \leq i \leq m \) we have:

\[ \phi(e_i) = \text{a point at } x = (i - 1)m^2 + i(i - 1)/2 \quad (4.1) \]

Clearly, \( \phi \) is 1-1 and onto, so that the inverse mapping is well defined. We now create the library \( L \) from the 3-element subsets in \( C \). For a 3-set composed of the elements \( e_\alpha, e_\beta, e_\gamma \), we add to \( L \) an object described by the 3 points \( \phi(e_\alpha), \phi(e_\beta), \phi(e_\gamma) \). The object generated by the elements \( e_2, e_4, e_5 \) is shown in Figure 4.3.

To prove the NP-complete result it remains to show that \( P \) is a disjoint union of rotated and translated objects from \( L \) if and only if \( C \) contains an exact cover of \( E \). The proof is based on Lemma 4.1 which is proved at the end of this section.

Let \( C' \subset C \) be an exact cover of \( E \), where \( q = m/3 = |C'| \). For \( \{e_{i_1}, e_{i_2}, e_{i_3}\} \in C' \) define \( O_i = \{\phi(e_{i_1}), \phi(e_{i_2}), \phi(e_{i_3})\} \), so that \( O_i \in L \) for \( 1 \leq i \leq q \). Since \( C' \) is a cover of \( E \) and \( \phi \) is onto, \( P = \bigcup_{i=1}^{q} O_i \). Since \( C' \) is exact and \( \phi \) is 1-1, \( O_i \cap O_j = \emptyset \) for \( i \neq j \).

Conversely, let \( \Psi \) be the family of coordinate translations and rotations, and assume \( O_i \in L, \psi_i \in \Psi \) for \( 1 \leq i \leq q \) such that: (i) for \( i \neq j \) \( \psi_i(O_i) \cap \psi_j(O_j) = \emptyset \); (ii) \( P = \bigcup_{i=1}^{q} \psi_i(O_i) \). From Lemma 4.1 it follows that \( \psi_i \) is the identity transformation \( (\psi_i(O_i) = O_i) \), so that \( \psi_i(O_i) \in L \) for \( 1 \leq i \leq q \). Let \( O_i = \{p_{i_1}, p_{i_2}, p_{i_3}\} \). Define \( T_i = (\phi^{-1}(p_{i_1}), \phi^{-1}(p_{i_2}), \phi^{-1}(p_{i_3})) \), and \( C' = \{T_i : 1 \leq i \leq q\} \). From (ii) and the fact that \( \phi^{-1} \) is onto it follows that \( C' \) is a cover. From (i) and the fact that \( \phi^{-1} \) is 1-1 it
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follows that \( C' \) is an exact cover.

\[ \square \]

**Lemma 4.1** Let \( O \) be an object from the library defined in the proof of Theorem 4.1, and let \( O' \) be an object defined by 3 points from the picture in the proof of Theorem 4.1. If \( O \) can be mapped by translation and rotation to \( O' \) then \( O = O' \).

**Proof:** Without loss of generality let \( O \) be described by the points \( p_{i_1}, p_{i_2}, p_{i_3} \) and \( O' \) by the points \( p_{j_1}, p_{j_2}, p_{j_3} \), where \( i_1 < i_2 < i_3 \) and \( j_1 < j_2 < j_3 \). Since the objects are 1-dimensional, a transformation taking \( O \) to \( O' \) involves either zero rotation or a 180° rotation. We show that the transformation must be with zero rotation and zero translation.

First, suppose the transformation involves no rotation, then the distance between \( p_{i_1} \) and \( p_{i_2} \) is the same as the distance between \( p_{j_1} \) and \( p_{j_2} \). From Equation (4.1) we have

\[
(j_2 - j_1)m^2 + \frac{j_2(j_2 - 1) - j_1(j_1 - 1)}{2} = (i_2 - i_1)m^2 + \frac{i_2(i_2 - 1) - i_1(i_1 - 1)}{2}
\]

Let \( s(i, j) = (j(j - 1) - i(i - 1))/2 \), so that the above equation can be written as

\[
[(j_2 - j_1) - (i_2 - i_1)]m^2 = s(i_1, i_2) - s(j_1, j_2).
\]  

(4.2)

Clearly, \( 0 < s(i, j) < m^2 \) for \( 1 \leq i < j \leq m \), and \( |s(i_1, i_2) - s(j_1, j_2)| < m^2 \). But since the right hand side of Equation (4.2) is divisible by \( m^2 \) it must equal 0, and we have

\[
s(i_1, i_2) = s(j_2, j_2)
\]

\[
(j_2 - j_1) = i_2 - i_1
\]

(4.3)

The unique solution to the system (4.3) with \( j_1, j_2 \) as the unknowns is \( j_1 = i_1 \) and \( j_2 = i_2 \). Since in pure translation the distance between \( p_{i_1} \) and \( p_{i_3} \) is the same as the distance between \( p_{j_1} \) and \( p_{j_3} \), the same derivation gives \( j_3 = i_3 \), so that \( O = O' \).

It remains to show that a transformation taking \( O \) to \( O' \) cannot involve rotation. Suppose, on the contrary, that \( O \) is mapped to \( O' \) by a transformation involving nonzero rotation. As mentioned above, this rotation must be 180°. But then the distance between \( p_{i_1} \) and \( p_{i_3} \) is the same as the distance between \( p_{j_1} \) and \( p_{j_3} \), and the distance between \( p_{i_2} \) and \( p_{i_3} \) is the same as the distance between \( p_{j_2} \) and \( p_{j_3} \). Using the same derivation as above we get \( j_1 = i_3, j_2 = i_2, \) and \( j_3 = i_1 \). But since \( j_1 < j_3 \) and \( i_1 < i_3 \) we have a contradiction.
4.3 Translation, Rotation, and Scaling

Theorem 4.2 Let L be a library of objects and let P be a picture. The decision problem of whether P can be described as a disjoint union of translated, rotated, and scaled objects from L is NP-complete. The problem remains NP-complete even if each object is described by 6 points.

Proof: Membership in NP is obvious. To show that the problem is NP-complete we reduce X3C to it.

Let \{E, C\} be an instance of the X3C problem. We begin by constructing a 2D picture Q as a disjoint union of two pictures: Q = P \cup P'. The pictures are defined by the two 1-1 and onto mappings: \( \phi: E \rightarrow P \) and \( \theta: E \rightarrow P' \).

\[
\begin{align*}
\phi(e_i) &= \text{a point at } x = (i - 1)m^2 + i(i - 1)/2, \quad y = 0 \\
\theta(e_i) &= \text{a point at } x = (i - 1)m^2 + i(i - 1)/2, \quad y = d
\end{align*}
\]

(4.4)

See the illustration in Figure 4-4. We now create the library L from the 3-element subsets of C. For \( (e_\alpha, e_\beta, e_\gamma) \) we add to L an object described by the 6 points: \( \theta(e_\alpha), \theta(e_\beta), \theta(e_\gamma), \phi(e_\alpha), \phi(e_\beta), \phi(e_\gamma) \). The object generated by the elements \( e_2, e_4, e_6 \) is shown in Figure 4-5.

To complete the proof it remains to show that Q is a disjoint union of translated, rotated, and scaled objects from L if and only if C contains an exact cover of E. The proof is based on Lemma 4.2 which will be proved at the end of this section.

Let \( C' \subset C \) be an exact cover of E, with \( q = |C'| \). For \( \{e_{i_1}, e_{i_2}, e_{i_3}\} \in C' \) define \( O_i = \{\theta(e_{i_1}), \theta(e_{i_2}), \theta(e_{i_3}), \phi(e_{i_1}), \phi(e_{i_2}), \phi(e_{i_3})\} \), so that \( O_i \in L \) for \( 1 \leq i \leq q \). Since \( C' \) is a cover of E, and \( \phi, \theta \) are onto \( P \) and \( P' \) respectively, \( Q = P \cup P' = \bigcup_{i=1}^{q} O_i \).

Since \( C' \) is exact and \( \phi, \theta \) are 1-1, \( O_i \cap O_j = \emptyset \) for \( i \neq j \).
Conversely, let \( \Psi \) be the family of coordinate translations rotations and scaling and assume \( O_i \in L, \psi_i \in \Psi \) for \( 1 \leq i \leq q \) such that: (i) for \( i \neq j \), \( \psi_i(O_i) \cap \psi_j(O_j) = \emptyset \); (ii) \( Q = \bigcup_{i=1}^{q} \psi_i(O_i) \). From Lemma 4.2 it follows that \( \psi_i \) is the identity transformation, so that \( \psi_i(O_i) \in L \) for \( 1 \leq i \leq q \). Let \( O_i = \{p_{i_1}, p_{i_2}, p_{i_3}, p'_{i_1}, p'_{i_2}, p'_{i_3}\} \), where we assume without loss of generality that \( p_{i_1}, p_{i_2}, p_{i_3} \) have zero \( y \) coordinates. Define \( T_i = \{\phi^{-1}(p_{i_1}), \phi^{-1}(p_{i_2}), \phi^{-1}(p_{i_3})\} \), and \( C' = \{T_i : 1 \leq i \leq q\} \). From (ii) and the fact that \( \phi^{-1} \) is onto \( E \) it follows that \( C' \) is a cover. From (i) and the fact that \( \phi^{-1} \) is 1-1 it follows that \( C' \) is an exact cover.

**Lemma 4.2** Let \( O \) be an object from the library defined in the proof of Theorem 4.2, and let \( O' \) be an object defined by 6 points from the picture in the proof of Theorem 4.2. If \( O \) can be mapped by translation, rotation, and scaling to \( O' \) then \( O = O' \).

**Proof:** Let \( O \) be generated by \( e_{i_1}, e_{i_2}, e_{i_3} \). Let \( u_1, u_2, u_3 \), be the points of \( O' \) that are mapped to \( \theta(e_{i_1}), \theta(e_{i_2}), \theta(e_{i_3}) \) respectively, then \( u_1, u_2, u_3 \) are collinear. Similarly, let \( v_1, v_2, v_3 \), be the points of \( O' \) that are mapped to \( \phi(e_{i_1}), \phi(e_{i_2}), \phi(e_{i_3}) \) respectively, then \( v_1, v_2, v_3 \) are collinear. Since \( \theta(e_{i_1}), \theta(e_{i_2}), \phi(e_{i_1}) \) form a right triangle, \( u_1, u_2, v_1 \) form a right triangle, so that the triplets \( u_1, u_2, u_3 \), and \( v_1, v_2, v_3 \) are not on the same line in the picture. Therefore, it must be that one triplet lies on the line \( y = 0 \), and the other on the line \( y = d \), and since the distance between the lines in the library object is \( d \), the transformation involves no scaling.

It remains to show that the transformation involves no translation and rotation and this follows from Lemma 4.1 when applied to the points \( u_1, u_2, u_3 \) and the library of objects defined by the triplets of points \( \{\theta(e_{i_1}), \theta(e_{i_2}), \theta(e_{i_3})\} \) for \( 1 \leq i \leq q \).
4.4 The Case of Perspective Projection

A perspective projection is the mapping \( \pi : \mathcal{R}^3 \to \mathcal{R}^2 \) given by

\[
x = \frac{X}{Z} ; \quad y = \frac{Y}{Z}
\] (4.5)

Here it is assumed that the camera is at the origin and pointed directly down the \( Z \) axis. The reference frame is oriented as the image plane, which is located at distance \( f \) from the origin (see [53]). Unlike translation, rotation, and scaling, perspective projection may destroy geometric properties by merging lines and points. In the extreme case, any object far enough from the image plane is projected into a single point in a finite resolution picture. To eliminate degenerate cases we consider only \textit{stable} perspective projections.

\textbf{Definition:} A stable perspective projection has the following properties: (i) Distinct 3D feature points are mapped into distinct 2D feature points. (ii) Non-collinear 3D feature points are mapped into non-collinear 2D feature points.

Notice that a small perturbation of the viewing point of an unstable perspective projection always gives a stable perspective projection.

\textbf{Theorem 4.3} Let \( L \) be a library of 3D objects, and let \( P \) be a 2D picture given as a set of local features and their 2D location. The decision problem of whether \( P \) can be described as a stable perspective projection of a disjoint union of translated and rotated objects from \( L \) is NP-complete. The problem remains NP-complete even if each object is described by 12 points.

\textbf{Proof:} Membership in NP is obvious. To show that the problem is NP-complete we reduce X3C to it.

Let \( \{E, C\} \) be an instance of the X3C problem. We begin by constructing the 2D picture \( Q = P_1 \cup P_2 \cup P_3 \cup P_4 \), where

\[
P_j = \{ \phi_j(e_i); 1 \leq i \leq m \} \quad \text{for } 1 \leq j \leq 4
\]

\[
\phi_1(e_i) = \text{ a point at } x = (i - 1)m^2 + i(i - 1)/2, \quad y = 0
\]

\[
\phi_2(e_i) = \text{ a point at } x = (i - 1)m^2 + i(i - 1)/2, \quad y = m^3
\]

\[
\phi_3(e_i) = \text{ a point at } y = (i - 1)m^2 + i(i - 1)/2, \quad x = -1
\]

\[
\phi_4(e_i) = \text{ a point at } y = (i - 1)m^2 + i(i - 1)/2, \quad x = m^3 + 1
\]
Thus, the points are on the edges of a planar rectangle.

We now create the library $L$ from the 3-element subsets of $C$. For $(e_{i_1}, e_{i_2}, e_{i_3})$ we add to $L$ an object described by the twelve 3D points: \{\phi_j^i(e_{i_t}); 1 \leq j \leq 4, 1 \leq t \leq 3\}, where:

\[
\phi_j^1(e_{i_t}) = \text{a point at } X = (i - 1)m^2 + i(i - 1)/2, Y = 0, Z = f \\
\phi_j^2(e_{i_t}) = \text{a point at } X = (i - 1)m^2 + i(i - 1)/2, Y = m^3, Z = f \\
\phi_j^3(e_{i_t}) = \text{a point at } Y = (i - 1)m^2 + i(i - 1)/2, X = -1, Z = f \\
\phi_j^4(e_{i_t}) = \text{a point at } Y = (i - 1)m^2 + i(i - 1)/2, X = m^3 + 1, Z = f
\]

Observe that $\pi(\phi_j^i(e_{i_t})) = \phi_j(e_{i_t})$ for $1 \leq j \leq 4$. It remains to show that $Q$ is a stable perspective projection of a disjoint union of translated and rotated objects from $L$ if and only if $C$ contains an exact cover of $E$. The proof is based on Lemma 4.3 which will be proved at the end of this section.

Let $C' \subset C$ be an exact cover of $E$, with $q = |C'|$. For $(e_{i_1}, e_{i_2}, e_{i_3}) \in C'$ define $O_i$ as the 3D object described by the twelve 3D points: \{\phi_j^i(e_{i_t}); 1 \leq j \leq 4, 1 \leq t \leq 3\}, so that $O_i \in L$ for $1 \leq i \leq q$. Since $C'$ is a cover of $E$, and $\phi_j$ are onto $P_j$ respectively, $Q = \bigcup_{i=1}^{q} \pi(O_i)$. Since $C'$ is exact and $\phi_j$ are 1-1, $\pi(O_i) \cap \pi(O_j) = \emptyset$ for $i \neq j$.

Conversely, let $\Psi$ be the family of coordinate translations and rotations and assume $O_i \in L$ and $\psi_i \in \Psi$ for $1 \leq i \leq q$, such that: (i) for $i \neq j$, $\pi(\psi_i(O_i)) \cap \pi(\psi_j(O_j)) = \emptyset$; (ii) $Q = \bigcup_{i=1}^{q} \pi(\psi_i(O_i))$. From (ii) and Lemma 4.3 it follows that $\psi$ is the identity transformation, so that $\psi_i(O_i) \in L$ for $1 \leq i \leq q$. Let $O_i = \{p_{i_1}^j, p_{i_2}^j, p_{i_3}^j\}$ for $1 \leq j \leq 4$, where we assume without loss of generality that $p_{i_t}^j$ were generated by $\phi_j^i$. Define $T_i = \{(\phi_j^i)^{-1}(p_{i_t}^j) : 1 \leq j \leq 4, 1 \leq t \leq 3\}$, and $C' = \{T_i : 1 \leq i \leq q\}$. From (ii) and the fact that $(\phi_j^i)^{-1}$ is onto $E$ it follows that $C'$ is a cover. From (i) and the fact that $(\phi_j^i)^{-1}$ is 1-1 it follows that $C'$ is an exact cover.

\[\square\]

**Lemma 4.3** Let $O$ be a 3D object from the library defined in the proof of Theorem 4.3, and let $O'$ be an object defined by 12 points from the picture in the proof of Theorem 4.3. If $O$ can be mapped by translation rotation and stable perspective projection to $O'$ then the mapping is with zero translation and rotation.

**Proof:** We use the following properties of perspective projection (see [53], Chapter 13): (a) Collinear 3D points are projected into collinear 2D points. (b) If the projection of parallel 3D lines is parallel 2D lines then the 3D lines are parallel to the image plane.
Let $O$ be generated by $e_{i_1}, e_{i_2}, e_{i_3}$. Let $L_j$ be the 3D line of the rotated and translated points $\phi_j^y(e_{i_1}), \phi_j^y(e_{i_2}), \phi_j^y(e_{i_3})$ for $1 \leq j \leq 4$, so that $L_1$ is parallel to $L_2$ and $L_3$ is parallel to $L_4$. Let $u_j^1, u_j^2, u_j^3$ be the points of $O'$ that are mapped to $\phi_j^y(e_{i_1}), \phi_j^y(e_{i_2}), \phi_j^y(e_{i_3})$ respectively, then $u_j^1, u_j^2, u_j^3$ are collinear for $1 \leq j \leq 4$, and since the projection is stable, the 4 triplets are on 4 different lines in the picture. The picture has exactly four lines with at least 3 points. These lines are: $y = 0, y = m^3, z = -1$, and $x = m^3 + 1$. Therefore, the 4 triplets come from these 4 lines.

Let $l_j$ be the projection of $L_j$ for $1 \leq j \leq 4$. $l_1$ intersects with two lines from \{l_2, l_3, l_4\}, and is parallel to the third. Since $L_1$ intersects with $L_3$ and $L_4$, $l_1$ intersects with $l_3, l_4$, and is parallel to $l_2$. Thus, we have two parallel lines $L_1, L_2$ that are projected into parallel lines. Therefore, both $L_1$ and $L_2$ must be parallel to the image plane; let $Z_1$ and $Z_2$ be their depth. From the same arguments the lines $L_3, L_4$ are parallel to the image plane; let $Z_3, Z_4$ be their depth respectively. But since $L_3$ intersects with both $L_1$ and $L_2$ we have $Z_1 = Z_2 = Z_3 = Z_4$.

We conclude that all the points of the translated and rotated object $O$ have the same distance from the image plane. From Equation (4.5) it follows that in this case the distance from the image plane has the effect of scaling the object. Thus, Lemma 4.3 follows from Lemma 4.2 when applied to the library of objects defined by $\phi_j^y(e_{i_1}), \phi_j^y(e_{i_2}), \phi_j^y(e_{i_3})$ and the 6 points $u_j^1, u_j^2, u_j^3$ for $1 \leq j \leq 2$.

\[\square\]

### 4.5 Discussion and Open Problems

We have shown that the problem of model based recognition is NP-complete. Thus, there is little hope for a performance guaranteed algorithm that can solve the problem efficiently. However, it is still possible that easy sub-classes of the problem can be characterized by additional structure of the modeled objects (e.g., convexity) and the way they are viewed (e.g., occlusion). Our results can help determine what constraints are potentially useful. For example, we can identify some constraints that may potentially simplify model based recognition, and other constraints that leave the problem NP-complete.

**Local features other than a point:** With no additional structure this can only make the problem more difficult. However, with additional structure of the local features the problem may become polynomial. For example, straight lines may have an additional constraint that their ends meet (see Figure 4-1).
Occlusion: Without additional structure this can only make the problem more difficult. However, with additional constraints such as convexity this makes our NP-completeness proofs inapplicable, so that it may potentially simplify the problem.

A small number of feature points: If each object is described by 2 points the problem is polynomially solvable by matching techniques.

A large number of feature points: Without additional structure this can only make the problem more difficult. However, if it is assumed that small subsets of these points determine a unique object from the library then the problem is polynomially solvable. (This is the essential assumption in geometric hashing [74]).

Almost distinct subsets: If the distance between every pair of feature points uniquely determines two (or less) objects, the problem is polynomially solvable. If this distance determines three (or more) objects the problem is still NP-complete. This follows from the comment in the definition of X3C.

Dimensionality: Notice that the results of Theorem 4.1 hold also for translation and rotation in 2 and 3 dimensions. Similarly, the results of Theorem 4.2 hold also for 3 dimensions.

It would be interesting to study further the complexity of model based recognition under different conditions such as those mentioned above. Some other interesting directions may be to consider the complexity of formulations in which we require only “approximate” solutions and/or to consider stochastic formulations of model based recognition (including noisy observations) in which one can consider, for example, the average case complexity.
Chapter 5

Metric Entropy, VC Dimension, and Learnability for a Class of Distributions

Recently, there has been a great deal of work on the Probably Approximately Correct (or PAC) learning model, which is a precise framework attempting to capture the notion of what we mean by 'learning from examples'. The essential idea consists of approximating an unknown 'concept' from a finite number of positive and negative 'examples' of the concept. For example, the concept might be some unknown geometric figure in the plane, and the positive and negative examples are points inside and outside the figure, respectively. The goal is to approximate the figure from a finite number of such points. The examples are assumed to be drawn according to some probability distribution, and the same distribution is used to evaluate how well a concept is learned. However, no assumptions are made about which particular distribution is used. That is, the learning is required to take place for every distribution.

The earliest work and many fundamental results related to PAC-like models was done by Vapnik [121]. Many important results relevant to the PAC model have been obtained in the probability and statistics literature [119, 120, 36, 94]. Recently, Valiant [118] independently proposed a similar model in the computer science community, and his work spawned a large amount of work analyzing and extending variations of the PAC model. More recently, Haussler [56] has formulated a very general framework refining and consolidating much of the previous work on the PAC model.
Blumer et al. [24], based on results of [119] gave a characterization of PAC learnability for the distribution-free framework in terms of a combinatorial parameter which measures the 'size' of a concept class. Benedek and Itai [17] studied a variation of the PAC model in which the examples are assumed to be drawn from a fixed and known distribution. They gave a characterization of learnability in this case in terms of a different measure of the size of a concept class.

In Section 5.1, we give some definitions, a precise description of the learning framework, and some previous results from [24] and [17]. The definitions and notation used are essentially those from [24], which are a slight variation from those originally given in [118]. The result of [24] states that a concept class is learnable for every distribution iff it has finite Vapnik-Chervonenkis (VC) dimension. An analogous result of [17] characterizes learnability for a fixed distribution. We point out that the characterization of [17] is identical to that of finite metric entropy, which has been studied in other contexts. The results characterizing learnability suggest that there may be relationships between the VC dimension of a concept class and its metric entropy with respect to various distributions. Some such relationships are known, and in Section 5.2 we summarize some known results of others and prove some new results. In Section 5.3 we consider learnability for a class of distributions, which is a natural extension of learnability for a fixed distribution. Benedek and Itai [17] posed the characterization of learnability in this case as an open problem. They conjectured that a concept class is learnable with respect to a class of distributions iff the metric entropy of the concept class with respect to each distribution is uniformly bounded over the class of distributions. We prove some partial results for this problem. Although the results we prove are far from verifying the conjecture in general, they are consistent with it. Furthermore, they provide some indication of conditions when power is gained by requiring learnability only for a class of distributions rather than for all distributions.

5.1 The PAC Learning Model and Previous Results Characterizing Learnability

In this section, we describe the formal model of learning introduced by Valiant [118] (learnability for all distributions) and a variant (learnability for a fixed distribution), and we state previous results characterizing learnability in these cases. The result of
5.1. THE PAC LEARNING MODEL

Blumer et al. [24] characterizes learnability for all distributions in terms of a quantity known as the VC dimension. The result of Benedek and Itai [17] characterizes learnability for a fixed distribution in terms of a quantity known metric entropy.

Informally, Valiant's learning framework can be described as follows. The learner wishes to learn a concept unknown to him. The teacher provides the learner with random positive and negative examples of the concept drawn according to some probability distribution. From a finite set of examples, the learner outputs a hypothesis which is his current estimate of the concept. The error of the estimate is taken as the probability that the hypothesis will incorrectly classify the next randomly chosen example. The learner cannot be expected to exactly identify the concept since only a finite number of examples are seen. Also, since the examples are randomly chosen, there is some chance that the hypothesis will be very far off (due to poor examples). Hence, the learner is only required to closely approximate the concept with sufficiently high probability from some finite number of examples. Furthermore, the number of examples required for a given accuracy and confidence should be bounded independent of the distribution from which the examples are drawn. Below, we will describe this framework precisely, following closely the notation of [24].

Let $X$ be a set which is assumed to be fixed and known. $X$ is sometimes called the instance space. Typically, $X$ is taken to be either $\mathbb{R}^n$ (especially $\mathbb{R}^2$) or the set of binary $n$-vectors. A concept will refer to a subset of $X$, and a collection of concepts $C \subseteq 2^X$ will be called a concept class. An element $x \in X$ will be called a sample, and a pair $\langle x, a \rangle$ with $x \in X$ and $a \in \{0,1\}$ will be called a labeled sample. Likewise, $\bar{x} = (x_1, \ldots, x_m) \in X^m$ is called an $m$-sample, and a labeled $m$-sample is an $m$-tuple $((x_1, a_1), \ldots, (x_m, a_m))$ where $a_i = a_j$ if $x_i = x_j$. For $\bar{x} = (x_1, \ldots, x_m) \in X^m$ and $c \in C$, the labeled $m$-sample of $c$ generated by $\bar{x}$ is given by $\text{sam}_c(\bar{x}) = ((x_1, I_c(x_1)), \ldots, (x_m, I_c(x_m)))$ where $I_c(\cdot)$ is the indicator function for the set $c$. The sample space of $C$ is denoted by $S_C$ and consists of all labeled $m$-samples for all $c \in C$, all $\bar{x} \in X^m$, and all $m \geq 1$.

Let $H$ be a collection of subsets of $X$. $H$ is called the hypothesis class, and the elements of $H$ are called hypotheses. Let $F_{CH}$ be the set of all functions $f : S_C \to H$. A function $f \in F_{CH}$ is called consistent if it always produces a hypothesis which agrees with the samples, i.e. whenever $h = f((x_1, a_1), \ldots, (x_m, a_m))$ we have $I_h(x_i) = a_i$ for $i = 1, \ldots, m$. Given a probability distribution $P$ on $X$, the error of $f$ with respect to $P$ for a concept $c \in C$ and sample $\bar{x}$ is defined as $\text{error}_{f,c,P}(\bar{x}) = P(c \Delta h)$ where $h = f(\text{sam}_c(\bar{x}))$ and $c \Delta h$ denotes the symmetric difference of the sets $c$ and $h$. 
Finally, in the definition of learnability to be given below, the samples used in forming a hypothesis will be drawn from $X$ independently according to the same probability measure $P$. Hence, an $m$-sample will be drawn from $X^m$ according to the product measure $P^m$.

We can now state the following definition of learnability for every distribution, which is the version from Blumer et al. [24] of Valiant's [118] original definition (without restrictions on computability – see below).

**Definition 5.1 (Learnability for Every Distribution)** The pair $(C, H)$ is learnable if there exists a function $f \in F_{CH}$ such that for every $\epsilon, \delta > 0$ there is a $0 < m < \infty$ such that for every probability measure $P$ and every $c \in C$, if $\bar{x} \in X^m$ is chosen at random according to $P^m$ then the probability that $\text{error}_{f, c, P}(\bar{x}) < \epsilon$ is greater than $1 - \delta$.

Several comments concerning this definition are in order. First, learnability depends on both the concept class $C$ and the hypothesis class $H$, which is why we defined learnability in terms of the pair $(C, H)$. However, in the literature the case $H \supseteq C$ is often considered, in which case, for convenience, we may speak of learnability of $C$ in place of $(C, C)$. Second, the sample size $m$ is clearly a function of $\epsilon$ and $\delta$ but a fixed $m = m(\epsilon, \delta)$ must work uniformly for every distribution $P$ and concept $c \in C$. Because of this, the term *distribution-free learning* is often used to describe this learning framework. Finally, $\epsilon$ can be thought of as an accuracy parameter while $\delta$ can be thought of as a confidence parameter. The definition requires that the learning algorithm $f$ output a hypothesis that with high probability (greater than $1 - \delta$) is approximately correct (to within $\epsilon$). Angluin and Laird [7] used the term *probably approximately correct* (PAC) learning to describe this definition.

A somewhat more general and useful definition of learnability was actually used by Valiant in [118] and later by others. This definition incorporates both a notion of the size or complexity of concepts and the central idea that the learning algorithm (i.e., the function which produces a hypothesis from labeled samples) should have polynomial complexity in the various parameters. Other variations of this definition, such as seeing positive examples only, or having the choice of positive or negative examples, have also been considered. Some equivalences among the various definitions learnability were shown in [54]. In this report, we will not consider these variations. Also, we will be considering the case that $H \supseteq C$ throughout, so that we will simply speak of learnability of $C$ rather than learnability of $(C, H)$. 
A fundamental result of Blumer et al. [24] relates learnability for every distribution to the Vapnik-Chervonenkis (VC) dimension of the concept class to be learned. The notion of VC dimension was introduced in [119] and has been studied and used in [36, 124, 57]. Many interesting concept classes have been shown to have finite VC dimension.

**Definition 5.2 (Vapnik-Chervonenkis Dimension)** Let $C \subseteq 2^X$. For any finite set $S \subseteq X$, let $\Pi_C(S) = \{S \cap c : c \in C\}$. $S$ is said to be shattered by $C$ if $\Pi_C(S) = 2^S$. The Vapnik-Chervonenkis dimension of $C$ is defined to be the largest integer $d$ for which there exists a set $S \subseteq X$ of cardinality $d$ such that $S$ is shattered by $C$. If no such largest integer exists then the VC dimension of $C$ is infinite.

A concept class $C$ will be called trivial if $C$ contains only one concept or two disjoint concepts. In [24], a definition was also given for what was called a well-behaved concept class, which involves the measurability of certain sets used in the proof of their theorem. We will not concern ourselves with the definition here. The following theorem is stated exactly from [24] and was their main result.

**Theorem 5.1** For any nontrivial, well-behaved concept class $C$, the following are equivalent:

(i) The VC dimension of $C$ is finite.

(ii) $C$ is learnable.

(iii) If $d$ is the VC dimension of $C$ then

(a) for sample size greater than $\max(\frac{4}{\varepsilon} \log \frac{2}{\delta}, \frac{8d}{\varepsilon} \log \frac{8d}{\varepsilon})$, any consistent function $f \in F_{CH}$ is a learning algorithm for $C$, and

(b) for $\varepsilon < \frac{1}{2}$ and sample size less than $\max(\frac{1}{2\varepsilon} \log \frac{1}{\delta}, d(1 - 2(\varepsilon + \delta - \varepsilon \delta)))$, no function $f \in F_{CH}$ where $C \subseteq H$ is a learning algorithm for $C$.

A definition of learnability similar to that of Definition 5.1 can be given for the case of a single, fixed, and known probability measure.

**Definition 5.3 (Learnability for a Fixed Distribution)** Let $P$ be a fixed and known probability measure. The pair $(C, H)$ is said to be learnable with respect to $P$ if there exists a function $f \in F_{CH}$ such that for every $\epsilon, \delta > 0$ there is a $0 < m < \infty$ such that for every $c \in C$, if $\overline{x} \in X^m$ is chosen at random according to $P^m$ then the probability that $\text{error}_{f,c,P}(\overline{x}) < \epsilon$ is greater than $1 - \delta$. 
Conditions for learnability in this case were studied by Benedek and Itai [17]. They introduced the notion of what they called a ‘finite cover’ for a concept class with respect to a distribution and were able to show that finite coverability characterizes learnability for a fixed distribution. It turns out that their definition of finite coverability is identical to the notion of metric entropy, which has been studied in other literature. Specifically, the measure of error between two concepts with respect to a distribution is a pseudo-metric (or semi-metric). The notion of finite coverability is identical to the notion of finite metric entropy with respect to the pseudo-metric induced by the distribution $P$.

We define metric entropy below, but first show that $P$ induces a pseudo-metric on the concept class. Define $d_P(c_1, c_2) = P(c_1 \Delta c_2)$ for $c_1, c_2 \subseteq X$ and measurable with respect to $P$. For $c_1, c_2 \in C$, $d_P(c_1, c_2)$ just represents the error between $c_1$ and $c_2$ that has been used throughout. In the following proposition we prove that $d_P(\cdot, \cdot)$ defines a pseudo-metric on the set of all subsets of $X$ measurable with respect to $P$, and hence defines a pseudo-metric on the concept class $C$.

**Proposition 5.1** For any probability measure $P$, $d_P(c_1, c_2) = P(c_1 \Delta c_2)$ is a pseudo-metric on the $\sigma$-algebra $S$ of subsets of $X$ measurable with respect to $P$. I.e., for all $c_1, c_2, c_3 \in S$

1. $d_P(c_1, c_2) \geq 0$
2. $d_P(c_1, c_2) = d_P(c_2, c_1)$
3. $d_P(c_1, c_3) \leq d_P(c_1, c_2) + d_P(c_2, c_3)$

**Proof:** (i) is true since $P$ is a probability measure, and (ii) is true since $c_1 \Delta c_2 = c_2 \Delta c_1$. (iii) follows from subadditivity and the fact that $c_1 \Delta c_3 \subseteq (c_1 \Delta c_2) \cup (c_2 \Delta c_3)$.

Note that $d_P(\cdot, \cdot)$ is only a pseudo-metric since it does not usually satisfy the requirement of a metric that $d_P(c_1, c_2) = 0$ iff $c_1 = c_2$. That is, $c_1$ and $c_2$ may be unequal but may differ on a set of measure zero with respect to $P$, so that $d_P(c_1, c_2) = 0$.

We now define metric entropy.

**Definition 5.4 (Metric Entropy)** Let $(Y, \rho)$ be a metric space. Define $N(\epsilon) \equiv N(\epsilon, Y, \rho)$ to be the smallest integer $n$ such that there exists $y_1, \ldots, y_n \in Y$ with
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\[ Y = \bigcup_{i=1}^{n} B_\epsilon(y_i) \] where \( B_\epsilon(y_i) \) is the open ball of radius \( \epsilon \) centered at \( y_i \). If no such \( n \) exists, then \( N(\epsilon, Y, \rho) = \infty \). The metric entropy of \( Y \) (often called the \( \epsilon \)-entropy) is defined to be \( \log_2 N(\epsilon) \).

\( N(\epsilon) \) represents the smallest number of balls of radius \( \epsilon \) which are required to cover \( Y \). For another interpretation, suppose we wish to approximate \( \mathcal{X} \) by a finite set of points so that every element of \( Y \) is within \( \epsilon \) of at least one member of the finite set. Then \( N(\epsilon) \) is the smallest number of points possible in such a finite approximation of \( Y \). The notion of metric entropy for various metric spaces has been studied and used by a number of authors (e.g. see [36, 37, 58, 65, 67, 115])

For convenience, if \( P \) is a distribution we will use the notation \( N(\epsilon, C, P) \) (instead of \( N(\epsilon, C, d_P) \)), and we will speak of the metric entropy of \( C \) with respect to \( P \), with the understanding that the metric being used is \( d_P(\cdot, \cdot) \). Benedek and Itai [17] proved that a concept class \( C \) is learnable for a fixed distribution \( P \) iff \( C \) has finite metric entropy with respect to \( P \). We state their results formally in the following theorem, which we have written in a form analogous to Theorem 5.1.

**Theorem 5.2** Let \( C \) be a concept class and \( P \) be a fixed and known probability measure. The following are equivalent:

1. The metric entropy of \( C \) with respect to \( P \) is finite for all \( \epsilon > 0 \).
2. \( C \) is learnable with respect to \( P \).
3. If \( N(\epsilon) = N(\epsilon, C, P) \) is the size of a minimal \( \epsilon \)-approximation of \( C \) with respect to \( P \) and \( C(\epsilon/2) = \{y_1, \ldots, y_{N(\epsilon/2)}\} \) is an \( \frac{\epsilon}{2} \)-approximation to \( C \) then
   a. For sample size greater than \( (32/\epsilon)\log(N(\epsilon/2)/\delta) \) any function \( f : S_C \rightarrow C(\epsilon/2) \) which minimizes the number of disagreements on the samples is a learning algorithm for \( C \), and
   b. For sample size less than \( \log_2[(1-\delta)N(2\epsilon)] \) no function \( f \in F_{CH} \) is a learning algorithm for \( C \).

Note that in condition (iii)(a), only functions whose range was a finite \( \frac{\epsilon}{2} \)-approximation to \( C \) were considered. As noted in [17], a function that simply returns some concept consistent with the samples does not necessarily learn. In fact, in [17] it is claimed that there are examples where for every finite sample there are concepts \( \epsilon \)-far from the target concept (even with \( \epsilon = 1 \)) that are still consistent with
the samples. The following is a simple example which substantiates their claim. Let $X = [0, 1]$, $P$ be the uniform distribution on $X$, and $C$ be the concept class containing all finite sets of points and the entire unit interval. That is,

$$C = \{\{x_1, \ldots, x_r\} : 1 \leq r < \infty \text{ and } x_i \in [0, 1], \ i = 1, \ldots, r\} \cup \{[0, 1]\}$$

If the target concept is $[0, 1]$ then for every finite sample there are many concepts which are consistent with the sample but are $\epsilon$-far (with $\epsilon = 1$) from $[0, 1]$. Namely, any finite set of points which contains the points of the sample is a concept with this property.

### 5.2 Relationships Between Metric Entropy and the Vapnik-Chervonenkis Dimension

The results of the previous section naturally suggest that there may be some relationships between the VC dimension of a concept class and its metric entropy with respect to various distributions. This is indeed the case. The known relationships essentially provide upper and lower bounds to $\sup_P N(\epsilon, C, P)$ in terms of the VC dimension of the concept class. Upper bounds are more difficult to obtain since these require a uniform bound on the metric entropy over all distributions. The lower bounds result from statements of the form that there exists a distribution $P$ (typically a uniform distribution over some finite set of points) for which $N(\epsilon, C, P)$ is greater than some function of the VC dimension.

Here we prove two new lower bounds which improve on previous known lower bounds. Benedek and Itai [17] have shown that if $C$ is a concept class of finite VC dimension $d \geq 1$ then (i) there is a distribution $P$ such that $|\log_2 d| \leq N(\frac{1}{4}, C, P)$, and (ii) if $\epsilon < \frac{1}{2d}$ then there is a distribution $P$ such that $2^d \leq N(\epsilon, C, P)$. First, some comments on these relationships are in order.

Regarding relation (i), we note that if the VC dimension of $C$ is infinite then we can find a sequence of distributions $P_n$ for $n = 1, 2, \ldots$ such that $\lim_{n \to \infty} N(\frac{1}{4}, C, P_n) = \infty$. Relation (i) is proved by considering the uniform distribution on a finite set of $d$ points shattered by $C$. If the VC dimension of $C$ is infinite, we can find a sequence of distributions under which $C$ unboundedly large metric entropy by taking $P_n$ to be the uniform distribution over $n$ points shattered by $C$ and using (the proof of) relation (i) for each $n = 1, 2, \ldots$. However, for a concept class of infinite VC dimension,
in general we may not necessarily be able to find a particular distribution \( P \) for which \( N(\epsilon, C, P) = \infty \), but will only be able to approach infinite metric entropy by a sequence of distributions. Nevertheless, in some cases we can achieve infinite metric entropy as shown by the following example. Let \( X = [0, 1] \) and let \( C \) be the set of all Borel sets. Then taking \( P \) to be the uniform distribution, we have \( N(\frac{1}{3}, C, P) = \infty \) since the infinite collection of sets corresponding to the Haar basis functions (i.e., \( c_n = \{ x \in [0, 1] : \text{the } n\text{th digit in the binary expansion of } x \text{ is } 1 \} \)) are pairwise a distance \( \frac{1}{2} \) apart with respect to \( P \).

Regarding (ii), a more general statement can be made which does not depend on the VC dimension of \( C \). Specifically, let \( x_1, \ldots, x_n \in X \) be distinct points and let \( c_1, \ldots, c_k \in C \) be concepts whose intersection with \( \{ x_1, \ldots, x_n \} \) gives rise to distinct subsets, i.e. \( c_i \cap \{ x_1, \ldots, x_n \} \neq c_j \cap \{ x_1, \ldots, x_n \} \) for \( i \neq j \). Note that we must necessarily have \( k \leq 2^n \). If we take \( P \) to be the uniform distribution on \( \{ x_1, \ldots, x_n \} \) then we obtain \( N(\epsilon, C, P) \geq k \) for \( \epsilon < \frac{1}{2^n} \). This reduces to (ii) if \( C \) has VC dimension \( d \) and \( c_1, \ldots, c_{2^d} \) are concepts which shatter the set of points \( \{ x_1, \ldots, x_d \} \). However, our statement is more general since, regardless of the VC dimension of \( C \), it may be possible to find \( n \) concepts which give rise to \( n \) distinct subsets of \( \{ x_1, \ldots, x_n \} \) so that \( N(\epsilon, C, P) \geq n \) for \( \epsilon < \frac{1}{2^n} \). This is essentially the basis for Lemma 5.2 below.

First, we prove a result which has a larger range of applicability than (ii) and gives a stronger dependence on \( d \) than (i) for \( \epsilon < \frac{1}{2} \). Although the bound of (ii) is exponential in \( d \), it is valid only for \( \epsilon < \frac{1}{2^d} \), so that the range of applicability goes to zero as \( d \to \infty \). On the other hand, (i) is valid for a fixed \( \epsilon \) independent of \( d \) (namely \( \epsilon = \frac{1}{4} \)) but gives only logarithmic dependence on \( d \). The following bound gives exponential dependence on \( d \) for a fixed range of applicability (\( \epsilon < \frac{1}{2} \)).

**Lemma 5.1** If \( C \) is a concept class of finite dimension \( d \geq 1 \) then there is a probability measure \( P \) such that

\[
e^{2(\epsilon - \epsilon^2)d} \leq N(\epsilon, C, P)
\]

for all \( \epsilon \leq \frac{1}{2} \).

**Proof:** Let \( \{ x_1, \ldots, x_d \} \) be a set of \( d \) points that is shattered by \( C \), and let \( p \) be the uniform distribution on \( \{ x_1, \ldots, x_d \} \), i.e. \( P(x_i) = \frac{1}{d} \) for \( i = 1, \ldots, d \). For this distribution, the only relevant property of a concept \( c \) are those \( x_i \) which are contained in \( c \). Hence, we can represent \( c \) by a \( d \) bit binary string with a one in position \( i \) indicating that \( x_i \in c \), and we can identify the concept class \( C \) with the set of all \( d \) bit binary strings.
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Given two concepts \( c_1, c_2 \) represented as binary strings, \( d_P(c_1, c_2) = \frac{k}{d} \) where \( k \) is the number of bits on which \( c_1 \) and \( c_2 \) differ, and so \( d_P(c_1, c_2) \leq \epsilon \) iff \( c_2 \) differs from \( c_1 \) on \( k \leq \epsilon d \) bits. The number of binary strings that differ on \( k \) bits from a given string is \( \binom{d}{k} \). Therefore, the number of concepts in an \( \epsilon \)-ball around a given concept is \( \sum_{0 \leq k \leq \epsilon d} \binom{d}{k} \). Since the total number of concepts is \( 2^d \), we need at least

\[
2^d / \sum_{0 \leq k \leq \epsilon d} \binom{d}{k}
\]

concepts in an \( \epsilon \)-cover, so that

\[
N(\epsilon, C, P) \geq 2^d / \sum_{0 \leq k \leq \epsilon d} \binom{d}{k}
\]

Now, Dudley [36] states the Chernoff-Okamoto inequality

\[
\sum_{0 \leq k \leq m} \binom{n}{k} p^k (1 - p)^{n-k} \leq e^{-(np-m)^2/[2np(1-p)]}
\]

for \( p \leq \frac{1}{2} \) and \( m \leq np \), which can be obtained from a more general inequality (for sums of bounded random variables) of Hoeffding [60]. Taking \( n = d \), \( p = \frac{1}{2} \), and \( m = \epsilon d \) we obtain

\[
\sum_{0 \leq k \leq \epsilon d} \binom{d}{k} \leq 2^d e^{-2(\frac{1}{2} - \epsilon)^2 d}
\]

for \( \epsilon \leq \frac{1}{2} \). Using this in our earlier bound on \( N(\epsilon, C, P) \), we get

\[
N(\epsilon, C, P) \geq e^{2(\frac{1}{2} - \epsilon)^2 d}
\]

for \( \epsilon \leq \frac{1}{2} \) which is the desired inequality.

Most lower bounds (including the one above) are not particularly useful for small \( \epsilon \) — i.e., the bounds remain finite as \( \epsilon \to 0 \). This is the best that can be obtained assuming only that \( C \) has VC dimension \( d < \infty \), since \( C \) itself could be finite. The following result assumes that \( C \) is infinite but makes no assumption about the VC dimension of \( C \).

**Lemma 5.2** Let \( C \) be a concept class with an infinite number of distinct concepts. Then for each \( \epsilon > 0 \) there is a probability distribution \( P \) such that \( N(\epsilon, C, P) > \frac{1}{2\epsilon} \).
Proof: First, we show by induction that given $n$ distinct concepts, $n - 1$ points $x_1, \ldots, x_{n-1}$ can be found such that the $n$ concepts give rise to distinct subsets of $x_1, \ldots, x_{n-1}$. This is clearly true for $n = 2$. Suppose it is true for $n = k$. Then for $n = k + 1$ concepts $c_1, \ldots, c_{k+1}$ apply the induction hypothesis to $c_1, \ldots, c_k$ to get $x_1, \ldots, x_{k-1}$ which distinguish $c_1, \ldots, c_k$. $c_{k+1}$ can agree with at most one of $c_1, \ldots, c_k$. Then another point $x_k$ can be chosen to distinguish these two.

Now, let $\epsilon > 0$ and set $n = \lceil \frac{1}{2\epsilon} \rceil$. Let $c_1, \ldots, c_n$ be $n$ distinct concepts in $C$, and let $x_1, \ldots, x_{n-1}$ be $n - 1$ points that distinguish $c_1, \ldots, c_n$. Let $P$ be the uniform distribution on $x_1, \ldots, x_{n-1}$. Since the $c_i$ are distinguished by the $x_i$, $d_P(c_i, c_j) \geq 1/(n-1) = 1/(\lceil \frac{1}{2\epsilon} \rceil - 1) > 2\epsilon$. Hence, every concept is within $\epsilon$ of at most one of $c_1, \ldots, c_n$ so that $N(\epsilon, C, P) \geq n = \lceil \frac{1}{2\epsilon} \rceil$.

\[ \square \]

The following theorem summarizes the result of the two lemmas given above and previous upper and lower bounds obtained by others.

**Theorem 5.3** Let $C$ be a concept class with infinitely many concepts and let $1 \leq d < \infty$ be the VC dimension of $C$. For $\epsilon \leq 1/2$,

\[
\sup_P \log_2 N(\epsilon, C, P) \geq \max(2d(1/2 - 2\epsilon)^2 \log_2 \epsilon, \log_2 \frac{1}{2\epsilon})
\]

and for $\epsilon \leq 1/2d$,

\[
\sup_P \log_2 N(\epsilon, C, P) \leq d \log_2 \left( \frac{2e}{\epsilon} \ln \frac{2e}{\epsilon} \right) + 1
\]

The first and second terms of the lower bound follow from Lemmas 5.1 and 5.2 respectively. The upper bound is from [56] which is a refinement of a result from [94] using techniques originally from [36]. A weaker upper bound was also given in [17]. Note that the condition that $C$ contain infinitely many concepts is required only for the second term of the lower bound. Also, note that as an immediate corollary of the theorem we have the result that $\sup_P N(\epsilon, C, P) < \infty$ iff the VC dimension of $C$ is finite.
5.3 Partial Results on Learnability for a Class of Distributions

In this section we prove some partial results regarding learnability for a class of distributions. The definition of learnability in this case is completely analogous to the definitions given earlier, but for completeness we state it formally.

Definition 5.5 (Learnability for a Class of Distributions) Let \( \mathcal{P} \) be a fixed and known collection of probability measures. The pair \((C, H)\) is said to be learnable with respect to \( \mathcal{P} \) if there exists a function \( f \in F_{CH} \) such that for every \( \epsilon, \delta > 0 \) there is a \( 0 < m < \infty \) such that for every probability measure \( P \in \mathcal{P} \) and every \( c \in C \), if \( \bar{x} \in X^m \) is chosen at random according to \( P^m \) then the probability that \( \text{error}_{f,c,P}(\bar{x}) < \epsilon \) is greater than \( 1 - \delta \).

Benedek and Itai [17] posed the problem of characterizing learnability for a class of distributions as an open problem, and they made the following conjecture.

Conjecture 5.1 A concept class \( C \) is learnable with respect to a class of distributions \( \mathcal{P} \) iff for every \( \epsilon > 0 \),

\[
N(\epsilon, C, \mathcal{P}) \equiv \sup_{P \in \mathcal{P}} N(\epsilon, C, P) < \infty
\]

The notation defined in the statement of the conjecture will be used throughout. Namely, if \( \mathcal{P} \) is any class of distributions, then \( N(\epsilon, C, \mathcal{P}) \) is defined by \( N(\epsilon, C, \mathcal{P}) = \sup_{P \in \mathcal{P}} N(\epsilon, C, P) \).

For a single distribution, the conjecture reduces immediately to the known result of [17] (stated in Section 5.1). For every distribution, the results of Section 5.2 imply that the condition \( \sup_{P} N(\epsilon, C, P) < \infty \forall \epsilon > 0 \) is equivalent to the condition that \( C \) have finite VC dimension. Hence, the conjecture in this case reduces to the known result of [24] (also stated in Section 5.1). As pointed out in [17], the case where \( \mathcal{P} \) is finite is similar to the case of a single distribution, and the case where \( \mathcal{P} \) contains all discrete distributions is similar to the case of all distributions. The result for all discrete distributions follows again from Section 5.2 since \( \sup_{\text{discrete} \ P} N(\epsilon, C, P) < \infty \forall \epsilon > 0 \) iff the VC dimension of \( C \) is finite.

We now prove some results for more general classes of distributions. Although our results are far from verifying the conjecture completely, the partial results we
obtain are consistent with it. Furthermore, our results provide some indication of whether prior knowledge of the distribution or attempts at density estimation can help in terms of learnability.

One natural extension to considering a single distribution $P_0$ is to consider the class of all distributions sufficiently close to $P_0$. One measure of proximity of distributions is the total variation defined as follows. First, we assume that we are working with some fixed $\sigma$-algebra $S$ of $X$. Let $\mathcal{P}^*$ denote the set of all probability measures defined on $S$. For $P_1, P_2 \in \mathcal{P}^*$, the total variation between $P_1$ and $P_2$ is defined as

$$||P_1 - P_2|| = \sup_{A \in S} |P_1(A) - P_2(A)|$$

For a given distribution $P_0$ and $0 \leq \lambda \leq 1$ define

$$\mathcal{P}_v(P_0, \lambda) = \{P \in \mathcal{P}^* : ||P - P_0|| \leq \lambda\}$$

$\mathcal{P}_v(P_0, \lambda)$ represents all probability measures which are within $\lambda$ of $P_0$ in total variation. For $\lambda = 0$, $\mathcal{P}_v(P_0, 0)$ contains only the distribution $P_0$, and for $\lambda = 1$, $\mathcal{P}_v(P_0, 1)$ contains all distributions.

Another possibility for generating a class of distributions from $P_0$ utilizes the property that a convex combination of two probability measures is also a probability measure. Specifically, if $P_1$ and $P_2$ are probability measures then $\lambda P_1 + (1-\lambda)P_2$ is also a probability measure for $0 \leq \lambda \leq 1$. One interpretation of this convex combination is that with probability $\lambda$ a point is drawn according to $P_1$, and with probability $1-\lambda$ the point is drawn according to $P_2$. Given a distribution $P_0$ and $0 \leq \lambda \leq 1$, define

$$\mathcal{P}_l(P_0, \lambda) = \{(1-\eta)P_0 + \eta P : \eta \leq \lambda, P \in \mathcal{P}^*\}$$

The distributions in $\mathcal{P}_l(P_0, \lambda)$ can be thought of as those obtained by using $P_0$ with probability greater than or equal to $1-\lambda$ and using an arbitrary distribution otherwise. Note that, as with $\mathcal{P}_v(P_0, \lambda)$, we have $\mathcal{P}_l(P_0, 0) = \{P_0\}$ and $\mathcal{P}_l(P_0, 1) = \mathcal{P}^*$.

Both $\mathcal{P}_l(P_0, \lambda)$ and $\mathcal{P}_v(P_0, \lambda)$ can be thought as ‘spheres’ of distributions centered at $P_0$, i.e. all distributions sufficiently ‘close’ to $P_0$ in an appropriate sense. The following proposition verifies the conjecture for $\mathcal{P}_l(P_0, \lambda)$ and $\mathcal{P}_v(P_0, \lambda)$ and shows that a concept class is learnable for $\mathcal{P}_l(P_0, \lambda)$ or $\mathcal{P}_v(P_0, \lambda)$ with $\lambda > 0$ iff it is learnable for all distributions.
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Proposition 5.2 Let $C$ be a concept class and be $P_0$ a fixed distribution. Then for each fixed and $0 < \lambda \leq 1$, the following are equivalent:

(i) $N(\epsilon, C, \mathcal{P}_l(P_0, \lambda)) < \infty$ for all $\epsilon > 0$

(ii) $C$ has finite VC dimension

(iii) $C$ is learnable for $\mathcal{P}_l(P_0, \lambda)$

Furthermore, $\mathcal{P}_l(P_0, \lambda) \subseteq \mathcal{P}_v(P_0, \lambda)$ so that the above are equivalent for $\mathcal{P}_v(P_0, \lambda)$ as well.

Proof: (ii) $\Rightarrow$ (iii) This follows from the results of [24] (what we have called Theorem 5.1). Namely, (ii) implies learnability for all distributions which implies learnability for $\mathcal{P}_l(P_0, \lambda) \subseteq \mathcal{P}^*$.

(iii) $\Rightarrow$ (i) We prove this by showing that (i) is not true then (iii) is not true. If $N(\epsilon, C, \mathcal{P}_l(P_0, \lambda)) = \infty$ for some $\epsilon > 0$, then for every $M < \infty$ there exists $P_M \in \mathcal{P}_l(P_0, \lambda)$ such that $N(\epsilon, C, P_M) > M$. But then by the results of [17] (what we have called Theorem 5.2), more than $\log_2 N(\epsilon, C, P_M) \geq \log_2 (1 - \delta)M$ samples are required to learn for $P_M$. Since $M$ is arbitrary, letting $M \rightarrow \infty$ contradicts the fact that $C$ is learnable for $\mathcal{P}_l(P_0, \lambda)$. Thus, $N(\epsilon, C, \mathcal{P}_l(P_0, \lambda)) < \infty$ for all $\epsilon > 0$.

(i) $\Rightarrow$ (ii) For every $P \in \mathcal{P}^*$, let $Q = (1 - \lambda)P_0 + \lambda P \in \mathcal{P}_l(P_0, \lambda)$. If $c_1, c_2 \subseteq X$ are any measurable sets, then

$$d_Q(c_1, c_2) = Q(c_1 \Delta c_2) = (1 - \lambda)P_0(c_1 \Delta c_2) + \lambda P(c_1 \Delta c_2) \geq \lambda P(c_1 \Delta c_2) = \lambda d_P(c_1 \Delta c_2)$$

Therefore, $N(\lambda \epsilon, C, Q) \geq \lambda N(\epsilon, C, P)$ and so

$$N(\epsilon, C, \mathcal{P}^*) = \sup_{P \in \mathcal{P}^*} N(\epsilon, C, P) \leq \sup_{P \in \mathcal{P}^*} N(\lambda \epsilon, C, (1 - \lambda)P_0 + \lambda P)$$

$$= \sup_{Q \in \mathcal{P}_l(P_0, \lambda)} N(\epsilon, C, Q) < \infty$$

Hence, from the results of Section 5.2, $C$ has finite VC dimension.

Finally, to show $\mathcal{P}_l(P_0, \lambda) \subseteq \mathcal{P}_v(P_0, \lambda)$, let $Q \in \mathcal{P}_l(P_0, \lambda)$. Then $Q = (1 - \eta)P_0 + \eta P$ for some $P \in \mathcal{P}^*$ and $\eta \leq \lambda$. For every $A \in \mathcal{S}$, we have

$$|Q(A) - P_0(A)| = |(1 - \eta)P_0(A) + \eta P(A) - P_0(A)|$$
$$= \eta |P(A) - P_0(A)| \leq \eta \leq \lambda$$
Therefore, \( ||Q - P_0|| \leq \lambda \) so that \( Q \in \mathcal{P}_v(P_0, \lambda) \).

The following result shows that learnability of a concept class is retained under finite unions of distribution classes. That is, if a concept class \( C \) is learnable for a finite number of sets of distributions \( \mathcal{P}_1, \ldots, \mathcal{P}_n \) then it is learnable with respect to their union \( \mathcal{P} = \bigcup_{i=1}^n \mathcal{P}_i \). This is to be expected if the conjecture is true since
\[
N(\epsilon, C, \mathcal{P}) = \max_i N(\epsilon, C, \mathcal{P}_i) < \infty \text{ iff } N(\epsilon, C, \mathcal{P}_i) < \infty \text{ for } i = 1, \ldots, n.
\]

**Proposition 5.3** Let \( C \) be a concept class, and let \( \mathcal{P}_1, \ldots, \mathcal{P}_n \) be \( n \) sets of distributions. If \( C \) is learnable with respect to \( \mathcal{P}_i \) for \( i = 1, \ldots, n \) then \( C \) is learnable with respect \( \bigcup_{i=1}^n \mathcal{P}_i \).

**Proof:** Let \( f_i \) be an algorithm which learns \( C \) with respect to \( \mathcal{P}_i \), and let \( m_i(\epsilon, \delta) \) be the number of samples required by \( f_i \) to learn with accuracy \( \epsilon \) and confidence \( \delta \). Define an algorithm \( f \) as follows. Ask for
\[
m(\epsilon, \delta) = \max_{1 \leq i \leq n} m_i\left(\frac{\epsilon}{2}, \frac{\delta}{2}\right) + \frac{32}{\epsilon} \ln \frac{n}{\delta/2}
\]
samples. Using the first \( \max_i m_i\left(\frac{\epsilon}{2}, \frac{\delta}{2}\right) \) samples, form hypotheses \( h_1, \ldots, h_n \) using algorithms \( f_1, \ldots, f_n \) respectively. Then, using the last \( \frac{32}{\epsilon} \ln \frac{n}{\delta/2} \) samples, let \( f \) output the hypothesis \( h_i \) which is inconsistent with the fewest number of this second group of samples. We claim that \( f \) is a learning algorithm for \( C \) with respect to \( \bigcup_{i=1}^n \mathcal{P}_i \).

Let \( P \in \bigcup_{i=1}^n \mathcal{P}_i \), and let \( c \in C \). Then \( P \in \mathcal{P}_k \) for some \( k \). Since the \( f_i \) are learning algorithms with respect to the \( \mathcal{P}_i \), at least one \( h_i \) (namely \( h_k \)) is within \( \frac{\epsilon}{2} \) of \( c \) with probability (with respect to product measures of \( P \) greater than \( 1 - \frac{\delta}{2} \). Given that \( h_i \) is within \( \frac{\epsilon}{2} \) of \( c \) for some \( i \), the proof of Lemma 4 from [17] shows that the most consistent hypothesis (on the second group of samples) is within \( \epsilon \) of \( c \) with probability greater than \( 1 - \frac{\delta}{2} \). Therefore, if \( A \) denotes the event that at least one \( h_i \) is within \( \frac{\epsilon}{2} \) of \( c \) then
\[
Pr\{d_P(f(sam_c(\overline{x})), c) < \epsilon \} = Pr\{d_P(f(sam_c(\overline{x})), c) < \epsilon \mid A\} \cdot Pr\{A\} \\
\geq \frac{1 - \delta}{2}(1 - \frac{\delta}{2}) > 1 - \delta
\]
Thus, \( f \) is a learning algorithm for \( C \) with respect to \( \bigcup_{i=1}^n \mathcal{P}_i \) using \( m(\epsilon, \delta) \) samples.
Note that the above result is not true in general for an infinite number of classes of distributions since the sample complexity of the corresponding algorithms may be unbounded (i.e., we may have \( \sup N(\epsilon,C,\mathcal{P}_i) = \infty \)). However, even if \( N(\epsilon,C,\mathcal{P}_i) \) is uniformly bounded the proof above does not go through since the application of Lemma 4 from [17] requires finitely many hypotheses. This is essentially the difficulty encountered in attempting to prove the conjecture directly.

For a finite number of distributions \( P_1, \ldots, P_n \), define their convex hull, denoted by \( \text{conv}(P_1, \ldots, P_n) \), as the set of distributions that can be written as a convex combination of \( P_1, \ldots, P_n \). That is,

\[
\text{conv}(P_1, \ldots, P_n) = \{ \lambda_1 P_1 + \cdots + \lambda_n P_n : 0 \leq \lambda_i \leq 1 \text{ and } \lambda_1 + \cdots + \lambda_n = 1 \}
\]

We now prove the following proposition.

**Proposition 5.4** Let \( C \) be a concept class and let \( P_1, \ldots, P_n \) be probability measures. The following are equivalent:

(i) \( C \) is learnable with respect to \( P_i \) for each \( i = 1, \ldots, n \).

(ii) \( N(\epsilon, C, \text{conv}(P_1, \ldots, P_n)) < \infty \) for all \( \epsilon > 0 \).

(iii) \( C \) is learnable with respect to \( \text{conv}(P_1, \ldots, P_n) \).

**Proof:** (iii) \( \Rightarrow \) (i) This is immediate.

(i) \( \Rightarrow \) (ii) Since \( C \) is learnable with respect to \( P_i \) for each \( i \), by Theorem 5.2 we have \( N(\epsilon, C, P_i) < \infty \) for all \( \epsilon > 0 \) and \( i = 1, \ldots, n \). Let \( N_i(\epsilon) = N(\epsilon, C, P_i) \) and let \( c_{i,1}, \ldots, c_{i,N_i(\epsilon/2)} \) be an \( \frac{\epsilon}{2} \)-approximation of \( C \) with respect to \( d_{P_i} \). For each \( i = 1, \ldots, n \), let \( C_{i,j} = \{ c \in C : d_{P_i}(c, c_{i,j}) \leq \frac{\epsilon}{2} \} \) for \( j = 1, \ldots, N_i(\frac{\epsilon}{2}) \). We have \( C = \bigcup_{j=1}^{N_i(\epsilon/2)} C_{i,j} \) for all \( i = 1, \ldots, n \). Let

\[
C_{k_1, \ldots, k_n} = \bigcap_{i=1}^{n} C_{i,k_i}
\]

for \( 1 \leq k_i \leq N_i(\frac{\epsilon}{2}) \), \( i = 1, \ldots, n \). Clearly,

\[
C = \bigcup_{\text{all } (k_1, \ldots, k_n)} C_{k_1, \ldots, k_n}
\]
5.3. PARTIAL RESULTS FOR CLASS OF DISTRIBUTIONS

Also, by construction the 'diameter' of each $C_{k_1,\ldots,k_n}$ with respect to $d_{P_i}$ is less than or equal to $\epsilon$ for all $i = 1,\ldots,n$, i.e. for each $i = 1,\ldots,n$ we have

$$\sup_{c_1,c_2 \in C_{k_1,\ldots,k_n}} d_{P_i}(c_1, c_2) \leq \epsilon$$

Hence, if we define a metric $\rho(\cdot, \cdot)$ by

$$\rho(c_1, c_2) = \max_{1 \leq i \leq n} d_{P_i}(c_1, c_2)$$

then $N(\epsilon, C, \rho) \leq \prod_{i=1}^{n} N_i(\frac{\epsilon}{2}) < \infty$ since we can form an $\epsilon$-approximation of $C$ with respect to $\rho$ by simply taking any point from each $C_{k_1,\ldots,k_n}$ that is nonempty.

Now, if $Q \in \text{conv}(P_1,\ldots,P_n)$ then $Q = \sum_{i=1}^{n} \lambda_i P_i$ for some $0 \leq \lambda_i \leq 1$ with $\sum_{i=1}^{n} \lambda_i = 1$. For any measurable $c_1, c_2 \subseteq X$, we have

$$d_Q(c_1, c_2) = \sum_{i=1}^{n} \lambda_i d_{P_i}(c_1, c_2)$$

$$\leq \left( \sum_{i=1}^{n} \lambda_i \right) \max_{1 \leq i \leq n} d_{P_i}(c_1, c_2) = \rho(c_1, c_2)$$

so that $N(\epsilon, C, Q) \leq N(\epsilon, C, \rho)$. Thus,

$$N(\epsilon, C, \text{conv}(P_1,\ldots,P_n)) = \sup_{Q \in \text{conv}(P_1,\ldots,P_n)} N(\epsilon, C, Q) \leq \prod_{i=1}^{n} N_i(\frac{\epsilon}{2}) < \infty$$

(ii) $\Rightarrow$ (iii) If $N(\epsilon, C, \text{conv}(P_1,\ldots,P_n)) < \infty$ for all $\epsilon > 0$, then, in particular, $N(\epsilon, C, P_i) < \infty$ for $i = 1,\ldots,n$ and $\epsilon > 0$. Therefore, we can employ the construction used above in proving that (i) implies (ii) to get a finite $\frac{\epsilon}{2}$-approximation of $C$ uniformly for all $Q \in \text{conv}(P_1,\ldots,P_n)$. As shown above, such an approximation can be found with less than or equal to $\prod_{i=1}^{n} N_i(\frac{\epsilon}{4})$ elements where $N_i(\frac{\epsilon}{4}) = N(\frac{\epsilon}{4}, C, P_i)$. Thus, using the proof of Lemma 4 from [17], the algorithm which takes $\frac{32}{\epsilon} \left( \ln \frac{1}{\delta} + \sum_{i=1}^{n} \ln N_i(\frac{\epsilon}{4}) \right)$ samples and outputs an element of the $\frac{\epsilon}{2}$-approximation with the smallest number of inconsistent samples is a learning algorithm for $C$ with respect to $\text{conv}(P_1,\ldots,P_n)$.

The above proposition verifies the conjecture for classes of distributions which are 'convex polyhedra with finitely many sides' in the space of all distributions. In fact, combined with the previous proposition, the conjecture is verified for all finite unions of such polyhedra.
5.4 Discussion and Open Problems

It was first pointed out that the condition for learnability with respect to a fixed distribution obtained in [17] is identical to the notion of finite metric entropy. In considering relationships between the VC dimension of a concept class and its metric entropy, we provided two new lower bounds. Finally, we proved some partial results concerning learnability with respect to a class of distributions. These results are consistent with a conjecture in [17]. Specifically, it was shown that the conjecture holds for any 'sphere' of distributions and for any set of distributions which is a finite union of 'convex polyhedra with finitely many sides'. In addition to verifying the conjecture in these cases, the results indicate some limitations of attempting to enlarge the set of learnable concept classes by requiring learnability only for a class of distributions as opposed to all distributions.

As far as we know, the conjecture on learnability for a class of distributions has not been solved. However, some results regarding learnability with respect to a general class of distributions are known. First, it is easy to show that the condition $\sup_{P \in \mathcal{P}} N(\varepsilon, C, P) < \infty$ is necessary for learnability. Natarajan [90, 91] has shown that a somewhat different condition is sufficient. As before, given a finite set of points $x_1, \ldots, x_l$ let $\Pi_C(x_1, \ldots, x_l)$ denote the subsets of $x_1, \ldots, x_l$ generated by intersection with a member of $C$. Let $|\Pi_C(x_1, \ldots, x_l)|$ denote the cardinality of $\Pi_C(x_1, \ldots, x_l)$, and let $H_{P,l}(C) = \log_2 E_P[|\Pi_C(x_1, \ldots, x_l)|]$ where $E_P$ denotes the expected value with the points $x_1, \ldots, x_l$ drawn independently according to $P$. The quantity $H_{P,l}(C)$ was introduced by Vapnik and Chervonenkis [119] and was referred to as a notion of entropy. Based on the results of Vapnik and Chervonenkis, Natarajan has shown that the condition $\lim_{l \to \infty} \sup_{P \in \mathcal{P}} H_{P,l}(C)/l = 0$ is sufficient for learnability of $C$ with respect to $P$. A simple example shows that this condition is not necessary. Let $X = [0, 1]$, $P$ be the uniform distribution on $X$, and let $C$ consist of the interval $[0, 1]$ itself together with all finite sets of points. Then $C$ is learnable since every concept is a distance 0 away from either the empty set or the entire interval, so that letting the hypothesis be either 0 or [0, 1] based on a single sample is a learning algorithm. On the other hand, $H_{P,l}(C) = 1$ for all $l$.

Using a distinction considered in [15] and [91] we can refine the conjecture. A concept class will be called strongly learnable if the learner can output any concept consistent with the examples and still have a learning algorithm. The term learnable by itself will still refer to the case where some hypothesis (that need not be con-
sistent) is guaranteed to be close to the target concept. (Note that, unfortunately, the terminology is not particularly good as the term "weak learnability" has been used by others to denote a different idea [106].) The result of Natarajan shows that \( \lim_{l \to \infty} \sup_{P \in \mathcal{P}} H_{P,l}(C)/l = 0 \) is sufficient for strong learnability since the condition is equivalent to a uniform convergence property of the empirical measures [119] which in turn implies strong learnability. However, it is not necessary since the concept class consisting of all finite subsets of \([0, 1]\) is strongly learnable under the uniform distribution (all concepts are a distance zero apart) but the condition (and hence uniform convergence) is clearly violated. As far as we know, it is an open problem to find a single condition which is both necessary and sufficient for strong learnability. And, as mentioned above, for (not necessarily strong) learnability, the condition \( \sup_{P \in \mathcal{P}} N(\epsilon, C, P) < \infty \) is necessary and is conjectured to be sufficient.

Hence, there are gaps in the known results characterizing of learnability for a class of distributions. Results on the uniform convergence of empirical measures are related but are not directly helpful. These questions seem somewhat fundamental but quite difficult.
Chapter 6

Active Learning Using Arbitrary Binary Valued Queries

In the original PAC model the examples provided to the learner are obtained from some probability distribution over which the learner has no control. In this sense, the model assumes a purely passive learner. There has been quite a bit of work done on increasing the power of the learner's information gathering mechanism. For example, Angluin [8, 9] has studied a variety of oracles and their effect on learning, Amsterdam [6] considered a model which gives the learner some control over the choice of examples by allowing the learner to focus attention on some chosen region of the instance space, and Eisenberg and Rivest [38] studied the effect on sample complexity of allowing membership queries in addition to random examples.

In this chapter, we study the limits of what can be gained by allowing the most general set of binary valued learner-environment interactions, and giving the learner complete control over the information gathering. Specifically, we consider completely 'active' learning in that the learner is allowed to ask arbitrary yes/no (i.e., binary valued) questions, and these questions need not be decided on beforehand. That is, the questions the learner asks can depend on previous answers and can also be generated randomly. Many of the oracles previously considered in the literature are simply particular types of yes/no questions (although those oracles that provide counterexamples are not). Both active learning with respect to a fixed distribution and distribution-free active learning are considered. Since we are concerned with active learning, the probability distribution is not used to generate the examples, but is used only to measure the distance between concepts.

Definitions of passive and active learning are provided in Section 6.1. In Sec-
tion 6.2, active learning with respect to a fixed distribution is considered. A simple information theoretic argument shows that active learning does not enlarge the set of learnable concept classes, but as expected can reduce the sample complexity of learning. In Section 6.3, distribution-free active learning is considered. In this case, active learning can take place only in the degenerate situation of a finite concept class. We also consider a form of distribution-free learning in which we assume that the learner knows the distribution being used, so that 'distribution-free' refers only to the requirement that a bound can be obtained on the number of yes/no questions required independent of the distribution used to measure distance between concepts. However, even in this case active learning surprisingly does not enlarge the set of learnable concept classes, but does reduce the sample complexity as expected.

6.1 Definition of Active Learnability

By active learning we will mean that the learner is allowed to ask arbitrary yes/no questions. We will consider only the case \( H = C \) throughout, and so we define active learnability in this case only. For a fixed distribution, the only object unknown to the learner is the chosen concept. In this case, an arbitrary binary question provides information of the type \( c \in C_0 \) where \( C_0 \) is some subset of \( C \). That is, all binary questions can be reduced to partitioning \( C \) into two pieces and asking to which of the two pieces does \( c \) belong. For distribution-free learning (or more generally, learning for a class of distributions) the distribution \( P \) is also unknown. In this case, every binary question can be reduced to the form "Is \( (c, P) \in q \)?" where \( q \) is an arbitrary subset of \( C \times P \), so that \( C \) and \( P \) can be simultaneously and dependently partitioned. This follows by letting \( q \) be the set of \( (c, P) \) pairs for which the answer to the binary question is "yes." Thus, the information the active learner obtains is of the form \((q_1, a_1), \ldots, (q_m, a_m)\) where \( q_i \subseteq C \times P \) and \( a_i = 1 \) if \( (c, P) \in q_i \) and \( a_i = 0 \) otherwise. The \( q_i \) correspond to the binary valued (i.e., yes/no) questions and \( a_i \) denotes the answer to the question \( q_i \) when the true concept and probability measure are \( c \) and \( P \) respectively.

In general, \( q_i \) can be generated randomly or deterministically and can depend on all previous questions and answers \((q_1, a_1), \ldots, (q_{i-1}, a_{i-1})\). The \( q_i \) are not allowed to depend explicitly on the true concept \( c \) and probability measure \( P \), but can depend on them implicitly through answers to previous questions. Let \( \bar{q} = (q_1, \ldots, q_m) \) denote a set of \( m \) questions generated in such a manner, and let \( \text{sam}_{c,P}(\bar{q}) \) denote the set of \( m \)
question and answer pairs when the true concept and probability measure are \( c \) and \( P \) respectively. Let \( S_{C,P} \) denote all sets of \( m \) question and answer pairs generated in such a manner for all \( c \in C \), \( P \in \mathcal{P} \), and \( m \geq 1 \). By an active learning algorithm we mean an algorithm \( A \) for selecting \( q_1, \ldots, q_m \) together with a mapping \( f : S_{C,P} \rightarrow C \) for generating a hypothesis from \( \text{sam}_{c,P}(\bar{q}) \). In general, \( A \) and/or \( f \) may be nondeterministic, which results in probabilistic active learning algorithms. If both \( A \) and \( f \) are deterministic we have a deterministic active learning algorithm. Note that if the distribution \( P \) is known then with a probabilistic algorithm an active learner can simulate the information received by a passive learner by simply generating random examples and asking whether they are elements of the unknown concept.

**Definition 6.1 (Active Learnability for a Class of Distributions)** Let \( \mathcal{P} \) be a fixed and known collection of probability measures. \( C \) is said to be actively learnable with respect to \( \mathcal{P} \) if there exists a function \( f : S_{C,P} \rightarrow C \) such that for every \( \epsilon, \delta > 0 \) there is a \( 0 < m(\epsilon, \delta) < \infty \) such that for every probability measure \( P \in \mathcal{P} \) and every \( c \in C \), if \( h = f(\text{sam}(c, P)) \) then the probability (with respect to any randomness in \( A \) and \( f \)) that \( P(h \Delta c) < \epsilon \) is greater than \( 1 - \delta \).

### 6.2 Active Learning for a Fixed Distribution

In this section, we consider active learning with respect to a fixed and known probability distribution. That is, \( \mathcal{P} \) consists of a single distribution \( P \) that is known to the learner. As we mentioned in Chapter 5, Benedek and Itai [17] have obtained conditions for passive learnability in this case in terms of the metric entropy of \( C \). Specifically, they showed that any passive learning algorithm requires at least \( \log_2(1 - \delta)N(2\epsilon, C, P) \) samples and that \( (32/\epsilon)\ln(N(\epsilon/2)/\delta) \) samples is sufficient.

The following result shows that the same condition of finite metric entropy is required in the case of active learning. In active learning, the learner wants to encode the concept class to an accuracy \( \epsilon \) with a binary alphabet, so that the situation is essentially an elementary problem in source coding from information theory [43]. However, the learner wants to minimize the length of the longest codeword rather than the mean codeword length.

**Theorem 6.1** A concept class \( C \) is actively learnable with respect to a distribution \( P \) iff \( N(\epsilon, C, P) < \infty \) for all \( \epsilon > 0 \). Furthermore, \( \lceil \log_2(1 - \delta)N(2\epsilon, C, P) \rceil \) queries are necessary, and \( \lceil \log_2(1 - \delta)N(\epsilon, C, P) \rceil \) queries are sufficient. For deterministic
learning algorithms, \( \log_2 N(\epsilon, C, P) \) queries are both necessary and sufficient.

**Proof:** First consider \( \delta = 0 \). \( \log_2 N(\epsilon, C, P) \) questions are sufficient since one can construct an \( \epsilon \)-approximation to \( C \) with \( N(\epsilon, C, P) \) concepts, then ask \( \log_2 N(\epsilon, C, P) \) questions to identify one of these \( N(\epsilon, C, P) \) concepts that is within \( \epsilon \) of the true concept. \( \log_2 N(\epsilon, C, P) \) questions are necessary since by definition every \( \epsilon \)-approximation to \( C \) has at least \( N(\epsilon, C, P) \) elements. Hence, with any fewer questions there is necessarily a concept in \( C \) which is not \( \epsilon \)-close to any concept the learner might output.

The essential idea of the argument above is that the learner must be able to encode \( N(\epsilon, C, P) \) distinct possibilities and to do so requires \( \log_2 N(\epsilon, C, P) \) questions. Now, for \( \delta > 0 \), the learner is allowed to make a mistake with probability \( \delta \). In this case, it is sufficient that the learner be able to encode \( (1 - \delta)N(\epsilon, C, P) \) possibilities since the learner could first randomly select \( (1 - \delta)N(\epsilon, C, P) \) concepts from an \( \epsilon \)-approximation of \( N(\epsilon, C, P) \) concepts (each with equal probability) and then ask questions to select one of the \( (1 - \delta)N(\epsilon, C, P) \) concepts, if there is one, that is \( \epsilon \)-close to the true concept. To show the lower bound, first note that we can find \( N(2\epsilon) = N(2\epsilon, C, P) \) concepts \( c_1, \ldots, c_{N(2\epsilon)} \) which are pairwise at least \( 2\epsilon \) apart since at least \( N(2\epsilon) \) balls of radius \( 2\epsilon \) are required to cover \( C \). Then the balls \( B_\epsilon(c_i) \) of radius \( \epsilon \) centered at these \( c_i \) are disjoint. For each \( i \), if \( c_i \) is the true concept then the learning algorithm must output a hypothesis \( h \in B_\epsilon(c_i) \) with probability greater than \( 1 - \delta \). Hence, if \( k \) queries are asked, then

\[
\begin{align*}
(1 - \delta)N(2\epsilon, C, P) \\
\leq \sum_{i=1}^{N(2\epsilon)} \Pr(h \in B_\epsilon(c_i) | c = c_i) \\
= \sum_{i=1}^{N(2\epsilon)} \sum_{a_1, \ldots, a_k} \Pr(h \in B_\epsilon(c_i) | c = c_i, (q_1, a_1), \ldots, (q_k, a_k))dA(q_1, \ldots, q_k) \\
= \sum_{a_1, \ldots, a_k} \sum_{i=1}^{N(2\epsilon)} \Pr(h \in B_\epsilon(c_i) | c = c_i, (q_1, a_1), \ldots, (q_k, a_k))dA(q_1, \ldots, q_k) \\
= \sum_{a_1, \ldots, a_k} \Pr(h \in B_\epsilon(c_i) | (q_1, a_1), \ldots, (q_k, a_k))dA(q_1, \ldots, q_k) \\
\leq \sum_{a_1, \ldots, a_k} 1dA(q_1, \ldots, q_k)
\end{align*}
\]
where the integral is with respect to any randomness in the questions, the fourth equality (i.e. where conditioning on \( c = c_i \) is dropped) follows the fact that the hypothesis generated by the learner is independent of the true concept given the queries and answers, and the second inequality follows from the fact that the \( B_\epsilon(c_i) \) are disjoint. Thus, since \( k \) is an integer, \( k \geq \lceil \log_2(1 - \delta)N(2\epsilon, C, P) \rceil \).

Finally, if fewer than \( N(\epsilon, C, P) \) possibilities are encoded, then some type of probabilistic algorithm must necessarily be used, since otherwise there would be some concept which the learner would always fail to learn to within \( \epsilon \).

Thus, compared with passive learning for a fixed distribution, active learning does not enlarge the set of learnable concept classes, but as expected, fewer queries are required in general. However, only a factor of \( 1/\epsilon \), some constants, and a factor of \( 1/\delta \) in the logarithm are gained by allowing active learning, which may or may not be significant depending on the behavior of \( N(\epsilon, C, P) \) as a function of \( \epsilon \).

Note that in active learning very little is gained by allowing the learner to make mistakes with probability \( \delta \). That is, there is a very weak dependence on \( \delta \) in the sample size bounds. In fact for any \( \delta \leq 1/2 \), we have \( \log_2(1 - \delta)N(2\epsilon, C, P) = \log_2 N(2\epsilon, C, P) - \log_2 1/(1 - \delta) \geq \log_2 N(2\epsilon, C, P) - 1 \), so that even allowing the learner to make mistakes half the time results in the lower bound differing from the upper bound and the bound for \( \delta = 0 \) essentially by only the term \( 2\epsilon \) versus \( \epsilon \) in the metric entropy. Also, note that Theorem 6.1 is true for learnability with respect to an arbitrary metric and not just those induced by probability measures.

### 6.3 Distribution-Free Active Learning

Distribution-free learning (active or passive) corresponds to the case where \( \mathcal{P} \) is the set of all probability measures \( \mathcal{P}^\ast \) over, say, the Borel \( \sigma \)-algebra. As mentioned in Chapter 5, Blumer et al. [24] characterized passive learnability for all distributions (i.e., distribution-free) in terms of the VC dimension of \( C \). Specifically, if \( C \) has VC dimension \( d < \infty \) (and satisfies certain measurability conditions that we will not concern ourselves with) they showed that \( \max(\frac{1}{2\epsilon} \log \frac{1}{\delta}, d(1 - 2(\epsilon + \delta - \epsilon\delta))) \) samples
are necessary and \( \max\left(\frac{4}{\varepsilon} \log \frac{2}{\delta}, \frac{8d}{\varepsilon} \log \frac{8d}{\delta}\right) \) samples are sufficient, although since their work some refinements have been made in these bounds.

The case of distribution-free active learnability is a little more subtle than active learnability for a fixed distribution. For both active and passive learning, the requirement that the learning be distribution-free imposes two difficulties. The first is that there must exist a uniform bound on the number of examples or queries over all distributions — i.e., a bound independent of the underlying distribution. The second is that the distribution is unknown to the learner, so that the learner does not know how to evaluate distances between concepts. Hence, since the metric is unknown, the learner cannot simply replace the concept class with a finite \( \varepsilon \)-approximation as in the case of a fixed and known distribution.

For passive learnability, the requirement that the concept class have finite VC dimension is necessary and sufficient to overcome both of these difficulties. However, for active learning the second difficulty is severe enough that no learning can take place as long as the concept class is infinite.

**Lemma 6.1** Let \( C \) be an infinite set of concepts. If \( c_1, \ldots, c_n \in C \) is any finite set of concepts in \( C \) then there exists \( c_{n+1} \in C \) and a distribution \( P \) such that \( d_P(c_{n+1}, c_i) \geq 1/2 \) for \( i = 1, \ldots, n \).

**Proof:** Consider all sets of the form \( b_1 \cap b_2 \cap \cdots \cap b_n \) where \( b_i \) is either \( c_i \) or \( \overline{c_i} \). There are at most \( 2^n \) distinct sets \( B_1, \ldots, B_{2^n} \) of this form. Note that the \( B_i \) are disjoint, their union is \( X \), and each \( c_i \) for \( i = 1, \ldots, n \) consists of a union of certain \( B_i \). Since \( C \) is infinite, there is some set \( c_{n+1} \in C \) that is not equal to a union of of any subset of \( B_1, \ldots, B_{2^n} \). Then, for such a \( c_{n+1} \in C \), we have that for some nonempty \( B_k \), \( c_{n+1} \cap B_k \) is nonempty and \( c_{n+1} \cap B_k \neq B_k \). Hence, there exist points \( x_1, x_2 \in X \) with \( x_1 \in c_{n+1} \cap B_k \) and \( x_2 \in B_k \setminus c_{n+1} \). Let \( P \) be the probability measure which assigns probability 1/2 to \( x_1 \) and 1/2 to \( x_2 \). For each \( i = 1, \ldots, n \), either \( B_k \subseteq c_i \) or \( B_k \cap c_i = \emptyset \). Thus, in either case \( c_{n+1} \triangle c_i \) contains exactly one of \( x_1 \) or \( x_2 \) so that \( d_P(c_{n+1}, c_i) = 1/2 \) for \( i = 1, \ldots, n \).

\[ \square \]

**Theorem 6.2** \( C \) is actively learnable for all distributions iff \( C \) is finite.

**Proof:** If \( C \) is finite it is clearly actively learnable since the learner need only ask \( \lceil \log_2 |C| \rceil \) questions where \( |C| \) is the cardinality of \( C \) to decide which concept is the correct one.
6.3. DISTRIBUTION-FREE ACTIVE LEARNING

If \( C \) is infinite we will show that \( C \) is not actively learnable by showing that after finitely many questions an adversary could give answers so that there are still infinitely many candidate concepts which are far apart under infinitely many remaining probability distributions. Since \( C \) is infinite, we can repeatedly apply the lemma above to obtain an infinite sequence of concepts \( c_1, c_2, \ldots \) and an associated sequence of probability measures \( P_1, P_2, \ldots \) such that under the distribution \( P_i \), the concept \( c_i \) is a distance 1/2 away from all preceding concepts. I.e., for each \( i \) \( d_{P_i}(c_i, c_j) = 1/2 \) for \( j = 1, \ldots, i - 1 \).

Now, any question that the active learner can ask is of the form "Is \((c, P) \in q\)" where \( q \) is a subset of \( C \times P \). Consider the pairs \((c_1, P_1), (c_2, P_2), \ldots\). Either \( q \) or \( \bar{q} \) (or both) contain an infinite number of the pairs \((c_i, P_i)\). Thus, an adversary could always give an answer such that an infinite number of pairs \((c_i, P_i)\) remain as candidates for the true concept and probability measure. Similarly, after any finite number of questions an infinite number of \((c_i, P_i)\) pairs remain as candidates. Thus, by the property that \( d_{P_i}(c_i, c_j) = 1/2 \) for \( j = 1, \ldots, i - 1 \), it follows that for any \( \epsilon < 1/2 \) the active learner cannot learn the target concept.

Essentially, if the distribution is unknown, then the active learner has no idea about 'where' to seek information about the concept. On the other hand, in passive learnability the examples are provided according to the underlying distribution, so that information is obtained in regions of importance. Hence, in the distribution-free case, random samples (from the distribution used to evaluate performance) are indispensable.

Suppose that we remove the second difficulty by assuming that the learner has knowledge of the underlying distribution. Then the learner knows the metric being used and so can form a finite approximation to the concept class. In this case, the distribution-free requirement plays a part only in forcing a uniform bound on the number of queries needed. Certainly, the active learner can learn any concept class that is learnable by a passive learner since the active learner could simply ask queries according to the known distribution to simulate a passive learner. However, the following theorem shows that active learning, even with the side information as to the distribution being used, does not enlarge the set of learnable concept classes.

**Theorem 6.3** If the learner knows the underlying probability distribution then \( C \) is actively learnable for all distributions iff \( C \) has finite VC dimension. Furthermore,
[\sup_P \log_2(1-\delta)N(2\epsilon, C, P)] \text{ questions are necessary and } [\sup_P \log_2(1-\delta)N(\epsilon, C, P)] \text{ questions are sufficient. For deterministic algorithms } [\sup_P \log N(\epsilon, C, P)] \text{ questions are both necessary and sufficient.}

**Proof:** If the distribution is known to the learner, then the result of Theorem 6.1 applies for each distribution. Learnability for all distributions then simply imposes the uniform (upper and lower) bounds requiring the supremum over all distributions for both general (i.e., probabilistic) active learning algorithms and for deterministic algorithms. For the first part of the theorem, we need the following result (mentioned in Section 5.2) relating the VC dimension of a concept class to its metric entropy: the VC dimension of \( C \) is finite iff \( \sup_P N(\epsilon, C, P) < \infty \) for all \( \epsilon > 0 \). The first part of the theorem follows immediately from this result.

□

Thus, even with this extra 'side' information, the set of learnable concept classes is not enlarged by allowing an active learner. However, as before one would expect an improvement in the number of samples required. A direct comparison is not immediate since the bounds for passive learnability involve the VC dimension, while the results above are in terms of the metric entropy. A comparison can be made using bounds relating the VC dimension of a concept class to its metric entropy with respect to various distributions as discussed in Section 5.2. Specifically, Theorem 5.3 provides upper and lower bounds to \( \sup_P N(\epsilon, C, P) \). This theorem gives bounds on the number of questions needed in distribution-free active learning (with the side information) directly in terms of \( \epsilon, \delta \) and the VC dimension of \( C \). The bounds as stated in Theorem 5.3 are directly applicable to deterministic active learning algorithms or for active learning with \( \delta = 0 \). For probabilistic algorithms with \( \delta > 0 \) the quantity \( \log_2 1/(1-\delta) \) needs to be subtracted from both the lower and upper bounds.

### 6.4 Discussion and Open Problems

In this chapter, we considered the effect on PAC learnability of allowing a rich set of learner-environment interactions. Previous work along these lines has provided the learner with access to various types of oracles. Many of the oracles considered in the literature answer queries which are special cases of yes/no questions (although those oracles that provide counterexamples are not of this type). As expected, the use of oracles can often aid in the learning process. To understand the limits of how
much could be gained through oracles, we have considered an active learning model in which the learner chooses the information received by asking arbitrary yes/no questions about the unknown concept and/or probability distribution.

For a fixed distribution, active learning does not enlarge the set of learnable concept classes, but it does have lower sample complexity than passive learning. For distribution-free active learning, the set of learnable concept classes is drastically reduced to the degenerate case of finite concept classes. Furthermore, even if the learner is told the distribution but is still required to learn uniformly over all distributions, a concept class is actively learnable iff it has finite VC dimension.

For completeness, we mention that results can also be obtained if the learner is provided with 'noisy' answers to the queries. The effects of various types of noise in passive learning have been studied [7, 62, 111]. For active learning, two natural noise models are random noise in which the answer to a query is incorrect with some probability $\eta < 1/2$ independent of other queries, and malicious noise in which an adversary gets to choose a certain number of queries to receive incorrect answers. For random noise, the problem is essentially equivalent to communication through a binary symmetric channel, so that standard results from information theory on the capacity and coding for such channels [43] can be applied. For malicious noise, some results on binary searching with these types of errors [101] can be applied. For both noise models, the conditions for fixed distribution and distribution-free learnability are the same as the noise-free case, but with a larger sample complexity. However, the more interesting aspects of our results are the indications of the limitations of active learning, and the noise-free case makes stronger negative statements.

Finally, an open problem that may be interesting to pursue is to study the reduction in sample complexity of distribution-free learning if the learner has access to both random examples and arbitrary yes/no questions. This is similar to the problem considered in [38], but there the learner could choose only examples to be labeled rather than ask arbitrary questions. Our result for the case where the learner knows the distribution being used provides a lower bound, but if the distribution is not known then we expect that for certain concept classes much stronger lower bounds would hold. In particular, we conjecture that results analogous to those in [38] hold in the case of arbitrary binary valued questions, so that, for example, asking yes/no questions could reduce the sample complexity to learn a dense-in-itself concept class (as defined in [38]) by only a constant factor.
Chapter 7

Learning with Generalized Samples and an Application to Stochastic Geometry

In this chapter, we introduce an extension of the PAC model in which the learner may receive information from more general types of samples. By a “generalized sample” we will mean essentially a functional assigning a real number to each concept, where the number assigned may not necessarily be the value of the unknown concept at a point, but could be some other attribute of the unknown concept (e.g., the integral over a region, or the derivative at a given point, etc.). The model is defined for the general case in which the concepts are real valued functions, and is applicable to both distribution-free and fixed distribution learnability. The idea is simply to transform learning with generalized samples to a problem of learning with standard samples over a new instance space and concept class. The PAC learning criteria over the original space is induced by the corresponding standard PAC criteria over the transformed space. Thus, the criteria for learnability and sample size bounds are the usual ones involving metric entropy and a generalization of VC dimension for functions (in the fixed distribution and distribution-free cases respectively).

We consider a particular example of learning from generalized samples that is related to a classical result from stochastic geometry. Namely, we take $X$ to be the unit square in the plane, and consider concept classes which are collections of curves contained in $X$. For example, one simple concept class of interest is the set of straight line segments contained in $X$. A much more general concept class we consider is the set of curves in $X$ with bounded length and bounded turn (total absolute curvature).
The samples observed by the learner consist of randomly chosen straight lines labeled as to the number of intersections the random line makes with the target concept (i.e., the unknown curve). We consider learnability with respect to a fixed distribution, where the distribution is the uniform distribution on the set of lines intersecting \( X \). A learnability result is obtained by providing metric entropy bounds for the class of curves under consideration.

The example of learning a curve is closely related to a result from stochastic geometry which states that the expected number of intersections a random line makes with an arbitrary rectifiable curve is proportional to the length of the curve. This result suggests that the length of a curve can be estimated (or “learned”) from a set of generalized samples. In fact, this idea has been studied, although primarily from the point of view of deterministic sampling [113, 87]. The learnability result makes the much stronger statement that for certain classes of curves, from just knowing the number of intersections with a set of random lines, the curve itself can be learned (from which the length can then be estimated). Also, for these classes of curves, the learning result guarantees uniform convergence of empirical estimates of length to true length, which does not follow directly from the stochastic geometry result.

Finally, we discuss a number of open problems and directions for further work. We believe the framework presented here can be applied to a number of problems in signal/image processing, geometric reconstruction, and stereology, to provide sample size bounds under a PAC criterion. Some specific problems that may be approachable with these ideas include tomographic reconstruction using random ray or projection sampling and convex set reconstruction from support line or other types of measurements.

### 7.1 PAC Learning with Generalized Samples

In the PAC learning model discussed in Chapters 5 and 6, the unknown concept was a subset of the instance space \( X \) (i.e., and indicator function on \( X \)). A natural generalization of this model is to consider the learning of functions as opposed to just sets (i.e., binary valued functions). A very general framework for learning functions was formulated by Haussler [56], building on some fundamental work by Vapnik and Chervonenkis [119, 120, 121], Dudley [36], and Pollard [94]. In this framework, the concept class (hypotheses), denoted by \( F \), is a collection functions from a domain \( X \) to a range \( Y \). The samples are drawn according to a distribution on \( X \times Y \) from some
class of distributions. A loss function is defined on $Y \times Y$, and the goal of the learner is to produce a hypothesis from $F$ which is close to the optimal one in the sense of minimizing the expected loss between the hypothesis and the random samples.

Learning from generalized samples can be formulated as an extension of the framework in [56] as briefly described below. However, for simplicity of the presentation we consider a restricted formulation which is sufficiently general to treat the example of learning a curve discussed in this paper. We now define more carefully what we mean by learning from generalized samples. Let $X$ be the original instance space as before, and let the concept class $F$ be a collection of real valued functions on $X$. In the usual model, the information one gets are samples $(x, f(x))$ where $x \in X$ and where $f \in F$ is the target concept. We can view this as obtaining a functional $\delta_x$ and applying this functional to the target concept $f$ to obtain the sample $(\delta_x, \delta_x(f)) = (\delta_x, f(x))$. The functional in this case simply evaluates $f$ at the point $x$, and is chosen randomly from the class of all such "impulse" functionals. Instead, we now assume we get generalized samples in the sense that we obtain a more general functional $\tilde{x}$, which is some mapping from $F$ to $\mathbb{R}$. The observed labeled sample is then $(\tilde{x}, \tilde{x}(f))$ consisting of the functional and the real number obtained by applying this functional to the target concept $f$. We assume the functional $\tilde{x}$ is chosen randomly from some collection of functionals $\tilde{X}$. Thus, $\tilde{X}$ is the instance space for the generalized samples, and the distribution $P$ is a probability measure on $\tilde{X}$. Let $S_F$ denote the set of labeled $m$-samples for each $m \geq 1$, for each $\tilde{x} \in \tilde{X}$, and each $f \in F$.

Given $P$, we can define an error criterion (i.e., notion of distance between concepts) with respect to $P$ as

$$d_P(f_1, f_2) = E|\tilde{x}(f_1) - \tilde{x}(f_2)|$$

This is simply the average absolute difference of real numbers produced by generalized samples on the two concepts. Note that this notion of distance reduces exactly to the notion of distance used in Chapter 5 for the case where the concepts are sets (indicator functions) and the samples are the standard samples. Also, note we could define the framework with more general loss criteria as in [56], but for the example considered in this paper we use the criterion above.

**Definition 7.1 (Learning From Generalized Samples)** Let $P$ be a fixed and known collection of probability measures. Let $F$ be a collection of functions from the instance space $X$ into $\mathbb{R}$, and let $\tilde{X}$ be the instance space of generalized samples for $F$. $F$ is said to be learnable with respect to $P$ from the generalized samples $\tilde{X}$ if
there is a mapping $A : S_F \rightarrow F$ for producing a hypothesis $h$ from a set of labeled samples such that for every $\epsilon, \delta > 0$ there is a $0 < m = m(\epsilon, \delta) < \infty$ such that for every probability measure $P \in \mathcal{P}$ and every $f \in F$, if $h$ is the hypothesis produced from a labeled $m$-sample drawn according to $P^m$ then the probability that $d_P(f, h) < \epsilon$ is greater than $1 - \delta$.

If $\mathcal{P}$ is the set of all distributions over some $\sigma$-algebra of $\tilde{X}$ then this corresponds to distribution-free learning from generalized samples. If $\mathcal{P}$ consists of a single distribution $P$ then this corresponds to fixed distribution learning from generalized samples. This is a direct extension of the usual definition of PAC learnability (see for example [24]) to learning functions from generalized samples over a class of distributions. In the definition we have assumed that there is an underlying target concept $f$. As with the restrictions mentioned earlier, this could be removed following the framework of [56].

Learning with generalized samples can be easily transformed into an equivalent problem of PAC learning from standard samples. The concept class $F$ on $X$ corresponds naturally to a concept class $\tilde{F}$ on $\tilde{X}$ as follows. For a fixed $f \in F$, each functional $\tilde{x} \in \tilde{X}$ produces a real number when applied to $f$. Therefore, $f$ induces a real valued function on $\tilde{X}$ in a natural way. The real valued function on $\tilde{X}$ induced by $f$ will be denoted by $\tilde{f}$, and is defined by

$$\tilde{f}(\tilde{x}) = \tilde{x}(f)$$

The concept class $\tilde{F}$ is the collection of all functions on $\tilde{X}$ obtained in this way as $f$ ranges through $F$.

We are now in the standard PAC framework with instance space $\tilde{X}$, concept class $\tilde{F}$, and distribution $P$ on $\tilde{X}$. Hence, as usual, $P$ induces a learning criterion or metric (actually only a pseudo-metric in general) on $\tilde{F}$, and as a result of the correspondence between $F$ and $\tilde{F}$, this metric is the equivalent to the (pseudo-)metric $d_P$ induced by $P$ on $F$ defined above. This metric will be denoted by $d_P$ over both $F$ and $\tilde{F}$, and is given by

$$d_P(\tilde{f}_1, \tilde{f}_2) = E|\tilde{f}_1 - \tilde{f}_2| = E|\tilde{x}(f_1) - \tilde{x}(f_2)| = d_P(f_1, f_2)$$

Distribution-free and fixed distribution learnability are defined in the usual way for $\tilde{X}$ and $\tilde{F}$. Thus, a generalized notion of VC dimension for functions (called pseudo dimension in [56]) and metric entropy of $\tilde{F}$ characterize the learnability of $\tilde{F}$ in the distribution-free and fixed distribution cases respectively. These same quantities for
\( \hat{F} \) then also characterize the learnability of \( F \) with respect to \( d_P \).

Using results from [56] (based on results from [94]), we have the following result for learning from generalized samples with respect to a fixed distribution. This result is a direct generalization of Theorem 1 from [56] which allows the use of generalized samples.

**Theorem 7.1** \( F \) is learnable from generalized samples (or equivalently, \( \hat{F} \) is learnable) with respect to a distribution \( P \) if for each \( \epsilon > 0 \) there is a finite \( \epsilon \)-cover \( \hat{F}^{(\epsilon)} \) for \( \hat{F} \) (with respect to \( d_P \)) such that \( 0 \leq \hat{f}_i \leq M(\epsilon) \) for each \( \hat{f}_i \in \hat{F}^{(\epsilon)} \). Furthermore, a sample size

\[
m(\epsilon, \delta) \geq \frac{2M^2(\epsilon/2)}{\epsilon^2} \ln \frac{2|\hat{F}^{(\epsilon/2)}|}{\delta}
\]

is sufficient for \( \epsilon, \delta \) learnability.

**Proof:** Let \( \hat{F}^{(\epsilon/2)} \) be an \( \frac{\epsilon}{2} \)-cover with \( 0 \leq \hat{f}_i \leq M(\epsilon/2) \) for each \( \hat{f}_i \in \hat{F}^{(\epsilon/2)} \). Let \( F^{(\epsilon/2)} \) be obtained from \( \hat{F}^{(\epsilon/2)} \) using the correspondence between \( F \) and \( \hat{F} \). After seeing \( m(\epsilon, \delta) \) samples, let the learning algorithm output a hypothesis \( h \in F^{(\epsilon/2)} \) which is most consistent with the data, i.e., which minimizes

\[
\frac{1}{m(\epsilon, \delta)} \sum_{i=1}^{m(\epsilon, \delta)} |\hat{x}_i(h) - y_i|
\]

where \( (\hat{x}_i, y_i) \) are the observed generalized samples. Then using Theorem 1 of [56], it follows that with probability greater than \( 1 - \delta \) we have \( d_P(f, h) \leq \epsilon \).

\( \square \)

Although we will not use distribution-free learning in the example of learning a curve, for completeness we give a result for this case.

**Definition 7.2 (Pseudo Dimension)** Let \( F \) be a collection of functions from a set \( Y \) to \( \mathbb{R} \). For any set of points \( \bar{y} = (y_1, \ldots, y_d) \) from \( Y \), let \( F_{\bar{y}} = \{(f(y_1), \ldots, f(y_d)) : f \in F\} \). \( F_{\bar{y}} \) is a set of points in \( \mathbb{R}^d \). If there is some translation of \( F_{\bar{y}} \) which intersects all of the \( 2^d \) orthants of \( \mathbb{R}^d \) then \( \bar{y} \) is said to be shattered by \( F \). Following terminology from [56], the pseudo dimension of \( F \), which we denote \( \text{dim}(F) \), is the largest integer \( d \) such that there exists a set of \( d \) points in \( Y \) that is shattered by \( F \). If no such largest integer exists then \( \text{dim}(F) \) is infinite.

We have the following result for distribution-free learning from generalized samples, again using results from [56].
Theorem 7.2 \( F \) is distribution-free learnable from generalized samples (or equivalently, \( \tilde{F} \) is distribution-free learnable) if for some \( M < \infty \) we have \( 0 \leq \tilde{f} \leq M \) for every \( \tilde{f} \in \tilde{F} \) and if \( \dim(\tilde{F}) = d \) for some \( 1 \leq d < \infty \). Furthermore, a sample size
\[
m(\epsilon, \delta) \geq \frac{64M^2}{\epsilon^2} \left( 2d \ln \frac{16eM}{\epsilon} + \ln \frac{8}{\delta} \right)
\]
is sufficient for \( \epsilon, \delta \) distribution-free learnability.

Proof: The result follows from a direct application of Corollary 2 from [56], together with the correspondence between \( F \) and \( \tilde{F} \) and the fact that \( d_P(f_1, f_2) = d_P(\tilde{f}_1, \tilde{f}_2) \).

\[\square\]

Note that the metric entropy of \( \tilde{F} \) is identical to the metric entropy of \( F \) (since both are with respect to \( d_P \)), so that the metric entropy of \( F \) characterizes learnability for a fixed distribution as well. However, the pseudo dimension of \( F \) with respect to \( X \) does not characterize distribution-free learnability. This quantity can be very different from the pseudo dimension of \( \tilde{F} \) with respect to \( \tilde{X} \).

As mentioned above, for simplicity we have defined the concepts to be real valued functions, have chosen the generalized samples to return real values, and have selected a particular form for the learning criterion or metric \( d_P \). Our ideas can easily be formulated in the much more general framework considered by Haussler [56]. Specifically, one could take \( F \) to be a family of functions with domain \( X \) and range \( Y \). The generalized samples \( \tilde{X} \) would be a collection of mappings from \( F \) to \( \tilde{Y} \). A family of functions \( \tilde{F} \) mapping \( \tilde{X} \) to \( \tilde{Y} \) would be obtained from \( F \) by assigning to each \( f \in F \) an \( \tilde{f} \in \tilde{F} \) defined by \( \tilde{f}(\tilde{x}) = \tilde{x}(f) \). As in [56], the distributions would be defined on \( \tilde{X} \times \tilde{Y} \), a loss function \( L \) would be defined on \( \tilde{Y} \times \tilde{Y} \), and for each \( \tilde{f} \in \tilde{F} \) the error of the hypothesis \( \tilde{f} \) with respect to a distribution would be \( EL(\tilde{f}(\tilde{x}), \tilde{y}) \) where the expectation is over the distribution on \( (\tilde{x}, \tilde{y}) \).

Although learning with generalized samples is in essence simply a transformation to a different standard learning problem, it allows the learning framework and results to be applied to a broad range of problems. To show the variety in the type of observations that are available, we briefly mention some types of generalized samples that may be of interest in certain applications. In the case where the concepts are subsets of \( X \) (i.e., binary valued functions), some interesting generalized samples might be to draw random (parameterized) subsets (e.g., disks, lines, or other parameterized curves) of \( X \) labeled as to whether or not the random set intersects or is contained in
the target concept. Alternatively, the random set could be labeled as to the number of intersections (or length, area, or volume of the intersection, as appropriate). In the case where the concepts are real valued functions, one might consider generalized samples consisting of choosing certain random sets and returning the integral of the concept over these sets. For example, choosing random lines would correspond to tomographic type problems with random ray sampling. Other possibilities might be to return weighted integrals of the concept where the weighting function is selected randomly from a suitable set (e.g., an orthonormal basis), or to sample derivatives of the concept at random points.

7.2 A Result From Stochastic Geometry

In this section we state an interesting and well known result from stochastic geometry. This result will be used and is related to a specific example of learning from generalized samples discussed in the next section.

To state the result, we first need to describe the notion of choosing a "random" straight line, i.e., a uniform distribution for the set of straight lines intersecting a bounded domain. A line in the plane will be parameterized by the polar coordinates \( r, \theta \) of the point on the line which is closest to the origin, where \( r \geq 0 \) and \( 0 \leq \theta \leq 2\pi \). The set (manifold) of all lines in the plane parameterized in this way corresponds to a semi-infinite cylinder.

A well known result from stochastic geometry states that the unique measure (up to a scale factor) on the set of lines which is invariant to rigid transformations of the plane (translation, rotation) is \( drd\theta \), i.e., uniform density in \( r \) and \( \theta \). This measure is thus independent of the choice of coordinate system, and is referred to as the uniform measure (or density) for the set of straight lines in the plane. This measure corresponds precisely to the surface area measure on the cylinder.

From this measure, a uniform probability measure can be obtained for the set of all straight lines intersecting a bounded domain. Specifically, the set of straight lines intersecting a bounded domain \( X \), which we will denote by \( \tilde{X} \), is a bounded subset of the cylinder. The uniform probability measure on \( \tilde{X} \) is then just the surface area measure of the cylinder suitably normalized (i.e., by the area of \( \tilde{X} \)).

We can now state the following classic result from stochastic geometry (see e.g. [105, 11]).
Theorem 7.3 Let $X$ be a bounded convex subset of $\mathbb{R}^2$, and let $c \subset X$ be a rectifiable curve. Suppose lines intersecting $X$ are chosen uniformly, and let $n(\tilde{x}, c)$ denote the number of intersections of the random line $\tilde{x}$ with the curve $c$. Then

$$En(\tilde{x}, c) = \frac{2}{A} L(c)$$

where $L(c)$ denotes the length of the curve $c$ and $A$ is the perimeter of $X$.

In the next section, for simplicity we will take $X$ to be the unit square. In this case, the theorem reduces simply to $En(\tilde{x}, c) = \frac{1}{2} L(c)$.

A surprising (and powerful) aspect of this theorem is that the expected number of intersections a random line makes with the curve $c$ depends only on the length of $c$ but is independent of any other geometric properties of $c$. In fact, the expression on the left hand side (suitably normalized) can be used as a definition for the length (or one-dimensional measure) of general sets in the plane [109].

An interesting implication of Theorem 7.3 is that the length of an unknown curve can be estimated or "learned" if one is told the number of intersections between the unknown curve and a collection of lines chosen randomly (from the uniform distribution). In fact, deterministic versions of this idea have been studied [113, 87].

7.3 Learning a Curve by Counting Intersections with Lines

In this section, we consider a particular example of learning from generalized samples — that of learning a curve by counting intersections with straight lines. For concreteness we take $X$ to be the unit square in $\mathbb{R}^2$, although our results easily extend to the case where $X$ is any bounded convex domain in $\mathbb{R}^2$. We will consider concept classes $C$ which are collections of curves contained in $X$. For example, one particular concept class of interest will be the set of straight line segments contained in $X$. Other concept classes will consist of more general curves in $X$ satisfying certain regularity constraints. The samples observed by the learner consist of randomly chosen straight lines labeled as to the number of intersections the random line makes with the target concept (i.e., the unknown curve). Recall, that with the $r, \theta$ parameterization, the set of lines intersecting $X$, which is the instance space $\tilde{X}$, is a bounded subset of the semi-infinite cylinder. We consider learnability with respect to a fixed distribution,
where the distribution $P$ is the uniform distribution on $\tilde{X}$.

### 7.3.1 Learning a Line Segment

Consider the case where $C$ is the set of straight line segments in $X$. In this case, given a concept $c \in C$, every straight line (except for a set of measure zero) intersects $c$ either exactly once or not at all. Thus, $\tilde{C}$ consists of subsets (i.e., binary valued functions) of $\tilde{X}$, where each $\tilde{c} \in \tilde{C}$ contains exactly those straight lines $\tilde{x} \in \tilde{X}$ which intersect the corresponding $c \in C$.

The metric $d_P$ on $C$ and $\tilde{C}$ induced by $P$ is given by

$$d_P(c_1, c_2) = d_P(\tilde{c}_1, \tilde{c}_2) = E|n(\tilde{x}, c_1) - n(\tilde{x}, c_2)| = P(\tilde{c}_1 \Delta \tilde{c}_2)$$

where, as in the previous section, $n(\tilde{x}, c)$ is the number of intersections the line $\tilde{x}$ makes with $c$. In the case of line segments $n(\tilde{x}, c)$ is either one or zero, i.e. $\tilde{c}$ is binary valued, so that

$$d_P(c_1, c_2) = d_P(\tilde{c}_1, \tilde{c}_2) = P(c_1 \Delta c_2)$$

where $\tilde{c}_1 \Delta \tilde{c}_2$ is the usual symmetric difference of $\tilde{c}_1$ and $\tilde{c}_2$. Hence, $d_P(c_1, c_2)$ is the probability that a random line intersects exactly one of the two line segments $c_1$ and $c_2$.

In the case of line segments, a simple bound on the $d_P$ distance between two segments can be obtained in terms of the distances between the endpoints of the segments.

**Lemma 7.1** Let $c_1, c_2$ be two line segments, and let $a_1, b_1$ and $a_2, b_2$ be the endpoints of $c_1$ and $c_2$ respectively. Then

$$d_P(c_1, c_2) \leq \frac{1}{2} (||a_1 - a_2|| + ||b_1 - b_2||)$$

**Proof:** Since $c_1, c_2$ are line segments, the distance $d_P(c_1, c_2)$ between $c_1$ and $c_2$ is the probability that a random line intersects exactly one of $c_1$ and $c_2$. Any line that intersects exactly one of $c_1, c_2$ must intersect one of the segments $\overline{a_1 a_2}$ or $\overline{b_1 b_2}$ joining the endpoints of $c_1$ and $c_2$. Therefore,

$$d_P(c_1, c_2) \leq P(\tilde{x} \cap \overline{a_1 a_2} \neq \emptyset \text{ or } \tilde{x} \cap \overline{b_1 b_2} \neq \emptyset) \leq P(\tilde{x} \cap \overline{a_1 a_2} \neq \emptyset) + P(\tilde{x} \cap \overline{b_1 b_2} \neq \emptyset)$$

Using Theorem 7.3, the probability that a random line intersects a line segment in
the unit square is simply half the length of the line segment, from which the result follows.

Using the previous lemma, we can bound the metric entropy of \( \mathcal{C} \) (and hence \( \tilde{\mathcal{C}} \)) with respect to the metric induced by \( P \).

**Lemma 7.2** Let \( \mathcal{C} \) be the set of line segments contained in the unit square \( X \), and let \( P \) be the uniform distribution on the set of lines intersecting \( X \). Then

\[
N(\varepsilon, \tilde{\mathcal{C}}, P) = N(\varepsilon, \mathcal{C}, P) \leq \frac{1}{4\varepsilon^4}
\]

**Proof:** We construct an \( \varepsilon \)-cover for \( \mathcal{C} \) as follows. Consider a rectangular grid of points in \( X \) with spacing \( \sqrt{2}\varepsilon \). Let \( \mathcal{C}^\varepsilon \) be the set of all line segments with endpoints on this grid. There are \( \frac{1}{2\varepsilon^2} \) points in the grid, so that there are \( \frac{1}{4\varepsilon^4} \) line segments in \( \mathcal{C}^\varepsilon \). (Some of these segments are actually just points and could be eliminated from \( \mathcal{C}^\varepsilon \) since they are \( d_P \)-distance zero from each other and the empty set. However, we ignore this fact since there are just \( \frac{1}{2\varepsilon^2} \) such points.) For any \( c \in \mathcal{C} \), there is a \( c' \in \mathcal{C}^\varepsilon \) such that each endpoint of \( c' \) is within \( \varepsilon \) of an endpoint of \( c \). Hence, from Lemma 7.1 \( d_P(c, c') \leq \frac{1}{2}(\varepsilon + \varepsilon) = \varepsilon \) so that \( \mathcal{C}_\varepsilon \) is an \( \varepsilon \)-cover for \( \mathcal{C} \) with \( \frac{1}{4\varepsilon^4} \) elements.

The construction of the previous lemma allows us to obtain the following learning result for straight line segments.

**Theorem 7.4** Let \( \mathcal{C} \) be the set of line segments in the unit square \( X \). Then \( \mathcal{C} \) is learnable by counting intersections with straight lines chosen uniformly using

\[
m(\varepsilon, \delta) = \frac{2}{\varepsilon^2} \ln \frac{8}{\varepsilon^4 \delta}
\]

samples.

**Proof:** Let \( \tilde{\mathcal{C}} \) be the concept class over \( \tilde{X} \) corresponding to \( \mathcal{C} \). Then \( \tilde{c} \in \tilde{\mathcal{C}} \) is defined by \( \tilde{c}(\tilde{x}) = n(\tilde{x}, c) \), i.e., \( \tilde{c}(\tilde{x}) \) is the number of intersections of the line \( \tilde{x} \) with \( c \). Clearly, \( 0 \leq \tilde{c} \leq 1 \) (except for a set of measure zero) for every \( \tilde{c} \in \tilde{\mathcal{C}} \). Using the construction of Lemma 7.2, we have an \( \frac{1}{2} \)-cover of \( \tilde{\mathcal{C}} \) with \( 4/\varepsilon^4 \) elements. Hence, the result follows from Theorem 7.1.
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7.3.2 Learning Curves of Bounded Turn and Length

Now we consider the learnability of a much more general class of curves. First we need some preliminary definitions. We will consider rectifiable curves parameterized by arc length $s$, so that a curve $c$ of length $L$ is given by

$$c = \{(x_1(s), x_2(s)) | 0 \leq s \leq L\}$$

where $x_1(\cdot)$ and $x_2(\cdot)$ are continuous functions from $[0, L]$ to $\mathbb{R}$ such that $\sqrt{\dot{x}_1^2 + \dot{x}_2^2}$ is defined and equal to unity almost everywhere. If $x_1$ and $x_2$ are twice-differentiable at $s$, then the curvature of $c$ at $s$, $\kappa(s)$, is defined as the rate of change of the direction of the tangent to the curve at $s$, and is given by $\kappa(s) = \ddot{x}_2 \dot{x}_1 - \ddot{x}_1 \dot{x}_2$. The total absolute curvature of $c$ will be denoted by $\kappa(c)$ and is defined by $\kappa(c) = \int_0^L |\kappa(s)| \, ds$.

Alexandrov and Reshetnyak [2] have developed an interesting theory for irregular curves. Among other things, they study the notion of the "turn" of a curve, which is a generalization of total absolute curvature to curves which are not necessarily twice-differentiable. For example, for a piecewise linear curve the turn is simply the sum of the absolute angles between adjacent segments. The turn for more general curves can be obtained by piecewise linear approximations. As expected, their notion of turn reduces to the total absolute curvature of a curve for which the latter quantity is defined. We will use the generalized notion of turn presented in [2] throughout, so that our results will apply to curves which are not twice-differentiable (e.g., piecewise linear curves). We let $\kappa(c)$ denote the turn of the curve $c$.

We will consider classes of curves of bounded length and bounded turn. Specifically, let $C_{K,L}$ be the set of all curves contained in the unit square whose length is less than or equal to $L$ and whose turn is less than or equal to $K$. Note that for curves contained in a bounded domain, the length of a curve can be bounded in terms of the turn of the curve and the diameter of the domain (Theorem 5.6.1 from [2]; for differentiable curves see for example [105] p. 35). Hence, we really need only consider classes of curves with a bound on the turn. However, for convenience we will carry both parameters $K$ and $L$ explicitly.

As before, the samples will be random lines chosen according to the uniform distribution $P$ on $\tilde{X}$, labeled as to the number of intersections the line makes with the unknown curve $c$. However, with curves in $C_{K,L}$ the number of intersections with a given line can be any positive integer (as opposed to just zero or one for straight line segments). Thus, the class $\tilde{C}_{K,L}$ consists of a collection of integer valued functions on
\( \hat{X} \) as opposed to just subsets of \( \hat{X} \) as in the previous section.

Also, as before, the results on learning for the set curves will be with respect to the metric \( d_P \) induced by the measure \( P \). That is the \( d_P \) distance between two curves \( c_1 \) and \( c_2 \) or their corresponding functions \( \hat{c}_1, \hat{c}_2 \) is given by

\[
d_P(c_1, c_2) = d_P(\hat{c}_1, \hat{c}_2) = E|n(\hat{x}, c_1) - n(\hat{x}, c_2)|
\]

where the expectation is taken over the random line \( \hat{x} \) with respect to the uniform measure \( P \). This notion of distance between curves has been studied previously (e.g., see [113] and [105] p.38). For example, it is known that \( d_P \) is in fact a metric on the set of rectifiable curves, so that \( d_P \) satisfies the triangle inequality and \( d_P(c_1, c_2) = 0 \) implies \( c_1 = c_2 \). (Note that in the references [105, 113] the notion of distance used is actually \( \frac{1}{2}d_P \), but this makes no difference in the metric properties.)

To obtain a learning result for \( C_{K,L} \) we will show that each curve in \( C_{K,L} \) can be approximated (with respect to \( d_P \)) by a bounded number of straight line segments. The metric entropy computation for a single straight line segment can be extended to provide a metric entropy bound for curves consisting of a bounded number of straight line segments. Thus, by combining these two ideas we can obtain a metric entropy bound for \( C_{K,L} \) which yields the desired learning result.

First, we need several properties of the \( d_P \) metric for curves of bounded turn.

**Lemma 7.3** If \( c_1, c_2 \) are curves with a common endpoint (so that \( c_1 \cup c_2 \) is a curve) and similarly for \( c_1', c_2' \) then

\[
d_P(c_1 \cup c_2, c_1' \cup c_2') \leq d_P(c_1, c_1') + d_P(c_2, c_2')
\]

**Proof:** For any line \( \hat{x} \) (except for a set of measure zero), \( n(\hat{x}, c_1 \cup c_2) = n(\hat{x}, c_1) + n(\hat{x}, c_2) \) and similarly for \( c_1', c_2' \). Therefore,

\[
d_P(c_1 \cup c_2, c_1' \cup c_2') = \frac{1}{2}E|n(\hat{x}, c_1 \cup c_2) - n(\hat{x}, c_1' \cup c_2')|
\]

\[
= \frac{1}{2}E|n(\hat{x}, c_1) - n(\hat{x}, c_1') + n(\hat{x}, c_2) - n(\hat{x}, c_2')|
\]

\[
\leq \frac{1}{2}E|n(\hat{x}, c_1) - n(\hat{x}, c_1')| + \frac{1}{2}E|n(\hat{x}, c_2) - n(\hat{x}, c_2')|
\]

\[
= d_P(c_1, c_1') + d_P(c_2, c_2')
\]

\[\square\]
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By induction, this result can clearly be extended to unions of any finite number of curves. The case of a finite number of curves will be used in Lemma 7.6 below.

Lemma 7.4 If $c$ is a curve and $\hat{c}$ is the line segment joining the endpoints of $c$, then

$$d_P(c, \hat{c}) = \frac{1}{2} (L(c) - L(\hat{c}))$$

Proof: Each line can intersect $\hat{c}$ at most once, and every line intersecting $\hat{c}$ also intersects $c$. Therefore, $n(\hat{x}, c) \geq n(\hat{x}, \hat{c})$ so that $|n(\hat{x}, c) - n(\hat{x}, \hat{c})| = n(\hat{x}, c) - n(\hat{x}, \hat{c})$ for all lines $\hat{x}$ (except a set of measure zero). Hence,

$$d_P(c, \hat{c}) = E|n(\hat{x}, c) - n(\hat{x}, \hat{c})| = E(n(\hat{x}, c) - n(\hat{x}, \hat{c})) = \frac{1}{2} L(c) - \frac{1}{2} L(\hat{c})$$

where the last inequality follows from the stochastic geometry result (Theorem 7.3).

We will make use of the following result from [2].

Theorem 7.5 (Alexandrov and Reshetyuk) Let $c$ be a curve in $\mathbb{R}^n$ with $\kappa(c) < \pi$, and let $\alpha$ be the distance between its endpoints. Then

$$L(c) \leq \frac{\alpha}{\cos \frac{\kappa(c)}{2}}$$

Equality is obtained iff $c$ consists of two line segments of equal length.

Lemma 7.5 For $0 \leq \alpha \leq \pi/6$, $(1/\cos \alpha) - 1 \leq \alpha^2$ so that if $c$ is a curve with turn $\kappa(c) \leq \pi/6$ and $\hat{c}$ is the line connecting the endpoints of $c$ then

$$d_P(c, \hat{c}) \leq \frac{L(\hat{c})}{8} \kappa^2(c)$$

Proof: Let $g(\alpha) = 1/\cos \alpha$ and $h(\alpha) = 1 + \alpha^2$. For $0 \leq \alpha \leq \pi/6$, $\sin \alpha \leq 1/2$ and $\cos \alpha \geq \sqrt{3}/2$ so that $\tilde{g}(\alpha) = 2 \sin^2 \alpha / \cos^3 \alpha + 1/\cos \alpha \leq \frac{4}{3\sqrt{3}} + \frac{2}{\sqrt{3}} = \frac{10\sqrt{3}}{9} < 2 = \tilde{h}(\alpha)$. Combining $\tilde{g}(\alpha) < \tilde{h}(\alpha)$ with the fact that $g(0) = h(0)$ and $\tilde{g}(0) = \tilde{h}(0)$ gives $g(\alpha) \leq h(\alpha)$ and so $1/\cos \alpha - 1 \leq \alpha^2$ for $0 \leq \alpha \leq \pi/6$.

Now, using the above result, Lemma 7.4, and Theorem 7.5 we have

$$d_P(c, \hat{c}) = \frac{1}{2} (L(c) - L(\hat{c})) \leq \frac{1}{2} L(\hat{c}) \left( \frac{1}{\cos \kappa(c)/2} - 1 \right) \leq \frac{L(\hat{c})}{8} \kappa^2(c)$$
Lemma 7.6 If \( c \in C_{K,L} \) then for each \( \epsilon > 0 \) the curve \( c \) can be approximated to within \( \epsilon \) by an inscribed piecewise linear curve with at most \( \frac{K^2L}{8\epsilon} \) segments.

Proof: As usual, let \( s \) denote arc length along \( c \). Since \( \kappa(c) \leq K \), for any \( \alpha > 0 \), we can find a decomposition of \( c \) into at most \( \lceil K/\alpha \rceil \) pieces \( \ell_1, \ldots, \ell_{\lceil K/\alpha \rceil} \) such that \( \kappa(\ell_i) \leq \alpha \) for each \( i \). For example, let \( s_0 = 0 \) and let

\[
s_i = \sup\{s_{i-1} \leq s \leq L | \kappa(c(s_{i-1}, s)) \leq \alpha \}
\]

where \( c(s_{i-1}, s) \) is the part of the curve \( c \) between arc length \( s_{i-1} \) and \( s \) inclusive. Then, let \( \ell_i = c(s_{i-1}, s_i) \). By definition, \( \kappa(\ell_i) \leq \alpha \). The turn of a curve satisfies \( \kappa(c(s, s')) \geq \kappa(c(s, t)) + \kappa(c(t, s')) \) for any \( s \leq t \leq s' \) and \( \kappa(c(s, s')) \to 0 \) as \( s' \to s \) from the right ([2], Corollaries 2 and 3, p. 121). From these properties it follows that if \( s_i < L \) then for any \( \eta > 0 \), \( \kappa(c(0, s_i + \eta)) \geq i\alpha \). Since \( \kappa(c) \leq K \) we must have \( s_i = L \) for some \( i \leq \lceil K/\alpha \rceil \).

Now, let \( \hat{\ell}_i \) be the line segment joining the ends of \( \ell_i \). Clearly, the union of the \( \hat{\ell}_i \) form a piecewise linear curve inscribed in \( c \) (i.e., with endpoints of the segments lying on \( c \)). From Lemmas 7.3 and 7.5, and the fact that \( L(\hat{\ell}_i) \leq L(c) \leq L \), we have

\[
d_p(c, \bigcup_{i=1}^{\lceil K/\alpha \rceil} \hat{\ell}_i) \leq \sum_{i=1}^{\lceil K/\alpha \rceil} d_p(\ell_i, \hat{\ell}_i) \leq \frac{K}{\alpha} \cdot \frac{L}{\alpha} = \frac{KL}{\alpha^2}
\]

Thus, for \( \alpha \leq \frac{8\epsilon}{K^2L} \), \( d_p(c, \bigcup_{i=1}^{\lceil K/\alpha \rceil} \hat{\ell}_i) \leq \epsilon \) so that \( \frac{K}{\alpha} = \frac{K^2L}{8\epsilon} \) segments suffice for an \( \epsilon \)-approximation to \( c \) by an inscribed piecewise linear curve.

\[\square\]

Theorem 7.6 Let \( C_{K,L} \) be the set of all curves in the unit square with turn bounded by \( K \) and length bounded by \( L \). Let \( P \) be the uniform distribution on the set of lines intersecting the unit square, and let \( d_p \) be the metric on \( C_{K,L} \) defined by \( d_p(c_1, c_2) = E|n(\hat{x}, c_1) - n(\hat{x}, c_2)| \). Then the metric entropy of \( C_{K,L} \) with respect to \( d_p \) satisfies

\[
N(\epsilon, C_{K,L}, P) \leq \left( \frac{K^4L^2}{8\epsilon^4} \right)^{1+K^2L/8\epsilon^2}
\]

Proof: We construct an \( \epsilon \)-cover for \( C \) as follows. Consider a rectangular grid of points in the unit square with spacing \( \frac{2\sqrt{2}\epsilon^2}{K^2L} \). Let \( C_{K,L}^{(\epsilon)} \) be the set of all piecewise
linear curves with at most $\frac{K^2L}{4\epsilon}$ segments the endpoints of which all lie on this grid. There are $K^4L^2/8\epsilon^4$ points in the grid, so that there are at most $(K^4L^2/8\epsilon^4)^{1+K^2L/4\epsilon}$ distinct curves in $C_{K,L}^{(\epsilon)}$.

To show that $C_{K,L}^{(\epsilon)}$ is an $\epsilon$-cover for $C_{K,L}$, let $c \in C_{K,L}$. By Lemma 7.6 there is a piecewise linear curve $\tilde{c}$ with at most $\frac{K^2L}{4\epsilon}$ segments such that $d_P(c, \tilde{c}) < \epsilon/2$. We can find a curve $c' \in C_{K,L}^{(\epsilon)}$ close to $\tilde{c}$ by finding a point on the grid within $\frac{2\epsilon^2}{K^2L}$ of each endpoint of a segment in $\tilde{c}$. By Lemma 7.1 each line segment of $c'$ is a distance at most $\frac{2\epsilon^2}{K^2L}$ (with respect to $d_P$) from the corresponding line segment of $\tilde{c}$. Since $\tilde{c}, c'$ consist of at most $\frac{K^2L}{4\epsilon}$ segments, applying Lemma 7.3 we get $d_P(\tilde{c}, c') \leq \epsilon/2$. Hence, by the triangle inequality $d_P(c, c') \leq \epsilon$.

We can now prove a learning result for curves of bounded turn and length.

**Theorem 7.7** Let $C_{K,L}$ be the set of all curves in the unit square with turn bounded by $K$ and length bounded by $L$. Then $C_{K,L}$ is learnable by counting intersections with straight lines chosen uniformly using

$$m(\epsilon, \delta) = \frac{K^4L^2}{2\epsilon^4} \ln \frac{2}{\delta} \left( \frac{2K^4L^2}{\epsilon^4} \right)^{1 + \frac{K^2L}{2\epsilon}}$$

**Proof:** Let $\tilde{C}_{K,L}$ be the concept class over $\tilde{X}$ corresponding to $C_{K,L}$. Then $\tilde{c} \in \tilde{C}$ is defined by $\tilde{c}(\tilde{x}) = n(\tilde{x}, c)$, i.e., $\tilde{c}(\tilde{x})$ is the number of intersections of the line $\tilde{x}$ with $c$.

Using the construction of Theorem 7.6, we have an $\frac{\epsilon}{2}$-cover, $\tilde{C}_{K,L}^{(\epsilon/2)}$, of $\tilde{C}_{K,L}$ with $(2K^4L^2/\epsilon^4)^{1+K^2L/2\epsilon}$ elements. Furthermore, each element of the $\frac{\epsilon}{2}$-cover consists of at most $\frac{K^2L}{2\epsilon}$ line segments. Since a line $\tilde{x}$ can intersect each segment at most once, we have $0 \leq \tilde{c}_i(\tilde{x}) \leq \frac{K^2L}{2\epsilon}$ for every $\tilde{c}_i \in \tilde{C}_{K,L}^{(\epsilon/2)}$. Hence, the result follows from Theorem 7.1.

It is interesting to note that $\tilde{C}_{K,L}$ has infinite pseudo dimension (generalized VC dimension), so that one would not expect $C_{K,L}$ to be distribution-free learnable. That the pseudo dimension is infinite can be seen as follows. First, assume that $K, L \geq 2\pi$. For each $k$, let $\tilde{x}_1, \ldots, \tilde{x}_k$ be the set of lines corresponding to the sides of a $k$-gon inscribed in the unit circle. For any subset $G$ of these $k$ lines, we can find a curve $c_G \in C_{K,L}$ so that $n(\tilde{x}_i, c_G) = 2$ for $\tilde{x}_i \in G$ and $n(\tilde{x}_i, c_G) = 0$ for $x_i \notin G$. Such a
curve can be obtained by taking a point on the unit circle in each arc corresponding to \( \tilde{x}_i \in G \), and taking \( c_G \) to be the boundary of the convex hull of these points. Then, \( \kappa(c_G) = 2\pi \) and \( L(c_G) < 2\pi \) so that \( c_G \in \tilde{C}_{K,L} \). Thus, the set \( \tilde{x}_1, \ldots, \tilde{x}_k \) is shattered by \( \tilde{C}_{K,L} \), and since \( k \) is arbitrary the pseudo dimension of \( \tilde{C}_{K,L} \) is infinite. For \( K, L < 2\pi \) we can apply essentially the same construction over an arc of the unit circle and without taking \( c_G \) to be a closed curve.

7.3.3 Connections With the Stochastic Geometry Result

For the class of curves whose length and curvature are bounded by constants, the learnability result of Theorem 7.7 can be thought of as a refinement of the stochastic geometry result. First, using the expression for the expected number of intersections, one can estimate or "learn" the length of \( c \) from a set of generalized samples. The learnability result makes the much stronger statement that the curve \( c \) itself can be learned (from which the length can then be estimated). However, we emphasize that the learning of the curve is with respect to the metric \( d_P \). To show that the length can be estimated, we need only note that

\[
|L(c_1) - L(c_2)| = \left| \frac{1}{2} E(n(y, c_1) - n(y, c_2)) \right| \leq \frac{1}{2} E|n(y, c_1) - n(y, c_2)| = \frac{1}{2} d_P(c_1, c_2)
\]

so that if we learn \( c \) to within \( \epsilon \) then the length of \( c \) can be obtained to within \( \epsilon/2 \).

Second, for the class of curves considered, we have a uniform learning result. Hence, this refines the stochastic geometry result by guaranteeing uniform convergence of empirical estimates of length to true length for the class of curves considered.

7.4 Discussion and Open Problems

We introduced a model of learning from generalized samples, and considered an application of this model to a problem of reconstructing a curve by counting intersections with random lines. The curve reconstruction problem is closely related to a well known result from stochastic geometry. The stochastic geometry result (Theorem 7.3) suggests that the length of a curve can be estimated by counting the number of intersections with an appropriate set of lines, and this has been studied by others. Our results show that for certain classes of curves the curve itself can be learned from such information. Furthermore, over these classes of curves the estimates of length from a random sample converge uniformly to the true length of a curve.
The learning result for the curves is in terms of a metric induced by the uniform measure on the set of lines. Although some properties of this metric are known, to better understand the implications of the learning result, it would be useful to obtain further properties of this metric. One approach might be to obtain relationships between this metric and other metrics on sets of curves (e.g., Hausdorff metric, $d_H$). For example, we conjecture that over the class $C_{K,L}$

$$\inf_{\{c_1,c_2|d_H(c_1,c_2) > \epsilon\}} d_P(c_1,c_2) > 0$$

This result combined with the learning result with respect to $d_P$ would immediately imply a learning result with respect to $d_H$.

The stochastic geometry result holds for any bounded convex subset of the plane, and as we mentioned before, our results can be extended to this case as well. Furthermore, results analogous to Theorem 7.3 can be shown in higher dimensions and in some non-Euclidean spaces [105]. Some results on curves of bounded turn analogous to those we needed also can be obtained more generally [2]. Hence, learning results should be obtainable for these cases.

Regarding other possible extensions for the problem of learning a curve, note that the stochastic geometry result is not true for distributions other than the uniform distribution. Also, we are not aware of any generalizations to cases where parameterized curves other than lines are chosen randomly. However, learnability results likely hold true for some other distributions and perhaps for other randomly chosen parameterized curves, although the metric entropy computations may be difficult.

There is an interesting connection between the example of learning a curve discussed here and a problem of computing the length of curves from discrete approximations. In particular, it was shown in Chapter 3 that computing the length of a curve from its digitization on a rectangular grid requires a nonlocal computation (even for just straight line segments), although computing the length of a line segment from discrete approximations on a random tessellation can be done locally. The construction is essentially a learning problem with intersection samples from random straight lines. Furthermore, the construction provides insight as to why local computation fails for a rectangular digitization and suggests that appropriate deterministic digitizations would still allow local computations. This is related to the work in [87].

We considered here only one particular example of learning from generalized samples. However, we expect that this framework can be applied to a number of problems.
in signal/image processing, geometric reconstruction, stereology, stochastic geometry, etc., to provide learnability results and sample size bounds under a PAC criterion. As previously mentioned, learning with generalized samples is in essence simply a transformation to a different standard learning problem, although the variety available in choosing this transformation (i.e., the form of the generalized samples) should allow the learning framework and results to be applied a broad range of problems.

For example, the generalized samples could consist of choosing certain random sets and returning the integral of the concept over these sets. Other possibilities might be to return weighted integrals of the concept where the weighting function is selected randomly from a suitable set (e.g., an orthonormal basis), or to sample derivatives of the concept at random points. One interesting application would be to problems in tomographic reconstruction. In these problems, one is interested in reconstructing a function from a set of projections of the function onto lower dimensional subspaces. One could have the generalized samples consist of choosing random lines labeled according to the integral of the unknown function along the line. This would correspond to a problem in tomographic reconstruction with random ray sampling. Alternatively, as previously mentioned, one could combine the general framework discussed by Haussler [56] with generalized samples, and consider an application to tomography where the generalized samples consist of entire projections. This would be more in line with standard problems in tomography, but with the directions of the projections being chosen randomly.

For more geometric problems in which the concepts are subsets of $X$, some interesting generalized samples might be to draw random (parameterized) subsets (e.g., disks, lines, or other parameterized curves) of $X$ labeled as to whether or not the random set intersects or is contained in the target concept. Other possibilities might be to label the random set as to the number of intersections (or length, area, or volume of the intersection, as appropriate) with the unknown concept. One interesting application to consider would be the reconstruction of a convex set from various types of data (e.g., see [61, 76, 110, 95]). For example, the generalized samples could be random lines labeled as to whether or not they intersect the convex set (which would provide bounds on the support function). This is actually just a special case of learning a curve which is closed and convex, although tighter bounds should be obtainable due to the added restrictions. Alternatively, the lines could be labeled as to the length of the intersection (which is like the tomography problem with random ray sampling in the case of binary objects). A third possibility (which is actually just
learning from standard samples) would be to obtain samples of the support function.

Formulating learning from generalized samples in the general framework of Haus-
sler [56] allows issues such as noisy samples to be treated in a unified framework.
Application of the framework to a particular problem reduces the question of estima-
tion/learning under a PAC criterion to a metric entropy (or generalized VC dimen-
sion) computation. This is not meant to imply that such a computation is easy. On
the contrary, the metric entropy computation is the essence of the problem and can
be quite difficult. Another problem which can be difficult is interpreting the learning
criterion on the original space induced by the distribution on the generalized sam-
ples. The induced metric is a natural one given the type of information available,
but it may be difficult to understand the properties it endows on the original concept
class. Finally, although this approach may provide sample size bounds for a variety
of problems, it leaves wide open the question of finding good algorithms.
Chapter 8

Can One Decide the Type of the Mean from the Empirical Measure?

8.1 Introduction

Consider the following hypothesis testing problem: Let $x_1, x_2, \cdots$ denote a sequence of i.i.d. random variables with marginal law $P_T$, with support $[0,1]$. The mean of $P_T$, denoted $\mu_T$, belongs either to a (known) set $A$ which has measure 0 or to its complement $B = A^c$. We want to decide, based on the observation sequence $x_1, x_2, \cdots, x_n$ whether $\mu_T \in A$ or not.

This problem was considered by Cover in [28], where he treated the case of $A = \mathbb{Q}_{[0,1]}$, the set of rationals in $[0,1]$, and more generally the case of countable $A$. He proposed there a test which, for any measure with $\mu_T \in A$, will make (a.s.) only a finite number of mistakes, and for measures with $\mu_T \in B \setminus N$, the test makes (a.s.) only a finite number of mistakes, where $N$ is a set of Lebesgue measure 0. Some extensions of this result were considered by Koplowitz [66], who showed various properties of sets $A$ which allowed for such a decision and gave some characterizations of the set $N$.

In this chapter, we extend the result of [28] by allowing the set $A$ to be uncountable, not necessarily of measure 0, such that it satisfies the following structural assumption:

**Assumption** There exists a monotone sequence of sets $A_m$ increasing to $A$ and an appropriate positive sequence $\varepsilon(m) \to_{m \to \infty} 0$ such that, for each $m$, the open blow up $B_m = A_m^{(\sqrt{2\varepsilon(m)})} \cup \{x : d(x, A_m) < \sqrt{2\varepsilon(m)}\}$ is such that the Lebesgue measure
of $B_m \setminus A_m$ is smaller than $1/m^2$. (We will use the fact that the open blow ups $B_m$ satisfy $(d(A_m, B_m^c))^2 \geq 2\varepsilon(m) > 0$.)

We note that this Assumption implies that if $A$ has Lebesgue measure zero then it is a countable union of nowhere dense sets (i.e., is of the first category). The Assumption is satisfied by a class of interesting uncountable sets $A$, e.g. the Cantor set. Obviously, for countable sets, the Assumption is satisfied. For more along these lines, c.f. Lemma 8.1 and the remarks which follow Theorem 8.1.

In Section 8.2, we describe a decision algorithm which changes its decisions after increasingly longer and longer intervals. Those intervals are chosen using entropy bounds. We prove that this algorithm shares the properties of Cover's decision rule, i.e. it makes a finite number of mistakes a.s. on the set $A$ and on $A^c \setminus N$ for an appropriate set $N$ of Lebesgue measure 0. (A characterization of $N$ follows from our proof and is related to the one given in [66]). In Section 8.3, the results are extended to allow a (countable) sub-decision inside the set $A$.

### 8.2 Classifying the Mean in $A$ Versus $A^c$

We begin by first describing the proposed decision rule. Let $\beta(m)$ be a given sequence of increasing positive integers, to be defined below. For any input sequence $x_1, x_2, \ldots$, parse $x_1, x_2, \ldots$ into the subsequences

$$X^m \doteq (x_{\beta(m-1)}, \ldots, x_{\beta(m)-1}) \quad 1 \leq m < \infty$$

Let $\bar{\mu}_T^m$ denote the empirical mean of the sequence $X^m$. At the end of each parsing, make a decision whether $\bar{\mu}_T \in A$ according to whether $\bar{\mu}_T^m \in B_m$ or not. Between parsings, don't change the decision. For the sequence $\beta(m)$ defined below in equation (8.7), we claim:

**Theorem 8.1**

a) For any measure $P_T$ with $\bar{\mu}_T \in A$, the decision rule will make (a.s.) only a finite number of mistakes, i.e. for a.e. $\omega$ there exists an $n(\omega)$ such that the decision is $A$ for all $n > n(\omega)$.

b) For any measure $P_T$ with $\bar{\mu}_T \in A^c \setminus N$, where $N$ is a set of Lebesgue measure 0, the decision rule will make (a.s.) only a finite number of mistakes, i.e. for a.e. $\omega$ there exists an $n(\omega)$ such that the decision is $A^c$ for all $n > n(\omega)$. 
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Before proving the theorem, we introduce some notation and define the sequence $\beta(m)$. For a set $E \subset [0, 1]$, $E^c$ denotes the complement of $E$ and $\overline{E}$ denotes the closure of $E$, whereas $E^\circ$ denotes the interior of $E$. Let $\mu$ be a probability measure with support in $[0, 1]$. The mean of $\mu$ is denoted $\mu$. Let $M_\mu(\lambda) \triangleq E_\mu(\exp(\lambda x))$ denote the moment generating function of $\mu$ and let $\Lambda(\lambda) \triangleq \log(M(\lambda))$. Let $I_\mu(x) = \sup_{\lambda}(\lambda x - \Lambda(\lambda))$ be the Legendre transform of $\Lambda(\lambda)$, and let $H(\nu|\mu)$ denote the relative entropy of $\nu$ with respect to $\mu$, i.e. $H(\nu|\mu) = \int_0^1 d\nu(x) \log(\frac{d\nu}{d\mu})$ if $\frac{d\nu}{d\mu}$ exists and $\infty$ otherwise. It is known that both $I(x)$ and $H(\nu|\mu)$ are convex, lower semicontinuous functions (e.g., see [32]). Further, it is well known that for any open (closed) set $C$ in $[0, 1]$,

$$\inf_{x \in C} I_\mu(x) = \inf_{\{\nu : \int_0^1 d\nu(x) \in C\}} H(\nu|\mu) \quad (8.1)$$

Next, let $\overline{\mu}_n \triangleq \frac{1}{n} \sum_{i=1}^n x_i$ denote the empirical mean of the sequence $x_1, x_2, \ldots, x_n$, and let $L_n \triangleq \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$ denote the empirical measure of the sequence $x_1, x_2, \ldots, x_n$. By the classical Cramer theorem, one has that, for any closed set $C$, and any probability measure $\mu$ with support in $[0, 1]$, (c.f., [32], proof of Lemma 1.2.5),

$$P_\mu(\overline{\mu}_n \in C) \leq 2 \exp(-n \inf_{x \in C} I_\mu(x)). \quad (8.2)$$

We next define the sequence $\beta(m)$: for any $m$, let $B_m$ be the open cover of the set $A_m$ described in the Assumption above. For any $m$, compute

$$I_m \triangleq \inf_{\{\mu : \overline{\mu} \in A_m\}} \inf_{x \in B_m} I_\mu(x). \quad (8.3)$$

Note that by (8.1), one also has that

$$I_m = \inf_{\{\mu : \overline{\mu} \in A_m\}} \inf_{\nu \in B_m} H(\nu|\mu). \quad (8.4)$$

Since $d(A_m, B_m^c)^2 \geq 2\varepsilon(m)$, one has that $I_m \geq \varepsilon(m)$. Indeed, by [32], Exercise 3.2.24, $2H(\nu|\mu) \geq ||\nu - \mu||^2_{\text{var}} \geq (d(A_m, B_m^c))^2$, where the last inequality holds for $\{\nu : m_\nu \in B_m^c\}$ and $\{\mu : \overline{\mu} \in A_m\}$. Next, let

$$\alpha(m) = \frac{\log 2 + 2 \log m}{I_m} \quad (8.5)$$
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Note that, by (8.2), for any \( \mu \) such that \( \mu \in A_m \),

\[
P_\mu(\mu_{a(m)} \in B_m^c) \leq \frac{1}{m^2}
\]  
(8.6)

Finally, let

\[
\beta(m) = \sum_{i=1}^{m} \alpha(i), \quad \beta(0) = 0.
\]  
(8.7)

Proof of Theorem 8.1:

a) Assume \( \mu_T \in A \). Then there exists an \( m \) such that \( \mu_T \in A_m \). Note however that the event of making an error infinitely often is equivalent to the event of making an error at the parsing intervals infinitely often. However,

\[
\sum_{m=1}^{\infty} \text{Prob error in } m\text{-th parsing} \leq \sum_{m=1}^{\infty} \frac{1}{m^2} < \infty
\]

where we have used (8.6) above. Therefore, part a) of the theorem follows by the Borel-Cantelli lemma.

b) Let \( C_m \) denote the \( 2\sqrt{2\epsilon(m)} \) blow up of \( B_m \). Let

\[
N = \bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} C_m \setminus A
\]

Clearly, the Lebesgue measure of \( N \) is zero. Now we may repeat the arguments of part a) in the following way: let \( \mu_T \in B \setminus N \). For an \( m_0 \) large enough, \( \overline{\mu}_T \in C_m^c \) for all \( m > m_0 \). On the other hand, \( d(\overline{\mu}_T, B_m) \geq 2\epsilon(m) \) by our construction. Noting that the rate function \( \inf_{x \in B_m} I_{P_T}(x) > \epsilon(m) \), the proof follows identically as in part a).

\( \square \)

Remarks

1) The theorem could have been proved by obtaining (8.6) using more traditional bounds but with a slower decision procedure (i.e., larger \( \alpha(m) \)).

2) It is interesting to note that the Cantor set satisfies the Assumption. Indeed, the covering sets \( B_m \) are just the intervals associated with the Cantor partition.
3) By modifying the structure of the decision rule, one may also make a hypothesis test inside $A$. This is pursued in Section 8.3.

We conclude this section by a (partial) characterization of the sets $A$ of measure 0 which satisfy the Assumption:

**Lemma 8.1** A set $A$ which is of measure 0 and which satisfies the Assumption is of the first category (i.e., $A$ is a countable union of nowhere dense sets). Conversely, a closed set $A$ of Lebesgue measure zero satisfies the Assumption if $A$ is of the first category.

**Proof:**

$(\Longrightarrow)$ From the Assumption, $A = \bigcup_m A_m$. We need only show that each $A_m$ is nowhere dense. But this follows immediately from the existence of a sequence of open blow ups of $A_m$ with arbitrarily small Lebesgue measure (namely, $B_k$ for $k \geq m$).

$(\Longleftarrow)$ If $A$ is of the first category then $A = \bigcup S_i$ where each $S_i$ is nowhere dense. Let $A_m = \bigcup_{i=1}^m S_i$. Clearly, the $A_m$ monotonically increase to $A$. Also, since $A_m$ is nowhere dense, and $A$ is closed, $|A_m^{(\delta)}| \to 0$ as $\delta \to 0$ where $|\cdot|$ denotes Lebesgue measure and $A_m^{(\delta)} = \{x : d(x, A_m) < \delta\}$ is the (open) $\delta$-neighborhood of $A_m$. For each $m$, choose any $\delta_m > 0$ such that $|A_m^{(\delta_m)}| < 1/m^2$. Then the Assumption is satisfied with $B_m = A_m^{(\delta_m)}$ and $\epsilon(m) = \delta_m^2/2$.

\[\square\]

### 8.3 Countable Hypothesis Testing

In this section, we refine the decision rule to allow for deciding among a countable set of hypotheses. In addition to deciding whether or not $\mu_T \in A$, we also make a hypothesis test inside $A$. Suppose that $A$ is written as $A = \bigcup S_i$ where the $S_i$ are disjoint. We are interested not only in whether $\mu_T \in A$, but if so to which of the $S_i$ does $\mu_T$ belong. Specifically, we wish to decide among the following countable set of hypotheses:

$$H_i : \mu_T \in S_i, \quad i = 1, 2, \ldots$$

$$H_0 : \mu_T \notin A$$

For the theorem below, restrictions must be placed on the decomposition of $A$. Namely, we assume that the $S_i$ are pairwise positively separated meaning that $d(S_i, S_j) > 0$
for every \( i \neq j \). (Note that, as before, \( A \) is required to satisfy the structural Assumption of the introduction.)

We modify our previous decision rule as follows. At the end of each parsing (defined by the sequence \( \beta(m) \)), find the least index \( k \) (if one exists) such that \( \mu_{\alpha(m)} \) is contained in the \( \sqrt{2\varepsilon(m)} \) open blow up of \( S_k \cap A_m \). If such a \( k \) exists, then decide that \( \mu_T \in S_k \). Otherwise (if \( m_{\alpha(m)} \notin (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})} \) for all \( i \)) decide that \( \mu_T \notin A \). Alternatively, we can think of this decision procedure as first deciding whether or not \( \mu_T \in A \) as before. Then, if the decision is that \( \mu_T \in A \), make a refinement by deciding that \( \mu_T \in S_k \) where \( k \) is the least index such that \( m_{\alpha(m)} \in (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})} \).

**Theorem 8.2** If \( A = \bigcup_{i=1}^{\infty} S_i \) satisfies the Assumption and the \( S_i \) are pairwise positively separated then

a) For any measure \( P_T \) with \( \mu_T \in S_i \) for some \( i \), the decision rule will make (a.s.) only a finite number of mistakes, i.e. for a.e. \( \omega \) there exists an \( n(\omega) \) such that the decision is \( S_i \) for all \( n > n(\omega) \).

b) For any measure \( P_T \) with \( \mu_T \in A^c \backslash N \), where \( N \) is a set of Lebesgue measure 0, the decision rule will make (a.s.) only a finite number of mistakes, i.e. for a.e. \( \omega \) there exists an \( n(\omega) \) such that the decision is \( A^c \) for all \( n > n(\omega) \).

**Proof:**

a) Suppose that \( \mu_T \in S_i \). By the same considerations that led to (8.6), for any \( \mu \) such that \( \mu \in S_i \cap A_m \) we have

\[
P_\mu(\mu_{\alpha(m)} \notin (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})}) \leq \frac{1}{m^2} \tag{8.8}
\]

Since \( \mu_T \in S_i \subseteq A \), for sufficiently large \( m \), \( \mu_T \in A_m \). Also, since the \( S_i \) are pairwise positively separated and \( i \) is finite, for large enough \( m \) the sets \( (S_j \cap A_m)^{(\sqrt{2\varepsilon(m)})} \) and \( (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})} \) are disjoint for all \( j < i \). That is, for sufficiently large \( m \), denoted \( m_0(i) \), as long as \( \mu_{\alpha(m)} \in (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})} \) we have \( \mu_{\alpha(m)} \notin (S_j \cap A_m)^{(\sqrt{2\varepsilon(m)})} \) for all \( j < i \). Hence, for all \( m > m_0(i) \), \( i \) is the least index satisfying the requirements of the decision procedure (so that a correct decision is made) iff \( \mu_{\alpha(m)} \in (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})} \). Therefore,

\[
\sum_{m=1}^{\infty} \text{Prob error in } m\text{-th parsing} \leq m_0(i) + \sum_{m=m_0(i)+1}^{\infty} P(\mu_{\alpha(m)} \notin (S_i \cap A_m)^{(\sqrt{2\varepsilon(m)})})
\]
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\[ \leq m_0(i) + \sum_{m=1}^{\infty} \frac{1}{m^2} < \infty \]

so that part a) follows by the Borel-Cantelli Lemma.

b) This part is identical to part b) of Theorem 8.1.

Remarks

1) Cover's result on countable hypothesis testing is a special case of this result since every countable set \( A \) clearly satisfies the Assumption and can be written as the union of pairwise positively separated sets.

2) If one is willing to allow the test to fail for some points in \( A \), then the requirement that the \( S_i \) be pairwise positively separated can be dropped. The set \( N_2 \subset A \) on which the test fails in the general case can be characterized, and presumably conditions on the \( S_i \) for which \( N_2 \) is a null set could be obtained.

8.4 A Symmetric Decision Criterion and the Lebesgue Density Theorem

In the previous sections as well as in [28, 66] mistakes were allowed on a set of measure zero, but only in \( A^c \). In this sense, the criterion was asymmetric in the roles played by \( A \) and \( A^c \). Suppose instead we allow mistakes on any set of measure zero (i.e., in either \( A \) and/or \( A^c \)). In this section, we consider such a symmetric decision criterion and show that in this case the test can be accomplished for any (measurable) \( A \). The essential approach is based on the Lebesgue density theorem, but much of the details of the parsing and large deviations bounds are the same as those in Section 8.2.

Let \( A \) be a measurable set. The Lebesgue density of \( A \) at a point \( x \) is defined as

\[ D_A(x) = \lim_{r \to 0} \frac{m(A \cap B_r(x))}{m(B_r(x))} \]

when the limit exists. Below we state the Lebesgue density theorem which is a classical result from measure theory.

Theorem 8.3 (Lebesgue Density Theorem) For any measurable set \( A \), \( D_A(x) \) exists and equals 1 if \( x \in A \) and 0 if \( x \notin A \) except for a set of Lebesgue measure 0.
\textbf{Proof:} See [41], p.14.

We will construct a decision procedure for the symmetric criterion based on this theorem. The essential idea is that, based on convergence of the empirical mean obtained from the observation sequence, we can compute an approximation to the Lebesgue density of \( A \) at the true mean. As long as our approximation to the Lebesgue density of \( A \) at \( \bar{\mu} \) converges, by the Lebesgue density theorem we can make a correct decision as to whether or not \( \bar{\mu} \in A \) except on a set of measure zero.

Specifically, the decision procedure is as follows. Let \( \delta_n \) be any positive sequence with \( \delta_n \to 0 \). As before parse the input sequence \( x_1, x_2, \ldots \) into the subsequence

\[ X^n = (x_{\beta(n-1)}, \ldots, x_{\beta(n)-1}) \]

where the parsing sequence \( \beta(n) \) will be defined below (and depends on the choice of \( \delta_n \)). At the end of each parsing compute the ‘relative measure’ of \( A \) in an interval \((\bar{\mu}_n - \delta_n, \bar{\mu}_n + \delta_n)\) around the empirical mean \( \bar{\mu}_n \) of the \( n \)-th subinterval. I.e., compute

\[ d_n = \frac{m(A \cap B_{\delta_n}(\bar{\mu}_n))}{2\delta_n} \]

where \( B_r(x) \) is the open ball of radius \( r \) centered at \( x \), \( \bar{\mu}_n \) is the empirical mean of the sequence \( X^n \), and \( m(\cdot) \) denotes Lebesgue measure. Decide \( \bar{\mu} \in A \) if \( d_n > 1/2 \) and decide \( \bar{\mu} \notin A \) otherwise.

Since \( \delta_n \to 0 \), we have that \( D_A(\bar{\mu}) = \lim_{n \to \infty} m(A \cap B_{\delta_n}(\bar{\mu}))/m(B_{\delta_n}(\bar{\mu})) \). Since we decide \( \bar{\mu} \in A \) iff \( d_n > 1/2 \), we will eventually stop making incorrect decisions as long as there exists \( N \) such that for \( n > N \) \(|d_n - m(A \cap B_{\delta_n}(\bar{\mu}))/m(B_{\delta_n}(\bar{\mu}))| < 1/4\). But, we have \(|m(A \cap B_{\delta_n}(\bar{\mu}_n)) - m(A \cap B_{\delta_n}(\bar{\mu}))| \leq |\bar{\mu}_n - \bar{\mu}|, so that if \(|\bar{\mu}_n - \bar{\mu}| < \delta_n/2 \) then we will make a correct decision.

Now, we can find an appropriate parsing sequence \( \beta(n) \) using large deviations techniques as before. Specifically, we can find \( \beta(n) \) such that

\[ P(|\bar{\mu}_n - \bar{\mu}| > \delta_n/2) < 1/n^2 \]

For example, let

\[ I_n(\bar{\mu}) = \inf_{\{\eta \in \beta\}} \inf_{\{\nu \in \mathbb{R} \}} H(\nu|\eta) \]
and let $I_n = \inf_{\tilde{\mu}} I_n(\tilde{\mu})$. For $\eta$ and $\nu$ such that $E\eta = \tilde{\mu}$ and $|E\nu - \tilde{\mu}| \geq \delta_n/2$ we have $H(\eta|\nu) \geq \frac{1}{2}||\eta - \nu||_{\text{var}} \geq d(\tilde{\mu}, B_{\frac{1}{2}}(\tilde{\mu}), \gamma)^2 = \delta^2_n/4$, and so $I_n \geq \delta^2_n/4$. As before let
\[
\alpha(n) = \frac{\log 2 + 2\log n}{I_n}
\]
Finally, let (again as before)
\[
\beta(n) = \sum_{i=1}^{n} \alpha(i), \quad \beta(0) = 0
\]
We can show the following result.

**Theorem 8.4** For any measurable $A$, there is a set $N_0$ of Lebesgue measure zero such that for any measure $\mu$ with $\tilde{\mu} \notin N_0$ the decision procedure a.s. makes only a finite number of mistakes in deciding whether or not $\tilde{\mu} \in A$.

**Proof**: Let $N_0$ be the set on which $D_A(x)$ is not equal to the characteristic function of $A$ at $x$. By the Lebesgue density theorem, $N_0$ has measure zero. Now for $\tilde{\mu} \notin N_0$, 
\[
\sum_{n=1}^{\infty} \text{Prob. error in n-th parsing} \leq N + \sum_{n=N+1}^{\infty} \text{Prob. error in n-th parsing} 
\]
\[
\leq N + \sum_{n=N+1}^{\infty} P(|\tilde{\mu}_n - \tilde{\mu}| > \frac{\delta_n}{2}) 
\]
\[
< N + \sum_{n=N+1}^{\infty} \frac{1}{n^2} < \infty
\]
Hence, the theorem follows by the Borel-Cantelli lemma and the fact that making an error infinitely often is equivalent to making an error at the parsing intervals infinitely often.

**Remarks:**

1) As before this should be extendible to a countable hypothesis test. In this case, we expect that the test could be accomplished for an arbitrary (measurable) partition except on some set of measure zero.

2) Perhaps the results of Sections 8.2 and 8.3 on making no errors inside $A$ can be obtained by computing the Lebesgue density of blow ups of the $A_n$’s that were used in those sections.
3) It may be possible to extend the results by requiring the set on which mistakes are made to be of measure zero with respect some measure other than Lebesgue measure. Essentially the same argument should go through as long as a density theorem analogous to the Lebesgue density theorem holds.

8.5 Discussion and Open Problems

We provided a sufficient condition under which the mean of an unknown random variable can be determined a.s. to belong to a set $A$ or its complement. Our criterion extends previous results [28, 66] on this problem. It would be interesting to obtain a better understanding of the structural assumption required for our decision procedure. We provided a result which under certain conditions relates the structural assumption to the notion of first category, but other equivalent characterizations of sets which satisfy the assumption are lacking.

There are several directions that may be worthwhile to pursue further. First, a natural generalization is to consider splitting the set of probability measures on $[0,1]$ into two classes (not necessarily according to the means of the distributions), and attempting to decide which class the unknown measure belongs. This is pursued in Chapter 9. Another interesting direction would be to obtain necessary conditions under which a test satisfying the same criteria could be performed. Dembo and Peres [31] have some recent results along these lines. A perhaps difficult direction would be to study optimal rates for the decision procedure, e.g., in terms of the decay rate of the probability of an incorrect decision. A generalization which should not be too difficult would be to require the set $N$ on which failure is allowed to be of measure zero with respect to some different measure. That is, we considered the case in which $N$ is required to be of Lebesgue measure zero. Instead, one could consider an arbitrary probability measure on the interval $[0,1]$ and require $N$ to have probability zero. We feel that there are connections between the “learning model” presented in this chapter and other more standard learning models, such as the PAC model discussed in previous chapters and identification in the limit [47]. A somewhat vague, but perhaps extremely interesting, direction would be to develop such connections.
Chapter 9

A General Classification Rule for Probability Measures

9.1 Introduction

Let $x_1, \ldots, x_n$ be i.i.d. samples drawn from some distribution $\mu$. We assume $x_i$ takes values in some compact Polish space $\Sigma$, which for concreteness should be thought of as $[0,1]^d \subset \mathbb{R}^d$. Let $\mathcal{M}_1(\Sigma)$ denote the space of probability measures on $\Sigma$. We put on $\mathcal{M}_1(\Sigma)$ the Prohorov metric, whose topology is equivalent to the weak topology.

We consider here the following problems:

P-1) Based on the sequence of observations $(x_1, x_2, \ldots)$, decide whether $\mu \in A$ or $\mu \in A^c$, where $A$ is some given set satisfying certain structural properties (c.f. A-1 below).

P-2) Based on the sequence of observations $(x_1, x_2, \ldots)$, decide whether $\mu \in A_i$ where all $A_i \subset \mathcal{M}_1(\Sigma)$, $i = 1, 2, \ldots$ are sets satisfying structural properties (c.f. A-1 below).

Relaxations of the basic assumption concerning the i.i.d. structure of the observations $x_1, x_2, \ldots$ are presented in Sections 9.3 and 9.4.

Since $\mathcal{M}_1(\Sigma)$ is a Polish space, there exist on $\mathcal{M}_1(\Sigma)$ many finite measures which we may assume to be normalized to have a total mass 1. Suppose one is given a particular measure, denoted $G$, on $\mathcal{M}_1(\Sigma)$. We assume that $G$ charges all open sets in $\mathcal{M}_1(\Sigma)$, i.e. for any open set $\Phi$, $G(\Phi) > 0$. $G$ will play the role of the Lebesgue measure in the following structural condition, which is reminiscent of the assumption in [71]:
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A-1) There exists a sequence of open sets $C_m$ and closed sets $B_m$, and a sequence of positive constants $\epsilon(m)$ such that:

1) $\forall \mu \in A \exists m_0(\mu) < \infty \text{ s.t. } \forall m > m_0(\mu), \mu \in B_m$.

2) $d(B_m, C_m^c) = \sqrt{2\epsilon(m)} > 0$.

3) $G(\bigcap_{m=1}^{\infty} \bigcup_{m=m_0}^{\infty} (C_m \setminus A)) = 0$.

The underlying idea here is the same as that in Chapter 8. A-1) is an embellishment of the structural assumption in Chapter 8, which corresponds to the case where $B_m$ is a monotone sequence and $C_m$ are taken as the $2\sqrt{2\epsilon(m)}$ blow up of $B_m$. This form of A-1) was proposed to us by A. Dembo and Y. Peres. We note that as in Chapter 8, the assumption is immediately satisfied for countable sets $A$ by taking as $B_m$ the union of the first $m$ components of $A$ and noting that, for a finite measure on a metric space, $G(B(x, \delta) \setminus \{x\}) \to 0$ as $\delta \to 0$ where $B(x, \delta)$ denotes the open ball of radius $\delta$ around $x$. More generally, A-1) is satisfied for any closed set by taking $B_m = A$ and using for $C_m$ a sequence of open sets which include $A$ whose measure converges to the outer measure of $A$. Since $C_m$ is open and $\Sigma$ is compact, it follows that $d(A, C_m^c) > 0$, and A-1) is satisfied. By the same considerations, it also follows that A-1) is satisfied for any countable union of closed sets.

9.2 Classification in $A$ versus $A^c$

The definition of success of the decision rule will be similar to the one used in [71]. Namely, a test which makes at each instant $n$ a decision whether $\mu \in A$ or $\mu \in A^c$ based on $x_1, x_2, \ldots$ will be called successful if:

(S.1) $\forall \mu \in A, \ a.s. \ \omega, \exists T(\omega) \text{ s.t. } \forall n > T(\omega), \text{ the decision is } 'A'$.

(S.2) $\exists N \subset M_1(\Sigma) \text{ s.t.}$

(S.2.1) $G(N) = 0$

(S.2.2) $\forall \mu \in A^c \setminus N, \ a.s. \ \omega, \exists T(\omega) \text{ s.t. } \forall n > T(\omega), \text{ the decision is } 'A^c'$.

Note that the outcome is unspecified on $N$. Note also that the definition is asymmetric in the roles played by $A, A^c$ in the sense that errors in $A$ are not allowed at all.

Let $\mu_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}$ where $\delta_{x_i}$ is the probability measure concentrated at $x_i$. We
recall that $\mu_n$ satisfies a large deviation principle, i.e.

\[
- \inf_{\theta \in \hat{A}} H(\theta | \mu) \leq \liminf_{n \to \infty} \frac{1}{n} \log P(\mu_n \in A) \\
\leq \limsup_{n \to \infty} \frac{1}{n} \log P(\mu_n \in \hat{A}) \\
\leq - \inf_{\theta \in \hat{A}^0} H(\theta | \mu) 
\]

(9.1)

where $\hat{A}(A^\circ)$ denotes the closure (interior) of a set $A \subset \mathcal{M}_1(\Sigma)$ in the weak topology, respectively, and

\[
H(\theta | \mu) = \left\{ \int_{\Sigma} d\theta \log \frac{d\theta}{d\mu} \text{ if } d\theta \ll d\mu \right\} \\
\infty \text{ otherwise} 
\]

(9.2)

Before turning to a description of the proposed decision rule, we will need a strengthened version of the upper bound in Sanov's theorem (9.1). To do that, we use the notion of metric entropy. Although metric entropy was defined in Chapter 5, for convenience we repeat here the definition for the specific case at hand.

**Definition** Let $\epsilon > 0$ be given. The **metric entropy** of a set $B \subset \mathcal{M}_1(\Sigma)$, denoted $N(\epsilon, B)$, is defined by

\[
N(\epsilon, B) \triangleq \inf \{ n | \exists y_1, \ldots, y_n \in \mathcal{M}_1(\Sigma) \text{ s.t. } B \subset \bigcup_{i=1}^{n} B(y_i, \epsilon) \} 
\]

(9.3)

where $B(y, \epsilon)$ denotes a ball of radius $\epsilon$ (in the Prohorov metric) around $y$.

Similarly, for any given $\epsilon$, denote by $N^\Sigma(\epsilon)$ the metric entropy of $\Sigma$, i.e.

\[
N^\Sigma(\epsilon) \triangleq \inf \{ n | \exists \tilde{y}_1, \ldots, \tilde{y}_n \in \Sigma \text{ s.t. } \Sigma \subset \bigcup_{i=1}^{n} B(\tilde{y}_i, \epsilon) \}. 
\]

(9.4)

where $B(\tilde{y}_i, \epsilon)$ are taken in the metric corresponding to $\Sigma$.

We claim now:

**Lemma 9.1**

\[
N(\epsilon, \mathcal{M}_1(\Sigma)) \leq 2 \left( \frac{\epsilon}{\epsilon} \right)^{(N^\Sigma(\epsilon))} \triangleq \tilde{N}(\epsilon, \mathcal{M}_1(\Sigma)) 
\]

(9.5)

**Proof:** In order to prove the lemma, we will explicitly construct an $\epsilon$-cover of $\mathcal{M}_1(\Sigma)$ with $\tilde{N}(\epsilon, \mathcal{M}_1(\Sigma))$ elements.

Let $\tilde{y}_1, \ldots, \tilde{y}_{N^\Sigma(\epsilon)}$ be the centers of a set of $\epsilon$ balls in $\Sigma$ which create the cover
\( N^\Sigma(\epsilon) \) in (9.4). Let \( \delta_i \triangleq \delta_{\tilde{y}_i} \), i.e. the distribution concentrated at \( \tilde{y}_i \), and let

\[
\mu^j_i \triangleq j \cdot \left( \frac{\epsilon}{N^\Sigma(\epsilon)} \right) \cdot \delta_i, \quad j = 0, 1, \ldots, \frac{N^\Sigma(\epsilon)}{\epsilon}
\]

Define \( Y \triangleq \{ y \in \mathcal{M}_1(\Sigma) : \exists (i_1, j_1) \cdots (i_k, j_k) \text{ s.t. } y = \sum_{\alpha=1}^{k} \mu^j_{i_{\alpha}} \} \). Note that \( Y \) is a finite set, for it includes at most \( \left( \frac{N^\Sigma(\epsilon)}{\epsilon} + 1 \right)^{N^\Sigma(\epsilon)} \) members. Also, note that \( Y \) is an \( \epsilon \)-cover of \( \mathcal{M}_1(\Sigma) \), i.e. for any \( \mu \in \mathcal{M}_1(\Sigma) \) there exists a \( y \in Y \) such that for any open set \( C \subset \Sigma, \mu(C) \leq y(C^c) + \epsilon \). To see that, choose as \( y \) the following approximation to \( \mu \):

Let \( i_{\alpha} = \alpha, \alpha = 1, \ldots, N^\Sigma(\epsilon) - 1 \), and choose \( j_{\alpha} = \lfloor \mu(B(\tilde{y}_{i_{\alpha}}, \epsilon) \setminus \bigcup_{k=1}^{\alpha-1} B(\tilde{y}_k, \epsilon) ) \rfloor \), where by \( \lfloor x \rfloor \) we mean the closest approximation to \( x \) on the \( \left( \frac{N^\Sigma(\epsilon)}{\epsilon} \right) \) \( j \)-net from below.

Finally, let \( j_{N^\Sigma(\epsilon)} \triangleq 1 - \sum_{\alpha=1}^{N^\Sigma(\epsilon) - 1} j_{\alpha} \). Take now \( y = \sum_{\alpha=1}^{N^\Sigma(\epsilon)} \mu^j_{i_{\alpha}} \). It follows that \( y \) is a probability measure based on a finite number of atoms and, furthermore, \( d(y, \mu) < \epsilon \).

We need therefore only to estimate the cardinality of the set \( Y \), denoted \( |Y| \). Note that \( |Y| \) is just the number of vectors \( (j_1, \ldots, j_{N^\Sigma(\epsilon)}) \) such that \( \sum_{i=1}^{N^\Sigma(\epsilon)} j_i = 1 \) and \( j_i \in \{ 0, \frac{\epsilon}{N^\Sigma(\epsilon)}, \frac{2\epsilon}{N^\Sigma(\epsilon)}, \ldots, 1 \} \).

It follows that

\[
|Y| \leq \left( \frac{N^\Sigma(\epsilon)}{\epsilon} + 1 \right)^{N^\Sigma(\epsilon)} \int_0^1 \cdots \int_0^{\frac{\pi_2}{\pi_1}} \int_0^{\frac{\pi_3}{\pi_2}} dx_1 \cdots dx_{N^\Sigma(\epsilon)}
\]

\[
\leq \left( \frac{N^\Sigma(\epsilon)}{\epsilon} + 1 \right)^{N^\Sigma(\epsilon)} \cdot \frac{1}{N^\Sigma(\epsilon)!}
\]

(9.6)

However, by Stirling's formula

\[
\log (N^\Sigma(\epsilon)!) \geq N^\Sigma(\epsilon) \log N^\Sigma(\epsilon) - N^\Sigma(\epsilon)
\]

(9.7)

Substituting (9.7) into (9.6), one has

\[
|Y| \leq \left( \frac{N^\Sigma(\epsilon)}{\epsilon} + 1 \right)^{N^\Sigma(\epsilon)} e^{N^\Sigma(\epsilon)} \cdot \frac{1}{(N^\Sigma(\epsilon))^{N^\Sigma(\epsilon)}}
\]

(9.8)
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which implies that

\[
N(\varepsilon, \mathcal{M}_1(\Sigma)) \leq \left( \frac{1}{\varepsilon} \left( 1 + \frac{\varepsilon}{N^*_{\varepsilon}(\Sigma)} \right)^{N^*_{\varepsilon}(\Sigma)} \right) \leq 2 \left( \frac{\varepsilon}{\varepsilon} \right)^{N^*_{\varepsilon}(\Sigma)} = N(\varepsilon, \mathcal{M}_1(\Sigma))
\]

\[\square\]

For completeness, we now prove a lower bound for the metric entropy of \( \mathcal{M}_1(\Sigma) \) with respect to the Prohorov metric. This lower bound exhibits a behavior similar to the upper bound of (9.5), so that these bounds cannot be much improved. In the proof below, \( M(\varepsilon, Y, d) \) denotes the \( \varepsilon \)-capacity (or packing number) of the space \( Y \) with respect to the metric \( d \). That is, \( M(\varepsilon, Y, d) \) represents the maximum number of non-overlapping balls of diameter \( \varepsilon \) with respect to the metric \( d \) that can be packed in \( Y \). The well known relationship

\[
N(2\varepsilon, Y, d) \leq M(2\varepsilon, Y, d) \leq N(\varepsilon, Y, d)
\]

between covering numbers and packing numbers is easy to show and is used in the proof below.

**Lemma 9.2** Let \( \Sigma \) be compact Polish space with metric \( d \), and let \( \mathcal{M}_1(\Sigma) \) denote the set of probability measures on \( X \) with the Prohorov metric \( \rho \). Then

\[
N(\varepsilon, \mathcal{M}_1(\Sigma), \rho) \geq \left( \frac{1}{2\varepsilon} \right)^{N(2\varepsilon, \Sigma, d)}
\]

**Proof:** First, we can find \( N = N(\varepsilon, \Sigma, d) \) points \( x_1, \ldots, x_N \) which are pairwise greater than or equal to \( \varepsilon \) apart. Each measure supported on these \( N \) points corresponds to a point in \( \mathbb{R}^N \) in the natural way. Then, the set of all probability measures supported on \( x_1, \ldots, x_N \) corresponds to the simplex \( S^N \) in \( \mathbb{R}^N \).

Now, let \( p, q \) be points on the simplex \( S^N \) and suppose that \( d_\rho(p, q) \geq 2\varepsilon \). Then on some subset \( G \subset \{1, \ldots, N\} \) of coordinates either \( \sum_{i \in G} p_i \leq \sum_{i \in G} q_i + \varepsilon \) or \( \sum_{i \in G} p_i \leq \sum_{i \in G} q_i + \varepsilon \). Then, considered as probability measures on \( \Sigma \), \( \rho(p, q) \geq \varepsilon \) since there is a closed set \( F \subset \Sigma \), namely \( F = \{x_i, i \in G\} \), for which either \( p(F) \geq \rho(F') + \varepsilon \) or \( q(F) \geq p(F') + \varepsilon \). Hence,

\[
N(\varepsilon/2, \mathcal{M}_1(\Sigma), \rho) \geq M(\varepsilon, \mathcal{M}_1(\Sigma), \rho) \geq M(2\varepsilon, S^N, d_\alpha) \geq N(2\varepsilon, S^N, d_\alpha)
\]

Finally, to get a lower bound on \( N(2\varepsilon, S^N, d_\alpha) \), we note that the volume of the
simplex $S^N$ is $1/N!$ while the volume of an $\ell^1$ ball of radius $2\epsilon$ is $(4\epsilon)^N/N!$ which implies $N(2\epsilon, S^N, d_{\ell^1}) \geq (1/4\epsilon)^N$. Thus, $N(\epsilon/2, M^1(\Sigma), \rho) \geq (1/4\epsilon)^{N(\epsilon, \Sigma, d)}$ or equivalently $N(\epsilon, M^1(\Sigma), \rho) \geq (1/8\epsilon)^{N(2\epsilon, \Sigma, d)}$.

\[ \square \]

The existence of the bound $\tilde{N}$ permits us to mimic the computation in [71] for the case in hand. Indeed, a crucial step needed in [71] was bounding the probability of complements of balls, for all $n$, uniformly over all measures, as follows:

**Theorem 9.1**

\[ P(\mu_n \in B(\mu, \delta)^c) \leq \tilde{N}\left(\frac{\delta}{2}, M_1(\Sigma)\right)e^{-n\left(\frac{\delta^2}{4}\right)^2} \]

**Proof:** The proof follows the standard Chebycheff bound technique, without taking $n$ limits as in the large deviation framework. Indeed,

\[ P(\mu_n \in B(\mu, \delta)^c) \leq \tilde{N}\left(\frac{\delta}{2}, M_1(\Sigma)\right) \cdot \sup_{\nu \in M_1(\Sigma), d(y, \nu) \geq \delta} P(\mu_n \in B(y, \frac{\delta}{2})) \]

Let $P_n$ denote the law of the random variable $\mu_n$. The second term can be bounded as follows. By the Chebycheff bound, it follows that for any $\theta \in C_b(\Sigma),$

\[ \sup_{\nu \in M_1(\Sigma), d(y, \nu) \geq \delta} P(\mu_n \in B(y, \frac{\delta}{2})) \leq \exp\left(-n \sup_{\nu \in M_1(\Sigma), d(y, \nu) \geq \delta} \int_{B(y, \frac{\delta}{2})} e^{n<\theta, \nu>} e^{-n<\theta, \nu>} dP_n(\nu)\right) \]

\[ = \exp\left(-n \sup_{\nu \in B(y, \frac{\delta}{2}), d(y, \nu) \geq \delta} \inf_{\theta \in C_b(\Sigma)} \left< \theta, \nu > - \frac{1}{n} \log E_{P_n}(e^{n<\theta, \nu>}) \right) \right) \]

\[ = \exp\left(-n \sup_{\nu \in B(y, \frac{\delta}{2}), d(y, \nu) \geq \delta} \inf_{\theta \in C_b(\Sigma)} H(\nu|\mu) \right) \]

\[ \leq \exp\left(-n \inf_{\nu \in B(\mu, \frac{\delta}{2}), d(y, \nu) \geq \delta} H(\nu|\mu) \right) \]

\[ \leq e^{-n\left(\frac{\delta^2}{4}\right)^2} \]

(9.9)

where the first equality in (9.9) follows from the min-max theorem for convex compact sets (c.f. [39]), the second equality follows by ([32], Lemma 3.2.13), and the last
inequality from the fact that ([32], Exercise 3.2.24) for any \( \theta \in B(\mu, \delta/2)^c \),

\[
\frac{\delta}{2} \leq d(\theta, \mu) \leq \|\theta - \mu\|_{\text{var}} \leq 2H^{1/2}(\theta|\mu)
\]

\( \square \)

**Corollary 9.1** Let \( B_m \subset \mathcal{M}_1(\Sigma) \) be a measurable set such that \( \mu \in B_m \). Let \( B^\delta_m \) denote an open set such that \( d(B_m, (B^\delta_m)^c) \geq \delta \). Then

\[
P_\mu \left( \mu_n \in (B^\delta_m)^c \right) \leq N \left( \frac{\delta}{2}, \mathcal{M}_1(\Sigma) \right) e^{-n(\frac{4}{\delta})^2} \tag{9.10}
\]

We can turn now to the proposed classification algorithm, much as in [71]. Define

\[
\alpha(m) = \frac{4}{\epsilon(m)} \left[ 2 \log m + \log 2 + N^\Sigma \left( \frac{\epsilon_m}{2} \right) \right] \tag{9.11}
\]

and note that, for all \( m > m_0(\mu) \),

\[
P_\mu(\mu_{\alpha(m)} \in C_m^c) \leq \frac{1}{m^2} \tag{9.12}
\]

Let

\[
\beta(m) = \sum_{i=1}^{m} \alpha(i), \quad \beta(0) = 0. \tag{9.13}
\]

For any input sequence \( x_1, x_2, \ldots \), form the subsequences

\[
X^m \triangleq (x_{\beta(m-1)}, \cdots, x_{\beta(m)-1}).
\]

The endpoints of these subsequences \( X^m \) form a parsing of the original sequence \( x_1, x_2, \ldots \). Let \( \mu_{X^m} \) denote the empirical measure of the sequence \( X^m \). At the end of each parsing, make a decision of whether \( \mu_T \in A \) according to whether \( \bar{\mu}_{X^m} \in C_m \) or not. Between parsings, don't change the decision.

We now claim:

**Theorem 9.2** The decision rule defined by the parsing \( \beta(m) \) as above is successful.

**Proof:** The proof is identical to the proof of Theorem 8.1 in Chapter 8 (or Theorem 1 in [71]).

\( \square \)
9.3 Classification Among a Countable Number of Sets

In this section, we refine the decision rule to allow for classification among a countable number of sets. Specifically, if $A_1, A_2, \ldots$ are a countable number of subsets of $\mathcal{M}^1(\Sigma)$ we are interested in deciding to which of the $A_i$ the unknown measure $\mu$ belongs. The only assumption we make on the $A_i$ is that each $A_i$ satisfies the structural assumption (A-1). The $A_i$ are not required to be either disjoint or nested, although these special cases are most commonly of interest in applications. In general, after a finite number of observations one cannot expect to determine the membership status of $\mu$ in all of the $A_i$. However, we will show that for all $\mu$ except in a set of $G$-measure zero in $\mathcal{M}^1(\Sigma)$ there is a decision procedure that a.s. will eventually determine the membership of $\mu$ in any finite subset of the $A_i$. In the special cases of disjoint or nested $A_i$, the membership status of $\mu$ in any of the countable $A_i$ is completely determined by membership in some finite subset. Hence, in these cases, except for $\mu$ in a set of $G$-measure zero the membership of $\mu$ in all the $A_i$ will a.s. be eventually determined.

We modify our previous decision rule as follows. The observations $x_1, x_2, \ldots$ will still be parsed into increasingly larger blocks in a manner to be defined below. However, now, at the end of the $m$-th block, we will make a decision as to the membership of $\mu$ in the first $m$ of the $A_i$. The decisions of whether $\mu$ belongs to $A_1, \ldots, A_m$ are made separately for each $A_i$ using a procedure similar to that of the previous section.

Specifically, for each $A_i$ let $B_i, m$ be a sequence of closed sets, $C_i, m$ a sequence of open sets and $\epsilon_i(m) \to m \to \infty 0$ a positive sequence satisfying the requirements of the structural assumption (A-1). From the same considerations that led to (9.12), for

$$\alpha_i(m) = \frac{4}{\epsilon_i(m)} \left[ 2 \log m + \log 2 + N^\Sigma \left( \sqrt{\epsilon_i(m)/2} \right) \left( 1 - \log \sqrt{\epsilon_i(m)/2} \right) \right]$$  (9.14)

we have

$$P_\mu(\mu_{\alpha_i(m)} \in C_i, m) \leq \frac{1}{m^2}$$  (9.15)

As before, the observation sequence $x_1, x_2, \ldots$ will be parsed into non-overlapping blocks

$$X^m = (x_{\beta(m-1)+1}, \ldots, x_{\beta(m)})$$  (9.16)

where the $\beta(m)$ are defined below. At the end of the $m$-th block, a decision will be made about the membership of $\mu$ in $A_1, \ldots, A_m$. This decision will be made
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For each \( i = 1, \ldots, m \) using the observation sequence \( X^m \) exactly as before. That is, at the end of the parsing sequence \( X^m \), for \( i = 1, \ldots, m \) decide that \( \mu \in A_i \) according to whether or not \( \mu x^m \in C_{i,m} \), and don’t change the decision except at the end of a parsing sequence. We define the parsing sequence \( \beta(m) \) by \( \beta(0) = 0 \) and

\[
\beta(m) = \sum_{k=1}^{m} \sup_{1 \leq i \leq k} \alpha_i(k), \quad \beta(0) = 0
\]

(9.17)

For this decision rule we have the following theorem.

**Theorem 9.3** Let \( A_i \in \mathcal{M}^1(\Sigma) \) for \( i = 1, 2, \ldots \) satisfy the structural assumption (A-1). There is a set \( N \subset M_1(\Sigma) \) of G-measure zero such that for every \( \mu \in \mathcal{M}^1(\Sigma) \setminus N \) and every \( k < \infty \) the decision rule will make (a.s.) only a finite number of mistakes in deciding the membership of \( \mu \) in \( A_1, \ldots, A_k \). That is, given any \( \mu \in \mathcal{M}^1(\Sigma) \setminus N \), for a.e. \( \omega \) there exists \( m(\omega) = m(\omega, \mu, k) \) such that for all \( m > m(\omega) \) the algorithm makes a correct decision as to whether \( \mu \in A_i \) or \( \mu \in A_i^c \) for \( i = 1, \ldots, k \).

**Proof:** Let

\[
N_i = \bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} C_{i,m} \setminus A_i
\]

(9.18)

and let

\[
N = \bigcup_{i=1}^{\infty} N_i
\]

(9.19)

Then from the assumption (A-1) it follows that the G-measure of each \( N_i \) is zero, and so the G-measure of \( N \) is also zero.

Now, let \( \mu \in \mathcal{M}^1(\Sigma) \setminus N \), and let \( k < \infty \). For each \( i = 1, \ldots, k \), there exists \( m_i < \infty \) such that if \( \mu \in A_i \) then \( \mu \in S_{i,m} \) for all \( m > m_i \), while if \( \mu \in A_i^c \) then \( \mu \in C_{i,m}^c \) for all \( m > m_i \) (since \( \mu \notin N_i \)). Recall that at the end of the parsing sequence \( X^m \), the algorithm decides \( \mu \in A_i \) iff \( \mu x^m \in C_{i,m} \), so that if \( \mu \in A_i \) then an error is made about membership in \( A_i \) iff \( \mu x^m \notin C_{i,m} \) while if \( \mu \notin A_i \) an error is made iff \( \mu x^m \in C_{i,m} \). If \( \mu \in A_i \) then using Corollary 9.1 and the fact that \( d(B_{i,m}, C_{i,m}^c)^2 \geq 2\epsilon_i(m) \), we have that the probability of making an incorrect decision is less than \( 1/m^2 \) for \( m > m_i^0(\mu) \). On the other hand, if \( \mu \in A_i^c \) then since \( B_{i,m} \subseteq ((C_{i,m}^c)^{\frac{1}{2}\epsilon_i(m)})^c \) we also have probability of error less than \( 1/m^2 \) for \( m > m_i^0 \) (again using Corollary 9.1 and the expression for \( \alpha(m) \)). Hence, for \( m > m_0 = \max(m_0^i, \ldots, m_0^k) \) the probability of making an error about the membership of \( \mu \) in any of \( A_1, \ldots, A_k \) is less than \( k/m^2 \).
Then
\[
\sum_{m=1}^{\infty} \text{Prob}\{\text{error in any } A_i \text{ on } m-\text{th parsing}\} \leq m_0 + k \sum_{m=m_0+1}^{\infty} \frac{1}{m^2} < \infty
\]
so that the theorem follows by the Borel-Cantelli Lemma.

Note that if one also wants to make a correct decision after some finite time whether or not \( \mu \) is in any of the \( A_i \) for \( i = 1, 2, \ldots \) then the decision procedure can be easily modified to handle this. Specifically, it is easy to show that sets satisfying the structural assumption are closed under countable union. Hence, one could include in the hypothesis testing the set \( A_0 = \bigcup_{i=1}^{\infty} A_i \), so that after some finite time a correct decision would be made about the membership of \( \mu \in A_0 \).

Also, it is worthwhile to note that if the \( A_i \) have more structure then some improvements can be made. For example, if the membership status of \( \mu \) in \( A_i \) for \( i = 1, 2, \ldots \) is determined by its membership status in some finite number of the \( A_i \) then a correct decision regarding the membership of \( \mu \) in all of the \( A_i \) can be guaranteed (a.s.) after some finite time (depending on \( \mu \)). This is the case for disjoint or nested \( A_i \), which may be of particular interest in some applications. For these cases, by letting \( A_0 = \bigcup_{i=1}^{\infty} A_i \) and running the decision rule on \( A_0, A_1, A_2, \ldots \) as mentioned above, we have the following corollary of Theorem 9.3.

**Corollary 9.2** Let \( A_i \subset \mathcal{M}^1(\Sigma) \) for \( i = 1, 2, \ldots \) satisfy the structural assumption (A-1) and suppose the \( A_i \) are either disjoint or nested. There is a set \( N \subset M_1(\Sigma) \) of \( G \)-measure zero such that for every \( \mu \in \mathcal{M}^1(\Sigma) \setminus N \) the decision rule will make (a.s.) only a finite number of mistakes in deciding the membership of \( \mu \) in all of the \( A_i \). That is, given any \( \mu \in \mathcal{M}^1(\Sigma) \setminus N \), for a.e. \( \omega \) there exists \( m(\omega) = m(\omega, \mu) \) such that for all \( m > m(\omega) \) the algorithm makes a correct decision as to whether \( \mu \in A_i \) for all \( i = 1, 2, \ldots \).

It is worthwhile to note that the results of this section may be used also in the case that \( \Sigma \) is locally compact but not compact. In that case, one may first intersect the \( A_i \) with compact sets \( K_m \) which sequentially approximate \( \Sigma \) and then use \( m(n) \to \infty \). We do not consider this issue here.

We conclude this section with an example from the area of density estimation. Let \( \Sigma = [0, 1] \) and assume that \( x_1, \ldots, x_n \) are i.i.d. and drawn from a distribution with
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law $\mu_\theta$, $\theta \in \Theta$. When some structure is given on the set $\mathcal{F} = \bigcup_{\theta \in \Theta} \mu_\theta$, there exists a large body of literature which enables one to obtain estimates of the error after $n$ observations (e.g., see [33, 34, 50] and references contained therein). All these results assume an a-priori structure, e.g. a bound on the $L^2$ norm of the density $f_\theta = \frac{d\mu_\theta}{dx}$. If such information is not given a-priori, it may be helpful to design a test to check for this information and thus to be able to estimate eventually whether the distribution belongs to a nice set and if so to apply the error estimates alluded to above.

Thus, let

$$A_i = \{ \mu \in \mathcal{M}_1(\Sigma) : \int_0^1 (\frac{d\mu(x)}{dx})^2 \leq i \}.$$

Note that the sets $A_i$ are closed w.r.t. the Prohorov metric and therefore they satisfy the structural assumption A-1). Moreover, they are nested and thus Corollary 9.2 may be applied to yield a decision rule which will asymptotically decide correctly on the appropriate class of densities. This idea is in the spirit of a suggestion by Cover [27], and the case where the $A_i$ consist of single points (i.e., each $A_i$ contains a single probability measure) is related to a model considered by Barron and Cover [12, 13]. It would be interesting to make a more formal comparison between the two models.

9.4 Applications to Order Determination of Markov Processes

In this section, we extend the model of the observations to allow for a Markov dependence in the observation. Specifically, let $\Sigma$ be a compact Polish space as before, but assume that the observations $x_1, \ldots, x_n$ are the outcome of a Markov chain of order $j$, i.e.

$$\text{Prob}(x_k \in A|x_{k-1}, x_{k-2}, \ldots, x_1) = \pi^j(x_k \in A|x_{k-1}, x_{k-2}, \ldots, x_{k-j})$$

where $A$ is a Borel measurable subset of $\Sigma$ and $k > j$. We assume that $j$ is unknown, and our task is to decide (correctly) on the order $j$. In order to avoid technicalities, we assume that all Markov chains involved are ergodic and satisfy a uniformity condition w.r.t. the initial conditions (c.f below), and therefore there exists a stationary measure $P_\pi, \in \mathcal{M}_1(\Sigma^j)$ such that for any measurable set $A$ in $\Sigma^j$,.
\[ P_{\pi_i}(A) = \int_{(x_{j+1}, x_{j+1-1}, \ldots, x_j) \in A} d\pi^j(x_{2j} | x_{2j-1}, \ldots, x_j) \]
\[ \ldots d\pi^j(x_{j+1} | x_j, \ldots, x_1) dP_{\pi_i}(x_j, \ldots, x_1) \] (9.20)

This problem has already been considered in the literature. For a discussion of available results we refer the reader to [83],[52]. Most of the results in the literature are either for the discrete alpha-beta setup or for the case of a linear model \( x_{n+k} = \sum_{i=1}^{k} a_i x_{n+i} + \epsilon_{n+k} \), where \( \epsilon_n \) is a white sequence and \( a_i \) are deterministic, unknown constants. Here, we consider the general setup and show how a strongly consistent decision rule may be constructed based on the general paradigm of this paper. Towards this end, we need to extend the basic estimates of Section 2 to the Markov case, as follows:

Let \( \Omega = \Sigma^2 \), define \( x_i \) to be the coordinate map \( x_i(\omega) = \omega_i \), and let the shift operator be defined by \( x_i(T\omega) = x_{i+1}(\omega) \). Define the \( k \)-th order empirical measure on \( M_1(\Sigma^k) \) by
\[ \mu_n^k = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i(T\omega), x_{i+1}(T\omega), \ldots, x_k(T\omega)} \]
As before, we endow \( M_1(\Sigma^k) \) with the Prohorov topology, and recall that under the structural assumptions on the Markov chain described above, a large deviations principle holds for the empirical measure \( \mu_n^{k+1} \), viz. for any set \( A \subset M_1(\Sigma^{k+1}) \) a large deviations statement of the form (9.1) holds, with the relative entropy \( H(\nu|\mu) \) being replaced by
\[ H_j(\theta|\mu) = \left\{ \begin{array}{cl} \int_{\Sigma^j} d\theta(y_1, \ldots, y_{j+1}) \log \frac{d\theta(y_{j+1} | y_j, \ldots, y_1)}{d\mu(y_{j+1} | y_j, \ldots, y_1)} & \text{if } d\theta(\cdot | y_j, \ldots, y_1) \ll d\mu(\cdot | y_j, \ldots, y_1) \\ \infty & \text{otherwise} \end{array} \right. \] (9.21)

For any measure \( \mu(x_1, \ldots, x_k) \in M_1(\Sigma^k) \), denote by \( \mu_i \) the marginal defined by
\[ \mu_i(\{x_1, \ldots, x_i\} \in A) \triangleq \mu(\{x_1, \ldots, x_i\} \in A, \{x_{i+1}, \ldots, x_k\} \in \Sigma^{k-i}) \]
and by \( \mu_{i|i-1, \ldots, i-t} \) the regular conditional probability \( \mu(x_i | x_{i-1}, \ldots, x_{i-t}) \). Define the measure \( \mu_{i-k} \otimes \mu_{i-(k-1)} | i-k, \ldots, 1 \otimes \cdots \otimes \mu_{i-1, \ldots, 2} \in M_1(\Sigma') \) as the measure which, for
any measurable set \( A \subset \Sigma^i \),

\[
\mu_{i-k} \otimes \mu_{i-(k-1)i-k,...,1} \otimes \cdots \otimes \mu_{i|i-1,...,2}(A) = \\
\int_A d\mu_{i-k}(x_1, \ldots, x_{i-k}) d\mu_{i-(k-1)i-k,...,1}(x_{i-(k-1)}|x_{i-k}, \ldots, x_1) \\
\cdots d\mu_{i|i-1,...,2}(x_i|x_{i-1}, \ldots, x_2)
\]  

(9.22)

Let \( \pi^j \) be a given \( j \)-th order Markov kernel, \( P_{\pi^j} \) its corresponding stationary measure, and denote by \( P_{\pi^j} \) the stationary measure on \( \Omega \) generated by this kernel. Assume that the empirical measures \( \mu_{n}^{j+k}, k = 2, 3, \ldots \) are formed from a Markov sequence generated by this kernel. In order to compute explicitly the sequence of decision rules as in the i.i.d. case, we need to derive the analog of Theorem 9.1 given below.

**Theorem 9.4**

\[
P_{\pi^j} \left[ \mu_{n}^{j+k} \notin B \left( (\mu_{n}^{j+2})_j \otimes \pi^j \otimes \cdots \otimes \pi^j, \delta \right) \right] \\
\leq N \left( \frac{\delta}{2}, \mathcal{M}_1(\Sigma^{j+k}) \right) e^{-n \left( \frac{\delta}{M_2} \right)^2} + \cdots + N \left( \frac{\delta}{2^k}, \mathcal{M}_1(\Sigma^{j+1}) \right) e^{-n \left( \frac{\delta}{2^{k+1}} \right)^2} \\
\leq kN \left( \frac{\delta}{2^k}, \mathcal{M}_1(\Sigma^{j+k}) \right) e^{-n \left( \frac{\delta}{2^{k+1}} \right)^2}
\]

**Proof:** We prove the theorem first for the case \( k = 2 \). The general case follows by induction.

\[
P_{\pi^j} \left[ \mu_{n}^{j+2} \notin B \left( (\mu_{n}^{j+2})_j \otimes \pi^j \otimes \pi^j, \delta \right) \right] \\
\leq \ P_{\pi^j} \left[ d((\mu_{n}^{j+2})_j \otimes \pi^j) \geq \delta, d((\mu_{n}^{j+2})_j \otimes \pi^j, \delta) < \delta/4 \right] \\
\quad + \ P_{\pi^j} \left[ d((\mu_{n}^{j+2})_j \otimes \pi^j) \geq \delta/4 \right] \\
\quad \triangleq \ P_1 + P_2
\]

(9.23)

By repeating the argument in (9.9),

\[
\frac{P_1}{N(\frac{\delta}{2}, \mathcal{M}_1(\Sigma^{j+2}))} \leq \sup_{y \in \mathcal{M}_1(\Sigma^{j+2})} P[\mu_{n}^{j+2} \in B(y, \frac{\delta}{2}), (\mu_{n}^{j+2})_{j+1} \in B(P_{\pi^j} \otimes \pi^j, \delta/4), \\
d((\mu_{n}^{j+2})_j \otimes \pi^j, \pi^j, y) \geq \delta] \quad (9.24)
\]

Therefore, by the Chebycheff bound, denoting by \( P_n \) the law of the random variable
\[ P_1 \leq \exp \left[ -n \sup_{\theta \in \mathcal{C}_6(\Sigma^{j+2})} \left( \inf_{\nu \in \mathcal{B}(\Sigma^{j+2}) \cap \mathcal{N}(\nu_j \otimes \pi^j) \cap \mathcal{N}(\nu_{j+1} \otimes \pi^j)} \left( <\theta, \nu > - \frac{1}{n} \log E_{\nu}(e^{n<\theta, \nu>}) \right) \right) \right] \leq \exp \left[ -n \inf_{\nu \in \mathcal{B}(\Sigma^{j+2}) \cap \mathcal{N}(\nu_j \otimes \pi^j) \cap \mathcal{N}(\nu_{j+1} \otimes \pi^j)} \left( \sup_{\theta \in \mathcal{C}_6(\Sigma^{j+2})} \left( <\theta, \nu > - \frac{1}{n} \log E_{\nu}(e^{n<\theta, \nu>}) \right) \right) \right] \]

However,

\[ \sup_{\theta \in \mathcal{C}_6(\Sigma^{j+2})} \left( <\theta, \nu > - \frac{1}{n} \log E_{\nu}(e^{n<\theta, \nu>}) \right) = \sup_{\theta \in \mathcal{C}_6(\Sigma^{j+2})} \left( <\theta, \nu > - \frac{1}{n} \log E(e^{\theta(x_1, \ldots, x_{j+2}) + \ldots + \theta(x_{n-j-2}, \ldots, x_n)}) \right) \]

where \( B(\Sigma^{j+2}) \) denotes the space of bounded measurable functions on \( \Sigma^{j+2} \) and the last equality follows from dominated convergence. We assume now that \( \nu \) is absolutely continuous w.r.t. \( \nu_{j+1} \otimes \pi^j \) and that the resulting Radon-Nikodym derivative is uniformly bounded from above and below (these assumptions may be relaxed exactly as in [32], pg. 69). In this case, we may take \( \log \theta \) in (9.26) as this Radon-Nikodym derivative, i.e. \( \theta(x_1, \ldots, x_{j+2}) = \log \frac{d\nu}{d\nu_{j+1} \otimes \pi^j} \) to obtain:

\[ \sup_{\theta \in \mathcal{B}(\Sigma^{j+2})} \left( <\theta, \nu > - \frac{1}{n} \log E(e^{\theta(x_1, \ldots, x_{j+2}) + \ldots + \theta(x_{n-j-1}, \ldots, x_n)}) \right) \geq H(\nu|\nu_{j+1} \otimes \pi^j) - \frac{1}{n} \log \int_{\Sigma^{j+2}} d\nu(x_n|x_{n-1}, \ldots, x_{n-j-1}) \cdots d\nu(x_{j+2}|x_{j+1}, \ldots, x_1) d\nu_{j+1}(x_{j+1}, \ldots, x_1) = H(\nu|\nu_{j+1} \otimes \pi^j) \]
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Substituting (9.27) in (9.25) and recalling the inequality

$$2H^{1/2}(\theta|\mu) \geq d(\theta, \mu)$$

one obtains

$$\frac{P_1}{\widetilde{N}(\frac{\delta}{2}, \mathcal{M}_1(\Sigma^{j+2}))} \leq \exp\left(-n \inf_{\nu \in B(y, \frac{\delta}{4}) \cap B((\mu_n^{j+2})_j \otimes \pi^j, \frac{\delta}{4})} H(\nu_{|j+1} \otimes \pi^j) \right)$$

$$\leq \exp\left(-n \inf_{\nu \in B(y, \frac{\delta}{4}) \cap B((\mu_n^{j+2})_j \otimes \pi^j, \frac{\delta}{4})} d(\nu_{|j+1} \otimes \pi^j)^2 / 4 \right)$$

$$\leq \exp\left(-n \inf_{\nu \in B(y, \frac{\delta}{4}) \cap B((\mu_n^{j+2})_j \otimes \pi^j, \frac{\delta}{4})} d(\nu_{|j+1} \otimes \pi^j)^2 / 4 \right)$$

$$\leq \exp\left(-n \left(\frac{\delta}{16}\right)^2 \right)$$  \hspace{1cm} (9.28)

Similarly, 

$$\frac{P_2}{\widetilde{N}(\frac{\delta}{4}, \mathcal{M}_1(\Sigma^{j+1}))} \leq \exp\left(-n \left(\frac{\delta}{32}\right)^2 \right)$$  \hspace{1cm} (9.29)

Substituting (9.28), and (9.29) in (9.23) yields the theorem for \(k = 2\). The general case is similar and follows by induction.

\(\square\)

We are now ready to return to the order determination problem described in the beginning of this section. Since the set up here differs slightly from the one described in the previous section, we repeat here the main definitions.

Let \(A_i \subset \mathcal{M}_1(\Omega), i = 0, 1, \ldots\), be the set of stationary measures generated by Markov chains of order \(i\) (with \(i = 0\) denoting the i.i.d. case), i.e. for \(i = 0, 1, 2, \ldots\),

$$\mu \in A_i \iff (\mu)_{i+k} = (\mu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i$$ for some Markov kernel \(\pi^i\) and for all \(k = 1, 2, \ldots\).

Note that the sets \(A_i\) are closed.
A natural candidate for covering sets $C_{i,m}$ are $\delta_m$ blow ups of the $A_i$. That is, define

$$C_{i,m} = \{\nu \in \mathcal{M}_1(\Sigma^{i+m}) : d(\nu, (\nu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i) < \delta_m \text{ for some Markov kernel } \pi^i\}$$

It is clear that $C_{i,m}$ is open, and also that

$$\bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} (C_{i,m} \setminus A_i) = \emptyset.$$

Therefore, by using Theorem 9.4 and the procedure described in Theorem 9.3, the sets $C_{i,m}$ are candidates for building a decision rule which, a.s., decides correctly in finite time whether the given observation sequence was generated by a Markov chain of order $i$. In order to be able to do so, we need only to check that the complements of the sets $C_{i,m}$, which are closed, have the property that they may be covered by small enough spheres (say, $\delta_m/4$ spheres), such that the union of those spheres belongs to the complement of some $C_{i,m}$. This can be seen by using the following lemma:

**Lemma 9.3** Let $\nu, \nu' \in \mathcal{M}_1(\Sigma^k)$. Assume that for some $\pi^i$,

$$d(\nu, (\nu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i) > \delta_m.$$

Further assume that $d(\nu, \nu') < \delta_m/4$. Then

$$d(\nu', (\nu')_i \otimes \pi^i \otimes \cdots \otimes \pi^i) > \delta_m/2.$$

**Proof:** Note that $d(\nu, \nu') < \delta_m/4$ implies that $d((\nu)_i, (\nu')_i) < \delta_m/4$ and that $d((\nu)_{i+1}, (\nu')_{i+1}) < \delta_m/4$. On the other hand, since $\pi^i$ is a Markov kernel, it also follows that $d((\nu)_i \otimes \pi^i, (\nu')_i \otimes \pi^i) < \delta_m/4$ and therefore also that $d((\nu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i, (\nu')_i \otimes \pi^i \otimes \cdots \otimes \pi^i) < \delta_m/4$. Hence,

$$d(\nu', (\nu')_i \otimes \pi^i \otimes \cdots \otimes \pi^i) \geq d(\nu, (\nu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i) - d(\nu, \nu') - d((\nu)_i \otimes \pi^i \otimes \cdots \otimes \pi^i, (\nu')_i \otimes \pi^i \otimes \cdots \otimes \pi^i) > \delta_m/2$$

We have now completed all the preparatory steps required for the definition of the
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proposed decision rule. Indeed, let \( \varepsilon_i(m) \) be a sequence of positive numbers, define

\[
\alpha_i(m) = \frac{2^{2(m+3)}}{\varepsilon_i(m)} \left[ 2 \log m + \log k + N^{\varepsilon_i+1}/2^{k+1} \right] \left( 1 - \log \varepsilon_i(m)/2^{k+1} \right)
\]  
(9.30)

we have, by Lemma 9.3 and Theorem 9.4, that for any Markov measure \( \mu \in A_i \),

\[
P_\mu(\mu_{i+m}^{i+m} \in C_{i,m} \subseteq C_{i,m}^C) \leq \frac{1}{m^2}
\]  
(9.31)

The construction of the decision rule is then identical to the one described in Theorem 9.3, i.e. one forms the parsing of the observation sequence into the nonoverlapping blocks \( X^m \) described in equation (9.16) with \( \beta(m) \) chosen as in (9.17). At each step, one forms, based on the block \( X^m \), the empirical measures of order \( m, m + 1, \ldots, 2m \). The order estimate at the \( m \)-th step is now the smallest \( i \) such that \( \mu_{i+m}^{i+m} \in C_{i,m} \). By the results of section 3, this decision rule achieves a.s. only a finite number of errors, regardless of the true order.

**9.5 Discussion and Open Problems**

In this chapter, we considered the problem of deciding whether an unknown probability measure belongs to one of several sets based on a set of random samples from the unknown measure. These results represent a substantial generalization of the results of Chapter 8 and those of [28, 66]. We briefly discussed an application of our results to the problem of density estimation. It seems that much more work could be done along these lines. In Section 9.4, we discussed an application/extension of our ideas to the problem of order determination of a Markov chain. This application consisted of partitioning the class of Markov measures into a countable number of sets according to the order of each Markov measure. One could consider the problem of partitioning the set of Markov measures in a more general manner and trying to decide to which set of the partition an unknown measure belongs. This would be a direct generalization of the results of Sections 9.2 and 9.3 to the Markov case.

In Chapter 8, we considered a symmetric decision criteria for the problem of deciding the mean. One could consider a similar criteria for the more general formulation of the present chapter. For a proof analogous to that presented in Section 8.4 to go through, one would need a result like the Lebesgue density theorem holding in spaces much more general than \( \mathbb{R}^n \) (specifically, \( M_1(\Sigma) \)). In Section 8.5, we discussed sev-
eral possible new directions to pursue for the problem of deciding the mean. Most of these directions suggest analogous problem to pursue for the much more general framework of the present chapter. In particular, it may be interesting to consider conditions necessary to perform the classification (see [31]), rates of convergence, and connections to other more standard learning models.
Chapter 10

Summary and Other Directions

In this chapter, we first summarize our results, and then discuss several other general directions that may be interesting to pursue. Each section deals with a different topic, although there are certainly some interrelations between the various topics. Furthermore, the topics differ substantially in the degree to which they are well defined, their scope, their expected difficulty, and their fundamental importance.

10.1 Summary

We studied a variety of problems in the areas of machine vision and machine learning. The first part of the thesis dealt with computational problems in machine vision. The second part of the thesis dealt with extensions of learning models with a view towards extending the domain of applicability of learning results to areas such as signal processing and machine vision.

We began by considering relationships between variational methods and discrete Markov random field formulations for the problem of image restoration and segmentation. Previous discrete versions of the segmentation problem fail to properly approximate the continuous formulation. We studied a number of properties of Minkowski content and used these to obtain a discrete formulation which correctly approximates the continuous segmentation problem. We then considered two other discrete versions for which the convergence proofs were considerably easier and which may result in more efficient implementations.

The results for the segmentation problem led us to consider a question concerning the computation of the length of a digitized contour. Specifically, we considered a parallel computation with a processor at each pixel of the digitized image. Notions
of local and non-local computations were considered, based on definitions of Minsky and Papert in their study of perceptrons. It was shown that for the usual rectangular digitization, length cannot be computed locally. On the other hand, we showed that for a random tessellation and an appropriate deterministic one, the length of straight line segments can be computed locally.

Another problem in vision that we studied concerns the complexity of model based recognition. Recently, model based approaches to object recognition have been a subject of considerable interest. We showed that certain formulations of model based recognition are NP-complete, so that efficient algorithms for these formulations are not likely to exist. The results are helpful in suggesting approaches that may lead to formulations with efficient algorithms.

Next, we considered a variety of extensions to the PAC model in machine learning. We began by showing some new relationships between metric entropy and the Vapnik-Chervonenkis (VC) dimension. We then considered the problem of learning over a class of distributions, and for certain special classes, we characterized when such learning can take place. The results provide some information on when prior knowledge regarding the distribution increases learnability.

Another extension of the PAC model that we considered involves active learning using arbitrary binary valued queries. A number of researchers have considered the use of various oracles and their effect on learnability. Our results provide bounds on the maximum gain that can be expected from using finite valued oracles. Surprisingly, asking arbitrary yes/no questions does not increase the set of learnable concept classes in either the fixed distribution or distribution-free settings, but as expected it can reduce the sample complexity.

A third extension of the PAC model that we considered involves learning from generalized samples. In the usual PAC model, the data received by the learner consists of values of the unknown concept at random points. We considered a model in which the information received by the learner can consist of general operators applied to the unknown concept. It appears that this model can be applied to a number of problems in geometric reconstruction, stereology, and signal processing to provide sample size bounds under a PAC criterion. We studied a particular application of the model to a problem of reconstructing a curve by counting intersections with straight lines. Our results are closely related to and, in a sense, refine a classical result from stochastic geometry.

Finally, we considered a problem concerning the classification of an unknown
probability measure from empirical data. Suppose we observe i.i.d. samples from an unknown distribution and wish to decide to which of a countable number of classes the unknown distribution belongs. The criteria for success is a type of almost sure class identification in the limit. Using large deviations techniques, we simplified and extended previous results in the case of classifying the mean. We also studied the much more general case of classifying the measure itself, and considered applications to density estimation and the problem of order determination of a Markov chain.

10.2 Nonuniform Learning, Misfit Versus Complexity Tradeoff, and Universal Coding

The standard PAC model requires the number of samples needed for learning to be uniformly bounded over all probability measures and all concepts. Various types of nonuniform learning can and have been considered [15, 18, 25, 77]. In particular, nonuniform learning with respect to the concepts in the concept class has received the most attention [18, 25, 77]. Conditions and algorithms for this problem have been obtained, but the fundamental limitations and optimality results are lacking. In fact, in contrast with uniform learning where the uniform bound on the sample size provides a measure of performance, a good measure of performance in the case of nonuniform learning is not obvious.

For a fixed distribution, a concept class is uniformly learnable iff it has finite metric entropy (see Chapter 5), i.e. iff a finite \( \varepsilon \)-approximation can be found. If \( X \) is a finite dimensional Euclidean space and \( P \) is any probability measure on \( X \), then it turns out that any concept class \( \mathcal{C} \) over \( X \) has a countable \( \varepsilon \)-approximation for each \( \varepsilon > 0 \). This is sufficient to guarantee nonuniform learnability (with respect to concepts). One can also consider nonuniform active learnability, where, as in Chapter 6, the learner is allowed to ask arbitrary binary valued questions. Then for a countable \( \varepsilon \)-approximation, active learning is essentially equivalent to coding the integers. In this case, some fundamental limitations of active learnability are related to ideas on universal coding and priors for the integers [40, 98, 99].

For distribution-free nonuniform learning, one typically takes \( \mathcal{C} = \bigcup_{i=1}^{\infty} \mathcal{C}_i \) with \( \mathcal{C}_1 \subset \mathcal{C}_2 \subset \cdots \) and the VC dimension of each \( \mathcal{C}_i \) finite but growing unboundedly with \( i \). The 'complexity' or 'order' of a concept \( c \) is the smallest \( k \) for which \( c \in \mathcal{C}_k \). Typical learning algorithms for such problems either limit the complexity of the hy-
pothesis as a function of the number of samples, or first estimate the complexity of the target concept and then produce a hypothesis with complexity less than or equal to the estimate. O. Zeitouni has suggested a possible way to measure optimal performance for such a two step learning learning procedure, based on some work that has been done in estimating the order of Markov chains. Specifically, requiring the probability of overestimating the order to decrease exponentially at a given rate, an optimal learning procedure is defined to have the fastest exponential rate of decrease in underestimating the order. Such a criteria would allow comparisons to be made between different learning algorithms and the best achievable, which at present time is not possible. Finally, for both fixed distribution and distribution-free nonuniform learning it may be interesting to formulate learning algorithms in terms of the classic misfit vs. complexity tradeoff characteristic of minimum description length approaches [98, 99].

10.3 Prior Information and Mean Sample Size Bounds in Learning

A potentially powerful way to obtain stronger learnability results is to provide the learner with prior information. Fixing the concept class (and the distribution in the case of learnability under a fixed distribution) is in fact providing prior information. A more general form of prior information might be to provide a prior distribution on the concept class and/or over the class of distributions. D. Tse [116] has considered a form of this in which the concept class is partitioned into disjoint subsets and a probability is assigned to each subset. In general one may be able to put an arbitrary measure on the concept class. One approach might be to assign discrete measures to $\epsilon$-approximations. Assigning prior distributions would allow studying mean sample size bounds as opposed to the usual worst-case bounds. Interestingly, active learning with a prior distribution would essentially be formally equivalent to problems in information theory.
10.4 Learning Under General Metric Uncertainty

In the standard PAC model, the probability distribution is used both to provide random samples as well as to measure the performance of learning. One can imagine situations where the goal is to learn according to some criteria not necessarily directly tied to the means of gathering data. This suggests formulating a learning problem in a general metric space setting where the metric need not be induced by the distribution used to generate samples. One natural question that immediately comes to mind is what compatibility conditions must be satisfied between the metric, the (fixed) distribution, and the concept class to allow learning to take place. A special case of this in which the metric is induced by a distribution (but not necessarily the same one used to generate samples) would provide a sort of robustness result with respect to the sampling distribution in the usual PAC model. For example, this would correspond to the case in which noise is added to the samples prior to being labeled, so that the learner is getting correct information, but not according to the correct distribution.

A more general model would allow some metric uncertainty in the sense that the learner may not know the metric exactly but only that it belongs to some class of metrics. This corresponds to the case in which the learner doesn’t know exactly the criteria he is trying to optimize. This could be studied with respect to a variety of information gathering mechanisms — i.e. fixed distribution, class of distributions, active learning, learning by distances [16], etc. This model is natural in a sense since it separates uncertainty in the information gathering from uncertainty in the performance criteria. It is likely that learning can take place only if there are close ties between the two, which would still be an interesting result. However, it may be difficult to prove results in the general case since the powerful uniform convergence results may no longer apply.

10.5 Learning with Unions of Hyperspheres and Attribute Noise

An idea suggested by J. Koplowitz is to learn a concept by placing spheres (hyperspheres in general) around each positive example, and letting the radii of the spheres decrease appropriately as the number of samples increases. This is a natural idea
from the point of view of pattern recognition or density estimation, although as far as we know it has not been studied formally in either the pattern recognition or density estimation literature. Apparently some work in learning is currently being pursued along these lines [63]. In general, the number of samples will depend on the target concept, but perhaps distribution independent sample size bounds can be obtained. Although this may result in nonuniform learning, it seems that a very broad class of concepts will be learnable with this single representation for hypotheses, and the hypotheses can be easily generated from the data. Another potential advantage of this representation is that it may be possible to prove results on learning with attribute noise. This type of noise has been studied in discrete domains, but as far as we know there has been no general treatment.

10.6 Tracking Time-Varying Concepts

An interesting problem suggested recently by D. Helmbold is to study the tracking or learnability of mutable concepts. Some work is currently being pursued along these lines [59]. For the dynamics of the target concept, some possibilities are to allow movement unrestricted in direction or smoothness but with a bounded rate, or if the concept class is a differentiable manifold to consider flows on the concept class. The type of result that one might hope or expect to obtain is that learnability can take place if the dynamics of the target are not too large compared with the sampling rate, and one would like the criteria for learnability to be somewhat robust with respect to the specific concept class. Many interesting directions may arise by introducing dynamics into the learning model.
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