
OFDM FOR UNDERWATER ACOUSTIC COMMUNICATIONS:
ADAPTIVE SYNCHRONIZATION AND SPARSE CHANNEL ESTIMATION

Milica Stojanovic

Massachusetts Institute of Technology
Cambridge, MA 02139

ABSTRACT
A phase synchronization method, which provides non-uniform
frequency offset compensation needed for wideband OFDM
[1], is coupled with low-complexity channel estimation in the
time domain. Sparsing of the channel impulse response leads
to an improved performance, while adaptive synchronization
supports decision-directed operation and yields low overhead.
System performance is demonstrated using experimental data
transmitted over a 1 km shallow water channel in the 19 kHz-
31 kHz band.

Index Terms— Underwater acoustic communications, non-
uniform Doppler distortion, channel sparsing, OFDM.

1. INTRODUCTION

The major problem in applying OFDM to underwater chan-
nels is the motion-induced Doppler distortion which creates
non-uniform frequency offset in a wideband acoustic signal.
Previous work on this problem has focused on two approaches:
adaptive synchronization, which requires little overhead but
relies on coherence between adjacent OFDM blocks [1], and
non-adaptive synchronization, which requires null subcarriers
to gain robustness to fast channel variations [2].

Here, we extend the approach [1] by coupling it with chan-
nel estimation in the time domain (impulse response). The
motivation for doing so is the possibility to perform channel
sparsing. Channel impulse response is often shorter than an
OFDM block, and can thus be represented by fewer than K
coefficients that it takes to represent its transfer function on
the K subcarriers. A certain number L < K coefficients of
the time-domain response can be efficiently estimated using
L equally-spaced data symbols [3], a method used in [2]. We
suggest a slight but important modification to this method to
make it applicable to a general underwater channel, where
the strongest signal arrival may not be the first one. Sparsing
is implemented in an optimal manner simply by magnitude
truncation of the time-domain channel coefficients. When
the channel is truly sparse, performance improvement results
from eliminating the unnecessary noise present in the full-size
(overparametrized) channel estimate.
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2. ALGORITHM OVERVIEW

The received signal after FFT demodulation is modeled as

yk(n) = Hk(n)dk(n)ejθk(n) +zk(n), k = 0, . . .K−1 (1)

where dk(n) is the data symbol transmitted on the kth subcar-
rier during the n-th OFDM block, Hk(n) is the channel trans-
fer function evaluated at frequency fk = f0 +kΔf during the
n-th block, and zk(n) represents additive noise and any resid-
ual inter-carrier interference. Each boldface quantity contains
M entries corresponding to the spatially distributed receiver
elements. The subcarrier spacing is Δf = B/K, the duration
of one OFDM symbol is T = 1/Δf , and the duration of one
block is T ′ = T + Tg, where Tg is the guard interval. The
phase distortion θk(n) on an acoustic channel is modeled as

θk(n) = θk(n − 1) + a(n) · 2πfk · T ′ (2)

where a(n) is the Doppler rate, which is assumed to be con-
stant during one OFDM block, but may change from one
block to another. The physical interpretation of this parameter
is that of the ratio of the relative transmitter/receiver velocity
to the speed of sound (1500 m/s underwater). Non-uniform
Doppler compensation [1] is based on estimating the parame-
ter a(n), and using this single estimate to compute the phases
for all the subcarriers, thus keeping the computational com-
plexity of phase synchronization at a minimum.

Time-domain channel estimation is based on defining the
discrete Fourier pair

Hk(n) =
K−1∑

l=0

hl(n)e−j2πkl/K (3)

Using this relationship, the frequency-domain estimates Ĥk(n)
needed for subsequent data detection are computed from the
time-domain estimates ĥl(n). Adaptive channel estimation is
accomplished using the following algorithm:

ĥl(n + 1) = λĥl(n) + (1 − λ)xl(n) (4)

where

xl(n) =
1
K

K−1∑

k=0

Xk(n)e+j2πkl/K , l = 0, . . .K − 1 (5)

Xk(n) = yk(n)e−jθ̂k(n)d̃∗
k(n) k = 0, . . .K − 1 (6)



The phase estimates θ̂k(n) and the symbol decisions d̃k(n)
are obtained according to the algorithm [1].

If the channel is sparse, i.e. some of the coefficients hk(n)
are zero, the corresponding estimates can (and should) be dis-
carded. By doing so, the problem dimensionality is reduced
to the one dictated by the physics of propagation, and not by
the number of subcarriers. Out of the K coefficients, J to
be kept are selected as those whose magnitude is below some
threshold (e.g., 15 dB below the maximum). If the input noise
is white, so is the noise that affects the time-domain channel
estimate, and, hence, sparsing is performed optimally by trun-
cation in magnitude.

Time-domain estimation requires an FFT/IFFT to com-
pute (3) and (5). When the total span (delay spread) of sig-
nificant coefficients is limited, an IFFT of size L < K can
be used to compute (5). In order to do so, L is selected as
the first power-of-two integer greater than the delay spread,
and the input to the IFFT is formed by taking every K/L-th
subchannel of Xk(n). Specifically, we now have that

xl(n) =
1
L

L−1∑

k=0

XkK/L(n)e+j2πkl/L, l = 0, . . .L − 1 (7)

which reduces to (5) when L = K. Channel updating (4) and
sparsing are performed as before.

To reconstruct the frequency-domain values (3), an FFT
of size K must be applied. A word of caution is in order
regarding this step. Normally, it is assumed that significant
channel coefficients are those with indices 0 ÷ (L − 1), and,
hence, the frequency-domain response is computed by ap-
pending K − L zeros to the estimates ĥ0(n), . . . ĥL−1(n)
before taking the FFT [3]. This approach befits a minimum-
phase (causal) channel, in which the strongest time-domain
coefficient h0(n) is followed by other coefficients. How-
ever, an underwater acoustic channel may not conform to this
model, in which case its significant coefficients are those with
indices (−A) ÷ (L − 1−A), or, equivalently from the view-
point of the model (3), those with indices 0 ÷ (L − 1 − A)
and (K − A) ÷ (K − 1), where A denotes the length of the
anti-causal part. The IFFT of size L < K can still be ap-
plied to obtain the L (contiguous) time-domain coefficients,
but these coefficients have to be interpreted properly. Namely,
the K − L zeros should not be appended, but inserted before
the last A coefficients. The value of A may not be known
exactly, but it can be determined approximately from a prior
channel measurement, or general channel statistics. The place
where the zeros should be inserted can also be determined on-
line, by observing the initial channel estimate. (It will be eas-
ier to do this for a greater L, and also when the response is
truncated).

If the channel span is indeed limited to within L coef-
ficients, in the presence of white noise, the error variance of
the re-computed frequency-domain coefficients is the same as
if they were estimated directly [3]. While direct estimation in
the frequency domain requires all K data symbols, indirect

B=12 kHz K Δf [Hz] T [ms] BTg/K
f0=19 kHz 128 93.75 10.6 2.34
fs=96 kHz 256 46.87 21.3 1.17
Tg=25 ms 512 23.40 42.6 0.58
Nd = 215 1024 11.71 85.3 0.29
QPSK 2048 5.86 170.7 0.14

Table 1. OFDM signal parameters used for the experiment.

estimation in the time-domain requires only L. If the channel
is truly sparse, and only the J significant coefficients out of L
are kept, the error variance will be reduced by a factor of L/J
[4].

The L data symbols needed to estimate the channel in the
time-domain must be the a-priori known pilots if non-adaptive
processing is used. With adaptive processing, symbol de-
cisions are also available, which can be made for a current
block using channel estimates from the previous one. Some
of the pilots (or all, after initial training) can thus be elimi-
nated to reduce the overhead. Moreover, channel estimation
in the time domain can be performed using all K symbol de-
cisions instead of L only. This approach will require the full-
size IFFT (5), but the error variance will improve by a factor
of K/L if the decisions are correct. Note that sparsing helps
to reduce error propagation, as fewer symbol decisions con-
tribute to the channel estimates. Together with sparsing, the
overall improvement in the error variance of the re-computed
frequency-domain coefficients will be K/J , as compared to
their direct estimation.

While the number of significant impulse response coeffi-
cients J is dictated mostly by the physics of propagation, the
number of subcarriers K is a system design parameter. By
increasing K, the bandwidth efficiency increases, and, hence,
it is of interest to make K as large as possible. The maximal
value of K that can be used in a low-complexity OFDM sys-
tem based on post-FFT processing is that for which coherence
over one symbol interval T = K/B can still be maintained.
In a wideband acoustic system, such as the one we will dis-
cuss in the following section, K can be as large as 1024. For
such values of K, and a modest number of distinct propaga-
tion paths, one can expect non-negligible improvements from
sparse time-domain channel estimation.

3. EXPERIMENTAL RESULTS

The experimental data were collected by the Woods Hole Oceano-
graphic Institution (WHOI) team during the “AUV Fest” held
at the Panama City Beach, FL, in June 2007. The transmitter
and receiver were deployed 10 m below the surface in 20 m
deep water, and separated by 1 km. The receiver had an 8-
element vertical array, spanning 2 m. Table 1 summarizes the
signal parameters.



The factor BTg/K = α determines the bandwidth effi-
ciency, R/B = 1/(1 + α) symbols/s/Hz. The signals were
also coded, using the BCH (64,10) code. This code was se-
lected so as to match the one currently implemented in the
WHOI modem. For K-carrier OFDM, each string of 10 input
bits is encoded into a 32-symbol QPSK codeword, and K/32
such codewords are collected. The so-obtained K symbols
are assigned to the OFDM subcarriers so that the symbols of
one codeword are maximally separated in frequency (the first
codeword modulates subcarriers 0, 32, 64, etc.; the second 1,
33, 65, etc., and so on). Soft decision decoding is employed.

Fig.1 shows the received signal of a frame that we shall
use for a case study. The substantial variation in the signal
level that occurs over the frame duration is to be expected in
a shallow water channel.
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Fig. 1. Received signal of a K=1024 frame contains a pream-
ble and Nd/K=32 OFDM blocks with zero padding.

Fig.2 shows the channel measurments obtained from the
preamble. There is a fair degree of spatial variation between
the top and the bottom element, and a moderate delay spread
(L=32 will suffice for 2.5 ms). The closely spaced main ar-
rivals may fluctuate in time/space, leading to a non-minimum-
phase channel.
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Fig. 2. Acquisition of the frame preamble at the top (left) and
bottom elements of the array.

Fig.3 shows the performance of a full-size receiver, which
we use as a benchmark. The channel estimates clearly indi-
cate overparametrization, i.e. the possibility to discard many
of the K coefficients used to represent the channel response.

When sparsing is implemented with the same receiver config-
uration (truncation threshold is set to 0.2 relative to the max-
imal coefficient amplitude), a 3 dB improvement is obtained.
Fig.4 shows the number of channel coefficients (average over
the receiver elements) kept for each OFDM block.

Identical performance is obtained using reduced-size L=
128 IFFT and K/L pilots, with anti-causal length A=5. At
L=32, 1 dB is lost, and another at L=16.

In Fig.5, we address the performance in decision-directed
mode. The receiver uses training only in the first OFDM
block, while the remaining 31 blocks are detected without pi-
lot assistance. The MSE penalty incurred is about 0.5 dB. It
is interesting to note the correlation between the signal level
(Fig.1) and the symbol error rate pattern (plot labeled ‘SER-
time’). All of the results presented were generated without the
decoder in the loop (high-frequency subbands are the obvious
culprit for the high SER). When the channel code is exploited,
there are no errors, and, hence, no penalty. Coding across fre-
quency only, albeit suboptimal, allows instantaneous decod-
ing of a block, i.e. higher reliability of symbol decisions used
in adaptation.

In summary, suffice it to say that similar results were ob-
tained with all K < 1024, and, surprizingly, good perfor-
mance was observed even with K=2048, although not con-
sistently.

4. CONCLUSIONS

The results presented demonstrate the benefits of coupling
adaptive phase synchronization [1] with time-domain chan-
nel estimation: low overhead is achieved by eliminating the
need for null subcarriers; model-based phase prediction en-
ables decision-directed operation which in turn reduces (or
eliminates) the need for pilot subcarriers, and channel spars-
ing yields improved performance at complexity that does not
have to grow as the number of subcarriers is increased for
higher bandwidth efficiency.
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Performance:
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BER: 0, coded  BCH (64,10)
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Fig. 3. Signal processing results: K-coefficient channel re-
sponse estimation without sparsing.
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Fig. 4. Sparsing of the K-coefficient channel response esti-
mate.
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Fig. 5. Signal processing results: L-coefficient channel re-
sponse estimate with sparsing, no pilots.
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Fig. 6. Sparsing of the L-coefficient channel response esti-
mate. (Sparsing patterns with and without pilots are similar.)


