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Analysis of Channel Effects on Direct-Sequence
and Frequency-Hopped Spread-Spectrum Acoustic

Communication
Lee Freitag, Milica Stojanovic, Sandipa Singh, and Mark Johnson

Abstract—Multiuser underwater acoustic communication is
one of the enabling technologies for the autonomous ocean-sam-
pling network (AOSN). Multiuser communication allows vehicles,
moorings, and bottom instruments to interact without human
intervention to perform adaptive sampling tasks. In addition,
multiuser communication may be used to send data from many
autonomous users to one buoy with RF communications capa-
bility, which will then forward the information to shore. The two
major signaling techniques for multiuser acoustic communication
are phase-shift keying (PSK) direct-sequence spread-spectrum
(DSSS) and frequency-shift keying (FSK) frequency-hopped
spread-spectrum (FHSS). Selecting between these two techniques
requires not only a study of their performance under multiuser
conditions, but also an analysis of the impact of the underwater
acoustic channel. In the case of DSSS, limitations in temporal
coherence of the channel affect the maximum spreading factor,
leading to situations that may be better suited to FHSS signals.
Conversely, the multipath resolving properties of DSSS mini-
mize the effects of frequency-selective fading that degrade the
performance of FSK modulation. Two direct-sequence receivers
potentially suitable for the underwater channel are presented. The
first utilizes standard despreading followed by decision-directed
gain and phase tracking. The second uses chip-rate adaptive
filtering and phase tracking prior to despreading. Results from
shallow water testing in two different scenarios are presented to
illustrate the techniques and their performance.

Index Terms—Acoustic communication, CDMA, direct-se-
quence, frequency-hop, multipath, spread-spectrum.

I. INTRODUCTION

CODE-DIVISION multiple-access communication
(CDMA) is an important emerging technology for

underwater acoustic networks for both civilian and military
purposes. CDMA permits random, overlapping access to a
shared communication channel as required in an autonomous
ocean-sampling network (AOSN) scenario. Drawing from the
results in RF wireless communications [1], [2], two code-di-
vision spread-spectrum signalling methods are proposed
for simultaneous-access communication: phase-modulated,
direct-sequence spread-spectrum (DSSS) signaling, and nonco-
herent frequency-hopped spread-spectrum (FHSS). DSSS uses
phase-shift keying and spreads the data using codes with good
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auto- and cross-correlation properties, while FHSS methods
utilize many frequency bands with hopping patterns chosen for
minimum interference between users.

While both of these techniques may be suitable for use in the
underwater acoustic channel, the best choice depends upon the
characteristics of the particular propagation conditions, specif-
ically time and frequency spread. Additional considerations in-
clude the desired throughput, total transducer bandwidth, and
the computational resources available at the receiver.

DSSS signaling has been used to increase the SNR per data
symbol and resolve multipath components for single-user, short-
range applications [3] as well as for long-range, low SNR and
multiuser communication [4], [5] . The system described in [3]
utilized 10 kHz of bandwidth and short spreading codes in order
to combat multipath effects in shallow water, whereas the inves-
tigations reported in [4] and [5] include discussions of multiuser
access and report favorable results in the 1–2 kHz frequency
band at long ranges for a single user.

There are tremendous variations in acoustic channels
depending on source-receiver geometry, bathymetry and
sound-speed profile. In addition, there are many possible system
configurations depending on the number of users and the desired
link protocol. The large number of possible implementations
requires the system design to be as flexible as possible, accom-
modating few to many users in a variety of channel conditions.
While reconfiguration may or may not be done automatically
in the field, an actual system design should allow changing
basic system parameters, in particular, the spreading rate. Given
the limited bandwidth available for underwater acoustic com-
munications systems, increasing the spreading rate inevitably
reduces link throughput. In the case of slow-hop frequency-shift
keying (FSK) (one tone per symbol), increasing the spreading
rate means increasing the symbol time (and thus the energy per
symbol), which in turn, reduces the bandwidth per symbol and
provides a large set of frequencies from which to select. In a
fixed-power system, the SNR will increase as the rate decreases,
though the gain in transmitted energy may be offset by loss due
to Doppler shift and spread. This results in diminishing returns
as the symbol duration increases.

In a DSSS system, the spreading rate is increased through
use of more chips per data symbol, thus increasing the SNR
per symbol in additive white Gaussian noise (AWGN). How-
ever, in a time-varying multipath channel, the actual gain de-
pends upon the stability of the propagation environment. If the
channel changes appreciably during one symbol period, the gain
of the receiver will be reduced, ultimately resulting in a net loss
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when the length of the spreading code is increased past a cer-
tain point. This consideration motivates the design of a receiver
which compensates for channel variability prior to despreading,
thus decoupling channel stability from spreading rate selection
as much as possible.

The primary contributions of this paper are two new receiver
designs for direct-sequence spread-spectrum signaling, and
the comparison of these receivers with frequency hopped FSK
modulation in the ocean. One of the receivers combines the con-
ventional matched filter with adaptive phase and gain tracking
at the symbol rate. This represents the minimum-complexity
DSSS processor suitable for a channel with amplitude and phase
variation. The second receiver is based on a decision-directed
adaptive equalizer which operates at the chip rate. While this
receiver has higher complexity, it will be shown to have better
performance than the symbol-rate receiver in a time-varying
multipath channel.

For both FHSS and DSSS, the in-water test results focus on
the changes in receiver performancewith respect to the spreading
rate. In AWGN, the relation is linear, whereas in the time-varying
underwater environment the gain depends upon the channel, and
in the case of the adaptive receiver, on the amount of variation
which is removed during the equalization process.

Thepaper isorganizedas follows. InSection II, frequency-hop
spread-spectrum is reviewed. In Section III, direct-sequence
spread-spectrum modulation is reviewed and the two candidate
receivers are presented. In Section IV, experimental data from
shallow-water testing are presented.

II. FREQUENCY-HOPPEDSPREAD-SPECTRUM

Frequency hopping is normally employed in single-user FSK
systems in order to provide channel clearing time in a multi-
path environment. The transmitter uses a set of pre-determined
frequency bins and steps through each sequentially. The total
number of frequency bins is selected such that it exceeds the
maximum multipath delay, so that no bin is re-used until the
channel is clear.

Multiuser frequency hopping normally uses a large number
of bins which are shared by a number of users [1], [2]. Many
methods of selecting patterns for each user have been developed.
One commonly used method which minimizes the number of
times users transmit in identical bands is to use a prime number
of frequency bins and assign patterns which increment through
the frequency set by where is the user number [7]. In this
case, any pair of users will occupy the same bin only once
per pass through the hopping pattern. The irreducible error-rate
due to collisions between users requires selection of an appro-
priate error-correction code. A large selection of bins reduces
the number of coincidences, lowers the error rate and reduces
the required coding gain.

In a multiuser environment with multipath, the interference
between users includes not only coincidences where users step
into the same band at the same time, but where multipath from
one user is present when the second user utilizes that band. The
performance impact is a complex function of the multipath pro-
file, specifically the amount of power outside the symbol pe-
riod . Thus, multiuser frequency-hopping systems in multi-

path require more bins than would otherwise be required. The
minimum number requires knowledge of the channel-impulse
response, nominal numbers may be set using the maximum ex-
pected multipath delay and the number of users.

Maximizing the number of users within a constant bandwidth
means that the number of frequency bins should be large and
their resultant bandwidth relatively narrow. This corresponds
to the usual methodology of setting tone duration to be long
with respect to the channel clearing time so that there is little
signal energy beyond the symbol period. However, the delay
spread in the shallow-water channel often exceeds several tens
of milliseconds, and thus the first design criterion results in
many narrow bands which are subject to fading and vulnerable
to small Doppler shifts.

In applications where source-receiver motion is high, the tone
length is selected so that the bandwidth is much larger than the
maximum expected Doppler shift. The larger the bandwidth, the
greater the immunity to frequency-selective fading which may
be present in the channel. Unfortunately, as the number of bins
are reduced the probability of error due to collisions (direct or
multipath) between users increases.

While frequency-hopping FSK is very simple to implement,
it has performance limitations in frequency-selective chan-
nels. In an effort to overcome these limitations, diversity and
error-correction coding are often employed [11]. Convolutional
codes with long constraint lengths are often combined with in-
terleaving to provide good performance in frequency-selective
channels.

III. D IRECT-SEQUENCESPREAD-SPECTRUM

A -user direct-sequence spread-spectrum communica-
tion system utilizes a family of -length codes with low
cross-correlation [8], one of which is used by each user to
modulate a binary data stream mapped to . The

-length bi-phase modulated code is transmitted at the chip
rate , where is the maximum bandwidth. The
resulting throughput in bits per second is .

The simplest receiver for a direct-sequence spread-spectrum
signal is the conventional single-user receiver. In this receiver,
the signal is multiplied by the original code and integrated over
the duration of one data symbol. This operation is known as
despreading. By despreading the signal, the receiver extracts
the processing gain, which is equal to the number of chips per
symbol, . In a static or slowly-varying channel, the SNR at
the output of despreader istimes greater than the SNR at its
input. In a multiple-access system, other users’ signals interfere
with the desired signal at the input to the receiver. In this situ-
ation, despreading performs the additional function of decorre-
lating multiple-access interference (MAI). The interfering sig-
nals have spreading codes that are orthogonal to the desired
user’s spreading code, and thus they are suppressed during de-
spreading. In practice, however, the codes are not ideally or-
thogonal, leading to residual MAI. The level of residual MAI
is determined both by the cross-correlation properties of the se-
quences and by the input power levels of the interferers and the
desired user. An interferer whose received power is much higher
than the desired user’s power may create substantial residual in-
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terference even if the cross-correlation values are very low (but
nonzero). This near–far situation can occur if the interferer is
much closer to the receiver than the desired transmitter and the
processing gain is not sufficient to offset the signal-to-interfer-
ence ratio. To alleviate the near–far problem, direct-sequence
spread-spectrum systems use power control. The various trans-
mitters are told at which levels to transmit so that their signals ar-
rive at the receiver with approximately equal powers. In addition
to power control, multiuser receivers can be employed. These
receivers attempt to detect not only the desired user’s signal,
but the signals of all active users. To do so, multiuser receivers
use the knowledge of all the spreading codes. While they can
attain excellent performance, their implementation complexity
is extremely high. Multiuser receivers for underwater acoustic
communications with very low processing gains have been in-
vestigated in [13]. Presently, we focus on two single-user re-
ceivers, the conventional despreader with symbol-rate phase-
locked loop (PLL) plus gain control, and the chip-rate adaptive
receiver with despreading performed at the equalizer output.

A. DSSS Receiver With PLL and Automatic Gain Control

To apply the conventional matched filter receiver to a mul-
tipath channel with varying phase several conditions must be
met. One, to ensure that the ISI is not destructive, the symbol
duration should be chosen to be much greater than the multi-
path spread of the channel, . If this condition is
not met, there will be residual ISI at the output of the despreader
and reduced receiver performance. Also, the despreader has no
capability to track the phase variation typically found in the un-
derwater channel. Thus, to make the conventional receiver ap-
plicable to the problem at hand, a PLL must be added. In addi-
tion, the power of the received signal varies with time and this
must be tracked as well.

There are a number of methods for implementing a PLL [14].
The method proposed in this paper is a symbol-rate, decision-di-
rected PLL suitable for use with an arbitrary M-ary linear mod-
ulation. Such a modulation provides the bandwidth efficiency
needed in many underwater acoustic channels, while use of de-
cision-direction in the PLL effectively uses available informa-
tion from the equalizer and avoids squaring techniques that en-
hance noise and multi-user interference.

The performance of the PLL is governed by the choice of
phase-tracking constants, or the loop filter parameters, which
determine the loop bandwidth and the conditions for the loop
stability [14]. The optimal values of these constants depend on
the signal amplitude. For this reason, it is desirable that the input
signal be of constant amplitude. Automatic gain control (AGC)
is thus included immediately prior to the PLL.

The AGC is implemented by estimating the time-varying
signal power and normalizing the signal accordingly. Let
be the output of the despreader which is provided to the AGC.
The signal power can be estimated by
computing the weighted time-average

(1)

where is an exponential weighting factor. Taking the
expected value of both sides of (1) and letting , we
can verify that is an asymptotically unbiased estimate of
the power which is assumed to be wide-sense stationary. The
expression for the power estimate (1) can be written in the form
of a recursion

(2)

The power estimate is used to normalize the signal

(3)

Neglecting ISI, and assuming perfect normalization, the
output of the AGC can be modeled as

(4)

where
data symbols from an independent and identically dis-
tributed unit-variance sequence;
unknown phase;
additive noise.

The decision-directed PLL produces an estimate of the data
symbol as

(5)

where is the phase estimate. The error in data-symbol es-
timation is given by

(6)

The data symbols , needed to compute the error, are
known during the training period. After the training period, de-
cisions are used in place of the true values . The de-
cisions are made on the estimates . In what follows correct
decisions are assumed.

The task of the PLL is to form an estimate of the phase which
will minimize the error in the mean square sense. This task will
be accomplished when

(7)

The instantaneous value of this gradient defines the phase error

(8)

The data symbols needed to compute the phase error after the
training period are obtained by making the decision on the esti-
mates . In the absence of decision errors

(9)

In the absence of noise, and with perfect gain control, the above
expression can be written as

for (10)
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Fig. 1. Block diagram of the direct-sequence spread-spectrum receiver
showing the standard despreading and decision process augmented by a
decision-directed phase-locked loop with automatic gain control.

The phase error , computed with (8), is used with a second-
order filter to obtain the phase estimate

(11)

where and are tracking constants chosen to provide the
desired loop gain and bandwidth.

The complete PLL consists of (5), (6), (8) and (11). The PLL
operates at the symbol rate, i.e., a new estimate of the phase is
obtained only every chips. The phase-tracking performance
is thus affected by the symbol duration and tracking is faster
with shorter , which may conflict with the requirement for
to be longer than the multipath duration. The results of using
the symbol-rate receiver (Fig. 1) on in-water data are discussed
next. A modified receiver structure which removes this con-
straint is examined in the Section IV.

B. DSSS Receiver With Chip-Rate Equalization

The receiver described above tolerates phase and amplitude
changes but is less tolerant of multipath. As already noted, the
spreading code must be longer than the multipath delay in order
to avoid intersymbol interference after despreading. However,
to achieve the spreading gain, the channel must be stationary
over the code length. In a nonstationary environment, a longer
code leads to larger phase and multipath variation over a code
period, thus reducing the achievable spreading gain.

In order to improve the performance of DSSS in a non-
stationary environment, an adaptive receiver structure in the
form of a chip-rate decision feedback equalizer [9] is proposed
(Fig. 2). The adaptive chip-rate equalizer reduces multipath and
performs Doppler correction [10],prior to despreading. While
the receiver introduces additional complexity by operating
at the chip rate rather than the bit rate, the channel tracking
capability is increased and otherwise unresolvable interchip
interference is removed. This approach allows direct-sequence
signaling to be used even when the delay spread exceeds the
symbol length .

An equally important feature of the adaptive chip-rate re-
ceiver is its ability to reduce interference from other users [2].
The filter taps are adapted using a minimum mean-square error
criterion, which in the presence of interfering users attempts to
suppress other users in addition to minimizing the effects of ISI.
When multiple hydrophones are available the receiver provides

Fig. 2. Spread-spectrum receiver with chip-rate adaptive equalizer placed
before the despreader.

MMSE combining and tends to focus the array on the user of
interest through adaptation of the feedforward filters.

It was pointed out in Section III. A that direct-sequence sys-
tems are often operated at a very low SNR per chip, and that the
spreading gain is used to extract the transmitted data. This
means that reliable chip-rate decisions are not normally avail-
able for feedback in the equalizer. In a practical receiver, ten-
tative chip decisions are needed to update the equalizer filters
without delay. Some of the options for obtaining chip decisions
are to make are: 1) hard decisions on the chip estimates; 2) hard
decisions on the partially despread symbol; or 3) soft decisions
on the partially-despread symbol [6]. A partially-despread data
symbol is the running sum at the output of the matched filter
receiver where reliability increases with summation length.

An alternative approach is to allow a one-symbol delay in up-
dating the equalizer, though at a subsequent loss in tracking rate.
In this method, the received signal is processed using equalizer
coefficients from the previous symbol, then despread to estimate
the actual transmitted chips, which are then fed back to update
the filters. In what follows, perfect chip feedback is used to pro-
vide an upper bound to the performance of any practical feed-
back technique.

The decision feedback equalizer operates on the complex
baseband signal which is fractionally sampled at twice
the chip rate. This signal is used with previous chip decisions
to form the estimated chip value

where ,
and , are the number of feedfor-

ward and feedback filter elements respectively. The filter vector
for the th chip is a composite of feedforward and

feedback weights and it is updated using the LMS or RLS
algorithm [12]. The algorithm is driven by the chip error

. The error is computed using either the true value
of the chip or the hard decision .

A chip-rate PLL is required to correct for Doppler shift which
is inefficient for the equalizer alone to remove. The phase error
for the current chip is computed using
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TABLE I
DATA RATE AND SYMBOL TIME SUMMARY

FOR THEEXPERIMENTS

and the phase estimate for the next chip is updated
using (11)

At the output of the equalizer, nonquantized chip estimates
are despread to form the estimate of the data symbol

The symbol decision is finally made by hard limiting (in the case
of binary PSK) the above estimate

IV. EXPERIMENTAL RESULTS

A series of tests were conducted at short range in shallow
water to determine the performance of the various signals and
receivers. A set of five FHSS and five DSSS signals were trans-
mitted at rates varying from 19 bps to 320 bps using a center
frequency of 13.5 kHz and a 4800-Hz bandwidth. The data rates
and symbol durations are summarized in Table I. The signal
power was approximately 183 dB re micro-Pascal. The FHSS
and DSSS signals were sent in an alternating fashion from the
slowest to the fastest with small delays between the packets. The
purpose of transmitting the signals at five different data rates
was to measure the performance with respect to spreading rate
for both modulation types.

The frequency-hopped signals use binary frequency-shift
keying and step sequentially through all frequencies while the
direct-sequence signals use binary phase-shift keying and Gold
codes [8] for spreading. The number of data bits per packet was
fixed at 416. For the DSSS signals 1024 chips of training were
included at the start of each packet. The entire set of signals
spanned approximately 90 s and the tests lasted 30 to 45 min.
Coarse timing acquisition was achieved by matched-filtering
to a 0.2-s frequency-modulated signal transmitted prior to each
DSSS or FHFSK packet. The FM sweep was also used to
estimate the channel impulse response.

The direct-sequence signals were down converted from the
13.5-kHz carrier to baseband and sampled at 9600 Hz which
provides two samples per chip. The data were processed using

both the symbol-rate matched-filter receiver and the chip-rate
adaptive receiver described in the Section III.

Example impulse responses and spectra of the two
time-varying channels are shown in Fig. 3. The response
is highly reverberant in both cases, but with different decay
constants. In both cases, the multipath produces a frequency-se-
lective spectrum. These channels are relevant for shallow-water
sampling networks or coastal AUV operations. Test 1 was
performed in 20 m deep water over a 400 m path in an enclosed
harbor, while Test 2 was performed over a 500 m path with
depth ranging from 2 m to 6 m. The data were recorded using a
single broadband hydrophone and digitized for later laboratory
analysis. The transmitter and receiver were not rigidly mounted,
but were suspended from a pier and moved 10–30 cm with the
prevailing currents.

A. FHSS Results

The FHSS signals were demodulated using a matched-filter
bank after being synchronized to the FM signal. Hard decisions
were made on the filter bank output and the number of bit er-
rors was measured by comparison with the known data. Suffi-
cient errors were observed with the FHSS signals so as to allow
meaningful BER measurements down to .

The bit error-rate results obtained with the FSK signals are
shown in Fig. 4. It is apparent that increasing the tone length im-
proves the bit-error rate consistently for the very shallow water
test (Test 2), while in the harbor (Test 1) the added energy pro-
vides less improvement at each reduction of data rate, and offers
no improvement at the lowest rate. The reason for the perfor-
mance difference is due to the nature of the acoustic channel.
The harbor has the longest reverberation and the potential for
the highest variability due to currents in the enclosed area. The
very shallow water channel has more spectral nulls, but higher
signal level than in the harbor.

Increasing the amount of energy per bit decreases the bit-error
rate in very shallow water, while in the more reverberant harbor
channel no additional gain is available when the time per symbol
exceeds 26 ms (127 chips per symbol divided by 4800 chips per
second). In channels such as this one, increasing the energy per
bit is more appropriately done by fixing the tone bandwidth and
increasing the coding gain to improve reliability, or by using
fast-hopping where multiple tones are transmitted to convey one
data symbol.

B. Symbol-Rate DSSS Receiver Results

Fig. 5 shows an example of the performance of the simple
matched-filter DSSS receiver. Results of processing one packet
each of spreading rates 31, 63, and 127 are shown. The
code is too short with respect to the multipath delay and, hence,
ISI cannot be neglected. The code is long with respect
to the channel variation so that the AGC and phase tracking rate
of 19 Hz are too low to keep up with changes in the channel. In
both of those cases the receiver fails to converge.

While the receiver operates successfully using three of the
five spreading rates from the very shallow water test, receiver
performance is modest and there are always several bit errors
per packet, resulting in an error rate of approximately to
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Fig. 3. Impulse response estimates and spectra from two shallow-water test sites. The impulse response estimates are obtained through matched filtering a 0.2
sec long 5 kHz bandwidth LFM sweep centered at 13.5 kHz. The spectra are estimated by using a 4800 Hz BW PN sequence sampled at 9600 Hz. (a) A 400 m
link in 20 m deep water in an enclosed harbor. Note the very long delay response and frequency-selectivity.

Fig. 4. Bit-error rate as a function of symbol duration spanning 15 to 255 chip
intervals at 4800 Hz bandwidth for the acoustic channels shown in Fig. 3. Test
1 corresponds to the channel shown on the left in Fig. 3 which is the harbor test
case, Test 2 is the very shallow-water test. The data rates shown are 320, 155,
76, 38 and 19 bits per second.

, which is slightly worse than the performance of FHSS at
the same rate in the same channel.

The poor performance results from the fact that this receiver
neglects multipath, and thus, residual ISI is present at the output
of the despreader. The severity of the ISI depends on the code
length: a shorter code results in a shorter bit interval which
is more susceptible to the residual ISI. At the same time, the
channel variation is tracked at the symbol rate and short code
lengths allow faster amplitude and phase tracking. These two ef-
fects create conflicting requirements for the spreading rate. The
resulting bit rate may not match communication system design
needs in terms of throughput or the number of desired users.

C. Chip-Rate DSSS Receiver Results

The results obtained using the chip-rate adaptive DSSS re-
ceiver are shown in Fig. 6 where the output SNR after equaliza-
tion and despreading is plotted versus the spreading rate. The
measured error rate was near zero for both tests and, thus, it is
more instructive to plot the output SNR than the bit-error rate.
The adaptive filters are updated using perfect feedback so that
the results shown here represent best-case processing with the
chip-rate DFE. The achievable processing gain is now a function
of residual phase distortion and irreducible ISI at the equalizer
output.

For both test cases, the 255 chips per symbol rate offers little
increase in output SNR over the 127 chips per symbol rate.
This fact indicates that there is no performance improvement
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Fig. 5. Results from the symbol-rate receiver with PLL and AGC using code lengths 31, 63 and 127. In the first column are the scatter plots of bit estimates on
which final decisions are made. In each instance there are a few (2–4) bit errors per packet; however, the receiver operation is not affected by error propagation.
Three bits suffice to train the decision-directed PLL. The phase estimates are shown in the second column. The third column shows the signal amplitudeestimated
by the AGC. Both the phase and the amplitude estimates illustrate the rapid time-variation of the shallow-water channel.

Fig. 6. SNR measured at the output of the despreader using the adaptive
equalizer. Test 2 is the very shallow water case which offers better performance
than the highly reverberant harbor. As with the FSK signals, the resulting data
rates are 320, 155, 76, 38 and 19 bits per second for these spreading rates.

to be gained by reducing the symbol rate below 38 bps in this
particular set of acoustic channels. In order to increase reli-
ability at very low data rates, further redundancy is best in-
troduced through error-correction coding rather than through
longer spreading sequences.

Comparing the performance of the two DSSS receivers shows
the superiority of the receiver that uses adaptive chip-rate pro-
cessing. While certain benign channels may allow use of the
matched-filter receiver, for flexibility in selecting the signaling
rate, a chip-rate receiver is highly desirable. Alternative versions
of the fully adaptive receiver are possible, and these are cur-
rently under investigation.

V. CONCLUSION

The performance of frequency—hopping and direct—se-
quence CDMA systems depends upon the nature of the acoustic
channel. Experimental results obtained so far in shallow water
point to the time-variability as the primary limitation to the
performance of the conventional receiver. DSSS is shown to
provide excellent performance when coupled with a chip-rate
adaptive equalizer. Channel variability which is not removed by
the adaptive equalizer ultimately determines the performance
of the receiver at high spreading rates.

The symbol-rate receiver with PLL and AGC is sometimes
adequate, but the range of conditions where it provides satisfac-
tory performance may not be sufficient for multivehicle ocean
sampling networks in shallow water. When the channel changes
faster than the symbol rate, degradation in performance is ob-
served and a chip-rate adaptive receiver is required.

The raw bit error rate of FHSS is higher than that of DSSS for
the same SNR, though FHSS is very simple and thus attractive
for certain applications. In addition, FHSS offers good intrinsic
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near–far resistance, in particular when used with convolutional
coding and soft-decision Viterbi decoding.

This work has presented several candidate signaling methods
and receivers suitable for undersea spread-spectrum acoustic
communication. The single-user cases presented here will serve
as a basis for future work that focuses on multiuser performance
for undersea networks.
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