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ABSTRACT

The Beaufort Gyre in the Arctic Ocean has spun up over the past two decades in response to changes of the wind forcing and sea ice conditions, accumulating a significant amount of freshwater. Here a simulation performed with a high-resolution, eddy-resolving model is analyzed in order to provide a detailed description of the total and eddy kinetic energy and their response to this spinup of the gyre. On average, and in contrast to the typical open ocean conditions, the levels of mean and eddy kinetic energy are of the same order of magnitude, and the eddy kinetic energy is only intensified along the boundary and in the subsurface. In response to the strong anomalous atmospheric conditions in 2007, the gyre spins up and the mean kinetic energy almost doubles, while the eddy kinetic energy does not increase significantly for a long time period. This is because the isopycnals are able to flatten and the gyre expands outwards, reducing the potential for baroclinic instability. These results have implications for understanding the mechanisms at play for equilibrating the Beaufort Gyre and the variability and future changes of the Arctic freshwater system.

1. Introduction

The Beaufort Gyre is an anticyclonic upper-ocean circulation feature that is the largest reservoir of freshwater in the Arctic (Haine et al. 2015; Carmack et al. 2016). Variability of freshwater export from the Arctic has the potential to influence the North Atlantic circulation and climate (Jahn and Holland 2013), for example, through contributing to Great Salinity Anomalies there (e.g., Belkin et al. 1998; Dickson et al. 1988), and affecting deep water formation (Arzel et al. 2008). The potential role of the gyre freshwater reservoir in modulating this export has motivated the recent effort to pin down the functioning of the Beaufort Gyre. This is particularly timely as we know the gyre is not in steady state. Satellite altimetry has indicated that the gyre has spun up during the 2000s (Giles et al. 2012), with hydrographic observations demonstrating that there was an associated increase in freshwater content of over 5400 km$^3$ (around one-third of the content in 2003) between 2003 and 2010 (Krishfield et al. 2014). Characterization of the gyre from recent satellite observations of sea surface height (SSH) has indicated a gyre expansion at a rate of 53,000 km$^2$ yr$^{-1}$ toward the northwest from 2003 to 2014, resulting in the 2014 annual-mean gyre being almost double its 2003 area, with elevated gyre intensity between 2008 and 2012 (Regan et al. 2019).

Our current understanding of Beaufort Gyre dynamics mostly comes from simple process models (Davis et al. 2014; Lique et al. 2015; Manucharyan and Spall 2016; Menegello et al. 2018a; Doddridge et al. 2019) and can be summarized as a three-way balance. At the surface, winds associated with the anticyclonic Beaufort Sea high drive Ekman pumping, and its resulting intensity is largely determined by the difference between the ice and ocean surface velocities (a process known as the ice–ocean governor; Menegello et al. 2018b). The remaining input of energy induces downwelling and deepening of the halocline, which, in simple process models, is balanced by an eddy flux acting to flatten the isopycnals and stabilize the gyre.
This balance is thought to occur on a long time scale (from a few years to a few decades; Dodridge et al. 2019; Johnson et al. 2018; Manucharyan et al. 2017) and suggests a link between small scale features and changes to the large scale circulation. The focus of this paper is to investigate the validity of the three-way balance in a realistic model, and in particular to quantify the response of the total and eddy kinetic energy to the recent spinup of the gyre.

Based on observations from a limited amount of temperature and salinity profiles collected by ice-tethered profiler (ITPs; Toole et al. 2011), Zhao et al. (2016) found that the number of eddies within the western Canada Basin increased in 2013–14 compared to the previous decade, and they hypothesized that this increase might be the consequence of the gyre spinup, resulting from more active baroclinic instability of the Beaufort Gyre. Moreover, the gyre changes could increase the number of eddies since expansion could increase interactions with shelf waters, boundary currents and topography (Zhao et al. 2016), although the presence of a continental slope may also help to stabilize the gyre, impeding the development of baroclinic instability at the edge of the gyre, and thus eddy generation, instead deepening the halocline (Manucharyan and Isachsen 2019). Therefore, determining the response of the eddy field to a gyre spinup is nontrivial. This has not been done before, largely because state-of-the-art numerical simulations do not resolve the small Rossby radius in the Arctic (\(\sim 10\) km; Nurser and Bacon 2014) and thus the evolution of the eddy field in the Arctic remains largely unknown.

Arctic eddies are generated from a variety of mechanisms and on different scales, and their presence was discussed in the literature before their role for Beaufort Gyre dynamics was established. Eddies were first observed in the Canada Basin in the 1970s (Newton et al. 1974; Manley and Hunkins 1985). They serve to transport heat and salt (Hunkins 1981), and can play an important role in the biological pump in the Beaufort Sea (Watanabe et al. 2014). The prevalent mesoscale eddies in the Canada Basin, with diameters around 10 km, are concentrated in the stratified halocline (Timmermans et al. 2008; Zhao et al. 2014). There is a higher density in the southern portion of the basin (Plueddemann et al. 1998; Zhao et al. 2016) where anticyclonic flow is the strongest (Armitage et al. 2017). The depth, size, and core properties of eddies suggest that there are multiple source regions and formation mechanisms (Zhao et al. 2014), to include eddies arising from baroclinic instabilities in the basin interior and in boundary currents, such as the inflow of Pacific Water into the Arctic basin via the Alaskan Coastal Current (Manley and Hunkins 1985) or the Beaufort shelfbreak jet (Plueddemann et al. 1998; Pickart et al. 2013; Spall et al. 2008; Watanabe and Hasumi 2009), and mixed layer instabilities at surface fronts (Brannigan et al. 2017). Examining the distribution of eddy kinetic energy (EKE) provides a first step toward determining the relative contributions of those different instabilities to the mesoscale activity in the Arctic. In the open ocean, surface EKE has been estimated for decades based on satellite observations of SSH (e.g., Le Traon 1991). In the Arctic, ice cover has thus far prevented us to estimate surface EKE, and the recent SSH dataset developed by Armitage et al. (2016) remains at too low spatial (\(\sim 25\) km) and temporal (monthly) resolution to resolve the mesoscale features in the region.

In this paper we use a high-resolution, eddy-resolving Arctic model to investigate the total KE and EKE fields in the Canada Basin, and their links with the dynamics of the Beaufort Gyre in a period of strong spinup. The remainder of this paper is structured as follows. Section 2 briefly presents the numerical model and simulation analyzed in this study. In section 3, we provide a 3D description of the gyre and its temporal variations, and compare the model outputs to available observations. A detailed description of the temporal and spatial variations of the levels of total and eddy kinetic energy is given in section 4, followed by a discussion of the mechanisms at play to explain their variations in section 5. Conclusions are given in section 6.

2. Methods

In this study we make use of the regional Arctic–North Atlantic high-resolution model configuration named CREG12 (Canadian Regional; Dupont et al. 2015). A 5-day mean of model sea surface salinity (SSS) of the Arctic portion of the domain is shown in Fig. 1. CREG12 is a seamless regional extraction (i.e., the “north-fold” discontinuity of the global grid is removed) of the ORCA12 configuration developed jointly by the Drakkar consortium and Mercator-Océan (Barnier et al. 2006; Tréguier et al. 2014), encompassing the Arctic and parts of the North Atlantic down to 27°N. It is based on the NEMO 3.6 (Madec 2016) and LIM 3.5 (Rouset et al. 2015) numerical models for the ocean and sea ice components, respectively. The configuration has a high vertical (75 levels) and horizontal (3–4 km) resolution in the Arctic Ocean, meaning that baroclinic eddies are resolved everywhere in the Arctic except on the shallow shelves (Dupont et al. 2015). Parameterizations include a Laplacian mixing of temperature and salinity along isopycnals, a horizontal biharmonic viscosity, and a
turbulence closure scheme (TKE) for vertical mixing. The representation of tidal mixing effects is included in the new comprehensive parameterization of mixing by breaking internal tides and lee waves (de Lavergne et al. 2019).

Initial conditions are taken from the World Ocean Atlas 2009 climatology for temperature and salinity while the ocean is at rest. The initial sea ice thickness and concentration are taken from a long ORCA12 simulation performed by the Drakkar group. Along the lateral open boundaries, monthly climatological conditions (comprising 3D velocities, temperature and salinity, and sea ice thickness and concentration) are taken from the same ORCA12 simulation. In particular, the transport of volume, heat and freshwater through the Bering Strait are comparable to the observational estimates from Woodgate et al. (2015). Regarding the atmospheric forcing, we use the latest version of the Drakkar Forcing Set (DFS 5.2), which is an updated version of the forcing set described in Brodeau et al. (2010). Inputs from the river and ice sheet runoff are based on the Dai and Trenberth (2002) climatological dataset, which has been recently corrected to include the large and increasing contribution from Greenland (Hu et al. 2019).

The simulation covers the period 1979–2014, and we only analyze the following the period of 1990–2014, in order to allow for the adjustment of the ocean and sea ice conditions. All analysis is carried out on 5-day mean model outputs unless otherwise stated.

3. Variability of the Beaufort Gyre

We first evaluate the capacity of the model simulation to reproduce the spatiotemporal variability of the Beaufort Gyre as captured by available observational datasets. We make use of the altimetry-derived Dynamic Ocean Topography (DOT) dataset produced by Armitage et al. (2016, 2017), spanning 2003–14 with monthly temporal resolution and 0.75° × 0.25° resolution in longitude and latitude, respectively. Following the method of Regan et al. (2019),
we define the gyre in both the observations and the model output as follows, noting that model SSH is equivalent to observed DOT, albeit referenced to a different constant level. First, the maximum SSH within the box defined by 140°–280°E, 68°–81.5°N is deemed the gyre center. When the gyre is present, its SSH at the center exceeds that of individual eddies, so this method identifies the center of the gyre rather than an individual anticyclonic eddy (verified by visual inspection). Then the gyre area in the model is defined as the largest closed SSH contour around this maximum.

Based on this detection algorithm of the gyre, we find that the model successfully reproduces both the location of the Beaufort Gyre and its shift over 2003–14 (Figs. 2a,b). The annual-mean gyre extent varies between the deep basin with a western limit over the Northwind Ridge in 2003, to a bathymetry-bounded large gyre reaching the Mendeleev Ridge to the west and the continental slope north of the Canadian Arctic Archipelago to the east in 2014. The northward extent also generally varies in line with DOT observations. Quantitatively, some differences between the model and altimetry data do exist. Some are expected due to the differing resolutions of the two products; for example, more spatial variability might be expected in the model which is at a higher resolution. The increase of the gyre area and the shift of its center toward the northwest is also less linear in the model than in the observations, with the gyre area in the model being, for instance, roughly as large in 2005 as in 2012 (Fig. 2b). One should note that the maps shown Figs. 2a and 2b are based on the detection of the gyre from annual-mean SSH, and thus the variations captured here slightly differ from the variability visible in Figs. 2c and 2d, which are based on monthly mean SSH fields. Nonetheless, the seasonal and interannual variability of the gyre area is well represented, with a correlation coefficient of 0.64 between the two time series after removing the linear trend (Fig. 2d). The mismatch in gyre area between the simulation and the observations in 2007 and 2008 is partly due to the 81.5°N northern limit of the satellite data before 2011.

The model also accurately simulates the maximum SSH variability when compared to the DOT variability from observations (Fig. 2e), with a correlation coefficient of 0.63 after detrending. This parameter was found to be a good proxy for the intensity of the gyre (Regan et al. 2019), and thus also reflects the variations of the freshwater content stored within the gyre (e.g., Proshutinsky et al. 2009). Indeed, when compared against the freshwater content estimated from summertime CTD and mooring data from the Beaufort Gyre Exploration Project (BGEP; Proshutinsky et al. 2020) averaged over a box bounded by 190°–230°E, 70.5°–80.5°N (excluding the regions shallower than 300 m), hereafter termed the “BG box,” the documented increase in freshwater content occurring after 2007 is also captured well (Fig. 2e). A good representation of the integrated freshwater content suggests that the model is able to accurately represent the variations of both the salinity in the halocline and the depth of the isohalines (see also Figs. 3e–h).

Both the time series of the freshwater content and the maximum SSH (and thus the gyre intensity) suggest that a regime shift occurs in 2007–08, with a spinup phase occurring from 2003 to 2007, and a stabilization after 2008, consistent with the modeling results of J. Zhang et al. (2016). In the following, we will contrast these two periods (referred to as “spinup” for 2003–07 and “post-spinup” for 2008–14) when examining the energetics of the gyre, and compare them to the long term average (1990–2014). The variability of the gyre is partly driven by the surface forcing (Fig. 2g; Meneghello et al. 2017; Regan et al. 2019); the rapid shift occurring in 2007–08, which has been linked to short-lived anomalous surface forcing (e.g., Zhong et al. 2019b), is also discussed in section 5.

While the observational datasets provide an accurate description of some aspects of the spatiotemporal variability of the Beaufort Gyre, models outputs are required to obtain a full 3D description of the gyre. To investigate its vertical structure, we use two sections that intersect at the 190°–200°E mean center of the gyre, referred to as sections A (south–north) and B (east–west), as shown in Fig. 1. The increase in SSH occurring from 1990 to 2014, associated with freshwater convergence within the gyre, is accompanied by a deepening of the halocline in the center of the gyre (Figs. 3a–d; corresponding bathymetry shown in Figs. 3i,j). Note that in the cold Arctic, isohalines and isopycnals are roughly equivalent. The mirroring of SSH and isohalines on time scales longer than a season is expected as the Beaufort Gyre dynamics can be examined considering the system as a fresh layer overlying a stationary Atlantic layer (e.g., Davis et al. 2014), that is thus governed by the dynamics of a 1.5-layer reduced gravity model. The deepening in the gyre center was indeed seen in simple process models (e.g., Manucharyan and Spall 2016). However, the model mean salinity section here demonstrates a clear asymmetry across the gyre that was not captured in those idealized models (Figs. 3e,f) but is present in the MIMOC climatology (Schmittko et al. 2013), plotted along sections A and B in Figs. 3g and 3h). Overall the model reproduces well the depth of the halocline and the steep salinity gradient across it, although the
FIG. 2. Annual-mean gyre extent from 2003 to 2014 in (a) DOT observations from Armitage et al. (2016, 2017) and (b) the model, overlaid onto GEBCO bathymetry and model bathymetry, respectively. The center of the gyre in each year is also shown with a dot. (c) Anomaly from the 2003–14 mean of the monthly maximum height of the gyre SSH (red) and observed DOT (blue). (d) Monthly gyre area in the model (red) and observations (blue). (e) Average freshwater (FW) content relative to 34.8 psu in the BG box from the model (red) and the BGEP (blue dots). (f) Vertically integrated APE from the base of the halocline to the surface, based on the method by Polyakov et al. (2018). (g) Average Ekman pumping within the BG box (red, with 30-day running mean shown in black), estimated from the surface ocean stress from the model.
model is not as fresh at the surface as in observations. Note that this feature is most often poorly reproduced by state-of-the-art ocean–sea ice models (e.g., Lique et al. 2016; Wang et al. 2016). The deepest portion of the gyre occurs close to the southern and eastern bathymetry; on those sides of the gyre, isohalines are steep, while the northern and western portions have flatter isohalines. Over 1990–2014, the isohalines gradually deepen both at the center and over the portion of the gyre that is free to expand, whereas the side constrained by bathymetry varies less, as seen in the depression of the 33-psu isohaline (Figs. 3c,d). In conjunction with this, the center of the gyre moves farther away from the continental slope due to the northwest shift of the gyre as seen in Figs. 2a and 2b.

During the early 1990s, when surface forcing was often cyclonic (e.g., Fig. 2g; Proshutinsky et al. 2015), the 33-psu isohaline is roughly flat all across the gyre (Figs. 3c,d). After 2000, as the center starts to shift toward the northwest, the depth of the 33-psu isohaline at the center of the gyre also increases. This deepening is accelerated between 2005 and 2010, and in particular during the year 2007 when there was an anomalously anticyclonic summertime Beaufort Sea high (Serreze and Barrett 2011) associated with anomalously strong downwelling during the year (Fig. 2g; Meneghello et al. 2018b). Thus, as a result of the gyre spinup and increased freshwater content within the gyre, the 33-psu isohaline through the gyre is depressed by 36 m when comparing the 1990–2007 and 2008–14 averages, deepening from 181 to 217 m. A deepening of 15 m is seen between 2007 and 2008, and after 2010 the isohaline deepens west of 200°E, which is concurrent with the expansion over the Chukchi Plateau. In the interior of the Beaufort Sea, Timmermans et al. (2014) observed a deepening of around 20 and 30 m of the 31- and 33-psu isohalines, respectively, between 2007 and 2008, which is similar to the rapid deepening in the center that we find here. The deepening of the isohalines is also consistent with the observed deepening of ~30 m of the nutricline and chlorophyll maximum in the interior of the Canada Basin over the period 2003–09 reported by McLaughlin and Carmack (2010). One should remember, however, that the changes in isohaline depth are not solely a response.
to the dynamical wind forcing and might also reflect changes in water masses found in the halocline. For instance, using oxygen, temperature, and salinity measurements, Shimada et al. (2005) suggest that depressions in isohalines between 32.5 and 33.5 psu observed during summer 2002 and 2003 along 150°W could be attributed to a shift in the respective contributions of summer and winter Pacific Water inflow. This contribution is also likely to be affected by interannual changes to pathways and advection (Zhong et al. 2019a).

In summary, the model reproduces well the observed properties of the Beaufort Gyre and their spatial and temporal variability. The 3D description of the gyre obtained from the model suggests large changes of the depth and slope of the different isopycnals as the gyre spins up and stabilizes over time, suggesting potential implications for the development of baroclinic instability. In the following, we explore the response of the levels of total and eddy kinetic energy to the changes of the large-scale gyre circulation.

4. Energetics of the Canada Basin

a. Computation of the total and eddy kinetic energy

We start by defining the different metrics we use to examine the energetics in the Canada Basin, and explain how their calculations are performed. First, we compute the total kinetic energy $KE$ as $KE = 0.5(u^2+v^2)$. We use the 5-day mean velocities $(u, v)$ for the computation. The velocities can be further decomposed into a time-mean and an eddy part, $(u, v) = (\bar{u} + u', \bar{v} + v')$, from which we can decompose $KE$ into a mean kinetic energy $[\text{MKE} = 0.5(\bar{u}^2 + \bar{v}^2)]$ and an eddy kinetic energy $[\text{EKE} = 0.5(u'^2 + v'^2)]$ component. Here we follow Rieck et al. (2018) and use annual means to compute $\bar{u}$ and $\bar{v}$ as opposed to the long-term mean that is often considered (e.g., Hogg et al. 2015). This allows us to account for interannual variations of the mean currents and in particular for the effects of the gyre spinup that occurs over the period considered (Fig. 2). One should remember, however, that, while mesoscale eddies are expected to account for most of the EKE (Wunsch 2002), our EKE fields also account for short term variations of the large scale circulation as well as meanders and shifts of the current core and waves. In particular, we know that there is also some variability in the Beaufort Gyre circulation on seasonal time scales, but these variations remains small compared to the variations occurring on interannual-to-decadal time scales (e.g., Regan et al. 2019), and the EKE estimated using $\bar{u}$ and $\bar{v}$ computed as 3- and 12-month running means gives qualitatively the same results as those presented in the following. An additional Reynolds stress term arises from the correlations between the mean and the fluctuation of each velocity component as our mean is constructed of annual means as opposed to the long-term mean; this term is an order of magnitude smaller than the MKE and EKE terms and is therefore neglected.

b. Horizontal maps

To quantify the spatial variability of the gyre energetics, we first examine maps of the long term means of KE, MKE, and EKE, both at the surface and in the halocline at 147 m (Figs. 4a–c and 5a–c). The three fields are highly variable but there are a lot of similarities between them, both at the surface and in the halocline. Interestingly, the partition of KE into a mean and an eddy part reveals that the two are of the same order of magnitude both along the continental slope and in portions of the interior. This is at odds with what is observed in most of the open ocean at the surface, where EKE is thought to be one to two orders of magnitude more energetic than the MKE (e.g., Wunsch 2002), and is likely due to the small beta effect associated with the nonzonal mean flow (Spall 2000). The contrast is even more striking within the halocline at 147 m, where MKE in the interior of the basin toward the northwest portion of the gyre exceeds the contribution to KE from EKE.

The most energetic part of the region appears as high KE along the continental slope in the southern Canada Basin (between 200° and 230°E) both at the surface and in the halocline (Figs. 4a and 5a). The values of KE there are an order of magnitude higher than in the basin interior in the 1990–2014 mean. This is also a region of elevated MKE and EKE compared to the interior, where the maximum EKE in the interior is just 7% of the maximum EKE on the slope at both the surface and 147 m. Large surface MKE at this location is consistent with the highest geostrophic velocities observed by Armitage et al. (2017). The strongest mean currents are where most mesoscale eddies form (e.g., Manucharyan and Isachsen 2019), which here is reflected in the high levels of EKE found along the continental slope that regularly exceed $1 \times 10^{-2} \text{m}^2\text{s}^{-2}$, and reach up to $4 \times 10^{-2} \text{m}^2\text{s}^{-2}$ in isolated locations. This maximum in EKE in the boundary current corresponds to the largest lateral shear. Although high, the levels of EKE found there remain lower than in the energetic regions commonly found in the open ocean, for example the midlatitude western boundary currents and equatorial regions where EKE exceeds $5 \times 10^{-2} \text{m}^2\text{s}^{-2}$ over large areas (Rieck et al. 2015) and the Gulf Stream region where EKE can approach $2 \times 10^{-1} \text{m}^2\text{s}^{-2}$ in its most energetic part (Zhai et al. 2008). Nonetheless, the EKE along the continental slope in the Canada Basin is generally of a
similar magnitude to that of the modeled EKE found by Trodahl and Isachsen (2018) in the Labrador and Nordic seas, though here the EKE is concentrated to a very narrow band while Trodahl and Isachsen (2018) find more widespread bands around shallow bathymetry and in the deep basin. The narrow band arises from a combination of coherent eddies generated from the boundary current or from the Barrow Canyon inflow that then follow the continental slope (Spall et al. 2008; von Appen and Pickart 2012) and boundary currents that can vary in both magnitude and direction on subannual time scales (e.g., Pickart 2004; Spall et al. 2018). An illustration of this is the temporary reversal of the eastward Beaufort shelfbreak jet observed in November 2002 by Pickart et al. (2013). Similarly, the inflow through Barrow Canyon also reverses subannually in the model (not shown), and the expanded gyre toward the latter part of the time period also reaches this region in winter (Regan et al. 2019). These variations are not accounted for in the annual-mean currents and therefore have an imprint on EKE.

Away from the continental slope, the partitioning of KE into EKE and MKE reveals different spatial distributions (Figs. 4a–c and 5a–c). The mean EKE is qualitatively similar to the mean KE at both the surface and at 147 m across the Canada Basin, while the spatial distribution of MKE is more variable, with a clear imprint of the gyre within the basin interior. This is particularly visible on the northward extension of the gyre (north of 75°N), where the gyre is not constrained by bathymetry and can move more freely (Regan et al. 2019). At 147 m, the northward extension of the gyre also has a signature on the EKE pattern, though the EKE remains low over the Chukchi Plateau.

While the basin interior is less energetic than the slope, eddies have been observed there previously (e.g., Newton et al. 1974; Timmermans et al. 2008; Zhao et al. 2016). Manley and Hunkins (1985) investigated the interior gyre KE (at approximately 75°N, 150°W) using daily under-ice profiles over 1975–76, and found that the EKE made up over 98% of the total KE (with 37% of the EKE below 30 m attributable to individual eddies). This is at odds with our model results suggesting that MKE and EKE are of a similar order of magnitude in the interior, the average MKE and EKE as a percentage of KE in the central gyre (Fig. 1, red box) being 30% and 70% at the surface and 47% and 53% at 147 m, respectively. This different partitioning could likely be attributed to the difficulty of defining a mean flow in regions with very weak mean currents contrasting with the passage of several highly energetic eddies.

Comparison of the spinup (2003–07) and post-spinup (2008–14) periods demonstrates a clear shift in energetics (Figs. 4d–i and 5d–i). Indeed, the total KE significantly increases across the gyre during the latter period compared to the spinup phase, visible both at the
surface and in the halocline. Given that the main dynamical equilibrium of the gyre determined from simple process models is thought to be a balance between the Ekman pumping and eddy flux (Davis et al. 2014; Doddridge et al. 2019), one would expect that the spinup of the gyre would result in an increase of the EKE [although some delay of the response could be expected arising from the so-called eddy memory mode described by Manucharyan et al. (2017)]. Our simulation shows that this is not the case. Looking at the partitioning between MKE and EKE reveals that the raise in total KE is predominantly due to a raise in MKE, which increases by up to $2 \times 10^{-4}$ m$^2$ s$^{-2}$ both at the surface and at 147 m in the interior between the two periods. At 147 m, this results in MKE contributing over double that of EKE across the gyre interior. Along the continental slope, where Armitage et al. (2017) reported the strongest increase in geostrophic currents in 2007–10 compared to 2003–07, the MKE increases even more, with an increase exceeding $2 \times 10^{-3}$ m$^2$ s$^{-2}$ at the surface and $1 \times 10^{-3}$ m$^2$ s$^{-2}$ at 147 m around 200ºE. The increase is particularly visible along the energetic southwestern portion of the basin, with a widening band at the surface appearing in the post-spinup period, extending from where the gyre reaches the continental slope by the Chukchi Sea (between 200º and 205ºE) and into the gyre interior, particularly north of Barrow Canyon. In contrast, the EKE increases much less between the two periods, and the spatial pattern remains broadly similar.

c. Vertical sections across the gyre

To better understand the changes visible on the energy maps, we examine the vertical distribution of KE, MKE, and EKE across the gyre for the same three periods (Fig. 6), making use of section B (see Fig. 1 for the location of the section).

On the long-term mean, the total KE is intensified across the surface of the gyre, down to ~30 m, which corresponds broadly to the base of the mixed layer (Fig. 6a). Below this, extending down to around 200 m, there is an additional halocline signature. This is in line with the vertical structure of KE observed by Manley and Hunkins (1985): a surface peak in the top 0–30 m (due to energy in the mixed layer from ice motion and wind), followed by a subsurface KE peak with maxima at 120 m and extending from 30 m to the lower limit of the dataset (200 m). In the halocline, localized enhancements of KE reach up to $4 \times 10^{-4}$ m$^2$ s$^{-2}$, with values generally exceeding $1 \times 10^{-4}$ m$^2$ s$^{-2}$. Looking at the partitioning between MKE and EKE reveals that the structure of KE results from both contributions, depending on the region considered (Figs. 6b,c). In the interior of the gyre, away from the continental slope and below the mixed layer, MKE exhibits coherent values.

FIG. 5. Maps of (left) total KE, (center) MKE, and (right) EKE (m$^2$ s$^{-2}$) at 147 m, in the halocline. Shown are the (a)–(c) 1990–2014 average, (d)–(f) 2003–07 (spinup) average, and the (g)–(i) 2008–14 (post-spinup) average. Bathymetry contours are shown at 500, 1000, and 1500 m in gray.
around $1 \times 10^{-4} \text{ m}^2 \text{s}^{-2}$ throughout the halocline excepting the gyre center and accounts for most of the KE, while the surface intensification of KE across the section reflects high levels of EKE. Along the continental slope and over the Chukchi Plateau (Figs. 6a–c, longitudes 230°–220°E and 205°–190°E, respectively), both MKE and EKE contribute significantly to KE, although the EKE is larger than the MKE.

A striking feature of the vertical section of EKE is the subsurface intensification, with, for example, values at 114 m, in the subsurface peak, being over 85% of the average EKE in the top 10 m at 190°E. This is again in sharp contrast with what is usually reported from observations or models in the open ocean, where EKE tends to decrease significantly with depth [e.g., in the Gulf Stream (Richardson 1983), the South China Sea (Z. Zhang et al. 2016), and the southeast Pacific (Balwada et al. 2016)]. A similar behavior was found in the Arctic modeling study of Maslowski et al. (2008) who reported that EKE can reach $1 \times 10^{-3} \text{ m}^2 \text{s}^{-2}$ at the surface and around 300 m offshore of the continental slope.

The general spatial and depth-dependent distributions of the energetics are enhanced when the gyre is spun up (Figs. 4g–i, 5g–i, and 6g–i). The spinup phase is comparable to the 1990–2014 mean (Figs. 6d–f), and the lower halocline EKE is actually reduced during the spinup over 2003–07 between 190° and 215°E (Figs. 6c,f). However, in the post-spinup phase (2008–14), all quantities increase as the isohalines in the gyre deepen from the 1990–2014 mean (Figs. 6g–i; also shown in Fig. 3). As already suggested by the maps, the MKE response is over double that of EKE in the interior gyre and more widespread consistently below 30 m, but the EKE response, while elevated at depth, is not increased greatly, despite the deepened isopycnals (Figs. 6c,i). Indeed, large reductions in EKE are visible on the continental slope (east of 218°E) at depth by over $1 \times 10^{-3} \text{ m}^2 \text{s}^{-2}$. In contrast to EKE, the MKE increases all across the gyre, again accounting for most of the increase in KE. The vertical sections also reveal that the widening of the boundary current along the eastern side of the gyre is coherent from the surface to the base of the halocline (Fig. 6h).

d. Temporal evolution

The clear shift in energetics between the two periods raises the question of how the transition occurs. Figure 7 shows Hovmöller plots of KE, MKE, and EKE averaged spatially across both the BG box (a region encompassing the full gyre; see blue box in Fig. 1) and the central gyre region (representative of the gyre interior; see red box in Fig. 1). There is a clear elevated signal in all quantities down to around 200 m, with this depth varying
slightly both interannually and seasonally. This depth corresponds broadly with the lower limit of the gyre defined by the 33-psu isohaline (Fig. 3). Comparing the energy levels within the full gyre to the interior, the Hovmöller plots reveal that the temporal evolution of KE and its partitioning are similar in both the BG box and central gyre, although the energy is roughly an order of magnitude lower when only the gyre interior is considered.

A strong increase in the top 200 m of the MKE (and thus of the total KE) is visible after 2008, with a doubling above 80 m and the top 20 m being over 3 times higher on the 2008–14 average compared to the 1990–2007 average, in line with the transition identified from the time series of the freshwater content and gyre intensity (Fig. 2), although here the transition seems sharper. This transition is likely the result of the strong anomalous downwelling occurring in 2007–08 (Fig. 2g; Regan et al. 2019; Meneghello et al. 2018b) that may have served to help shift the gyre into a new equilibrium, with higher mean currents, but also higher levels of EKE in 2007–08 visible on Fig. 7f in the central gyre. Yet, after 2008, the MKE remains high while the EKE appears to decrease again, resulting in the weak EKE signature in the spun-up vertical section compared to the elevated MKE (Figs. 6h,i).

In the central gyre, there is also an increase in KE in 1998 (Fig. 7b), due to the beginning of the anticyclonic phase of the atmospheric circulation (e.g., Proshutinsky et al. 2015). It results in temporary gyre spinup, with the raised total KE predominantly due to an increase in EKE as opposed to MKE, in contrast to the 2007–08 rise. It is also accompanied by a small rise in SSH and freshwater content (Fig. 2), but the interannual rise is dwarfed by seasonal variability. In this situation, the gyre appears to fully readjust to the pre-spinup values without reaching a new equilibrium.

It is also interesting to examine the seasonal variations of EKE, which strongly affect the temporal evolution of KE. Notably, the surface signal identified in the EKE section is a highly energetic, summer-intensified signal that quickly disappears in the autumn and does not return until the spring. This is most likely due to a combination of friction of sea ice at the surface dissipating...
the energy (Ou and Gordon 1986) and also a lack of generation of surface baroclinic eddies in the winter due to the presence of sea ice, suggesting that an intensification of the surface EKE would likely not survive longer than the seasonal time scales. The surface intensification of the EKE appears more connected to subsurface EKE after 2007 in the BG box, likely due to the receding sea ice during that period reducing the dissipation of eddies at the surface in parts of the region. In contrast, the layer of enhanced EKE in the halocline intensifies and thickens over summer–autumn but remains year-round. The presence of some seasonality here is partly explained by the definition of EKE used, which encompasses the seasonal variations of the mean currents, and also the use of a fixed box for our average, both of which do not account for the seasonally expanding and contracting gyre. In the central gyre, the largest levels of EKE are found in 2012 and are related to a large individual eddy from Barrow Canyon entering the gyre during the August and remaining until the spring (not shown), that imprints strongly on the central gyre EKE and total KE (Figs. 7b,f). Timmermans et al. (2008) observed subsurface eddies such as this and suggested from current speed measurements that, assuming a straight path, they can have a lifetime of at least 6–18 months when advected into the interior of the basin.

In the next section we explore the mechanisms at play to generate the EKE in the context of the gyre spinup.

5. Generation of eddy kinetic energy in the gyre

a. Computation of potential energy and energy transfer

To better understand the variability in EKE in the gyre, we look at EKE generation via baroclinic instability, which idealized models suggest is the first-order response to Ekman pumping to stabilize the gyre (e.g., Manucharyan and Spall 2016; Davis et al. 2014; Doddridge et al. 2019). To do this, we compute the transfer of eddy potential energy (EPE) to eddy kinetic energy (EKE), which is associated with local baroclinic instability (e.g., Beckmann et al. 1994; Eden and Böning 2002; von Storch et al. 2012). This is the secondary stage of the Lorenz energy cycle, the first being mean potential energy (MPE) to EPE. The EPE EKE transfer term can be written as a vertical buoyancy flux anomaly

\[ T_{BC2} = w' b' \]

where \( w \) is vertical velocity, \( b = -g(T - T_0) \) is buoyancy, and \( T_0 = 1027.5 \text{ kg m}^{-3} \). As in the EKE computation, the prime denotes the anomaly from the annual means, meaning that the seasonal cycles of both the Ekman pumping and the buoyancy might also contribute significantly to \( T_{BC2} \) without driving baroclinic instabilities. Overall, a positive value of \( T_{BC2} \) indicates a transfer from EPE to EKE, meaning that lighter water masses are associated with upward motions, and denser water masses are associated with downward motions (e.g., von Storch et al. 2012). In this situation, the model isohalines flatten, releasing potential energy, and EKE is generated in the process. A negative value of \( T_{BC2} \) indicates lighter water masses being associated with downward movements, such as a deepening of the isohalines in the gyre due to Ekman pumping. For comparison with this term, we also compute the MPE to EPE transfer term as

\[ T_{BC1} = -\left( \frac{g}{\rho_0} \right) \left( \frac{\partial T}{\partial x} \right) u' \rho' + \left( \frac{\partial T}{\partial y} \right) v' \rho' \]

(e.g., Beckmann et al. 1994). Negative values of both terms mean a transfer from EKE to the available potential energy (APE) reservoir, while positive values of both terms mean a transfer from the potential energy reservoir to EKE. Note that, in our model, we found that the generation of EKE through barotropic instability is an order of magnitude lower than that of baroclinic instability (not shown).

Given that the baroclinic instability results in an energy transfer between the potential and kinetic energy reservoirs, it is instructive to look briefly at the potential energy reservoir itself. This quantity is not well defined. It encompasses both available and background potential energy, of which only the former (APE) is readily available for exchange to kinetic energy (Winters et al. 1995). As such, attempting to rigorously estimate MPE, EPE, and APE is beyond the scope of the study. To step away from this complexity, we only look at the total APE, which has been suggested by Polyakov et al. (2018) to provide information on the stratification in the halocline and its stability. Following Polyakov et al. (2018), we estimate the vertically integrated total APE as

\[ APE = \int_{z=0}^{\zeta_1} g(\rho - \rho_{ref}) z dz, \]

where \( g \) is gravitational acceleration, \( z \) is depth, \( \zeta_1 \) is the depth of the halocline base, and \( \rho_{ref} \) is the potential density at the base of the halocline. As in Polyakov et al. (2018) and Bourgain and Gascard (2011), the halocline depth here is the depth below the mixed layer at which \( \alpha(\partial S/\partial z)/[\beta(\partial S/\partial z)] = 0.05 \), where \( \alpha \) and \( \beta \) are the thermal expansion and haline contraction coefficients, respectively. Bourgain and Gascard (2011) note that this ratio can be used to identify a shift from the halocline to the thermocline; they found that a ratio of 0.05 resulted in the best fit for identifying the transition in individual pressure, temperature, and salinity profiles. The total APE averaged in the BG box here (Fig. 2f) has a magnitude similar to that found in
observations from ships and ITP data within a similar box by Polyakov et al. (2018). They also found a monotonic increase in APE between 2005 and 2010 on their annual-mean computations, although our model results are around $1 \times 10^5$ J m$^{-2}$ larger in the spin-up phase after 2008 than the APE of Polyakov et al. (2018). We note here that, as expected, the total APE variability closely follows that of freshwater content (Figs. 2e,f). The elevated APE after 2008, being nearly 30% larger in the spin-up phase than in the pre-spinup phase, suggests that the gyre halocline is deeper and more stable in the post-spinup phase than before, potentially limiting the ability to mix heat between the surface and the Atlantic Water below despite increased surface forcing due to sea ice decline (Davis et al. 2016) and likely affecting the intensity of the circulation in the Atlantic Water layer (Lique and Johnson 2015).

b. Time evolution of energy transfer

To analyze the transfer of energy between EPE and EKE due to baroclinic instability in the region, we first look at Hovmöller plots of $T_{BC2}$ averaged within the BG box and central gyre (Figs. 7g,h). Most of the energy transfer occurs within the top 200–300 m where the gyre resides. The magnitude of $T_{BC2}$ is higher when considering the BG box rather than just the central gyre due to the inclusion of the boundary current, which is known to generate eddies via baroclinic instability (e.g., Spall et al. 2008). This can also be seen in horizontal maps of $T_{BC2}$ at 147 m depth in 2007 and 2008 (Fig. 8). Just as for EKE (Figs. 7e,f), the vertical structure of $T_{BC2}$ displays bands of different behavior with depth, although on the temporal average, $T_{BC2}$ is positive below 15 m, suggesting an overall transfer to EKE. In the mixed layer itself, the predominant behavior is a weakly negative $T_{BC2}$, while at the mixed layer base, there is a seasonal shift between strongly positive and negative $T_{BC2}$ as the mixed layer shoals and deepens. This seasonal cycle of $T_{BC2}$ is consistent with the seasonal cycle exhibited by APE (Fig. 2f), and is likely driven by seasonal inputs of freshwater from sea ice melt and freezing and terrestrial runoff and interactions with the surface forcing. Reduced negative $T_{BC2}$ in the mixed layer between 2001 and 2004 also corresponds to a period reduced seasonality of the APE (Fig. 2f).

Further down the water column, the transfer of energy is generally weaker, particularly in the central gyre, though there are still periods with elevated values (Figs. 7g,h). In the lower halocline there are short-lived episodes of both positive and negative $T_{BC2}$ which may be due to the shifting position of the halocline base and associated isohalines as the gyre expands and contracts seasonally. The layer between the surface and lower halocline, where EKE is reduced (Fig. 7f), has a band of positive $T_{BC2}$ in the BG box throughout the time period (which is also present in the central gyre but with a lower magnitude). Notably, in this layer in 1998–2002 and 2007–08 there is a strong positive $T_{BC2}$ signal in both the BG box and the central gyre, corresponding to years when the EKE is also elevated in the halocline in the central gyre (Fig. 7f). The former is preceded by a strong negative $T_{BC2}$ signal, suggesting conversion to potential energy that extends deep into the water column in the central gyre (Fig. 7h). The signatures of the elevated EKE extend deeper in the water column (down to the gyre base) than the positive $T_{BC2}$ (down to 100 m), and appear with a time lag of the order of a few weeks, likely due to the growth time of the instabilities (G. Meneghello et al. 2019, unpublished manuscript).

The transition to higher total KE and MKE occurs abruptly over 2007–08 (Figs. 7a–d), unlike the gradual increase in freshwater content and APE during the 2000s (Figs. 2e,f). It coincides with the largest sub-surface $T_{BC2}$ in the central gyre (Fig. 7h) during a year of anomalously strong downwelling (Fig. 2g; Meneghello et al. 2018b). Zooming into the transition, Figs. 8a, 8b, 9b, and 9e show maps at 147 m and vertical sections across section B of $T_{BC2}$ for the 2007 and 2008 annual means. The $T_{BC1}$ term is also shown in Figs. 9c and 9f for comparison. The signature in 2007 is dominated by strong negative $T_{BC1}$ down to around 50 m, and a gyre-wide negative $T_{BC2}$, which extends from around 50 to 300 m (Fig. 9b). There is an additional, weaker lower halocline signature in the eastern gyre in $T_{BC1}$. This strong negative signal of both $T_{BC1}$ and $T_{BC2}$ suggests an overall large transfer from EKE to the MPE reservoir. Figure 7h suggests that in 2008, there is a subsequent strong positive $T_{BC2}$, but this is more localized, mainly along the continental slopes (Fig. 8b) and close to the surface (Fig. 9e), and it does not dominate the interior gyre at depth like the negative signal in 2007 (Figs. 9b,e). In general, the localized distribution of $T_{BC2}$ in 2008 is more typical of other years in the study period, though slightly enhanced (not shown). Thus, while the gyre usually experiences a net transfer to EKE via baroclinic instability, in 2007 there is instead a strong, gyre-wide transfer to MPE and EPE, the latter of which occurs down to the gyre base, and is reflected in the total APE (Fig. 2f).

A comparison of EKE, $T_{BC1}$, and $T_{BC2}$ over the transition shows that areas of steeper isohalines compared to the 1990–2014 mean isohalines are accompanied by high levels of both positive $T_{BC2}$, $T_{BC1}$, and EKE.
Therefore EKE is generated via baroclinic instability where isohalines steepen. However, this is not enhanced significantly (Figs. 9a,d) in response to the gyre-wide negative $T_{BC2}$. Thus, an anomalous year of Ekman pumping serves to change the mean state of the gyre, but EKE is only elevated temporarily (Fig. 7h). With the exception of Manucharyan and Spall (2016) and Manucharyan et al. (2017), idealized models have historically used a step change in surface forcing and analyzed the gyre response and its time scale. This differs from the scenario here, which is a short-lived change in surface forcing. It is clear from this analysis that such fluctuations of the magnitude of the forcing are an important consideration, affecting the gyre MKE and EKE on different time scales.

c. Role of bathymetry and gyre asymmetry

We have shown that, in contrast to what has been suggested from idealized process models, the spinup of the gyre is largely accompanied by an increase in MKE while the EKE does not increase significantly. We thus investigate how the interior of the gyre adjusts to its new state.

The continental slope, over which the gyre has expanded during the spinup phase (Fig. 2b), has recently been described as a feature that tends to impede the development of baroclinic instability (Manucharyan and Isachsen 2019). Starting from the Eady theory...
(Eady 1949), a simple parameter $\delta = s_b/s$ (where $s$ is the isopycnal (isohaline) slope and $s_b$ is the slope of the bathymetry) can be defined and used to determine if the current over the slope is baroclinically stable or not. According to this simple formulation, the southern portion of the gyre lies within the $d_1$ regime. This means that it is stable even when the gyre is spun up, since the isohaline slope is always much smaller than the continental slope (Figs. 3c,d; Manucharyan and Isachsen 2019). Yet, Figs. 4 and 5 do show elevated levels of EKE on the slope, and Figs. 8 and 9 also reveal the generation of EKE there. Despite the stabilizing effect of the slope, the Eady theory might be too simple to fully capture the complexity of the interactions between the gyre and the slope. First, the continental slope around part of the gyre is so steep that the dynamical regime found here may not differ largely from the regime that we would expect with a vertical wall instead of a slope (as in Meneghello et al. 2018a). Second, Manucharyan and Isachsen (2019) note that the Eady theory ignores eddy momentum fluxes, whereas, in reality, barotropic instability acts over the slope to transport the momentum into the interior where baroclinic instability is then able to develop. Indeed, similar to the results of Manucharyan and Isachsen (2019), our model also exhibits higher transfer of MKE to EKE associated with barotropic instability over the continental slope (not shown).

Away from the continental slope, the response to the strong forcing anomaly in 2007 is different. Comparing the isohaline on the northern and western portions of the gyre against the southern and eastern portions, we find that the latter slopes are generally flatter (Fig. 3). The gyre is also strongly asymmetrical (Fig. 2b), so that the center of the gyre is closer to the side of the gyre constrained by the continental slope. Notably, the spinup of the gyre results in a stronger steepening of the isohalines in the southern and eastern portions. This is because they are bounded by bathymetry and therefore are restricted by the continental slope. In contrast, in the north and west, expansion relaxes the isohalines, reducing the potential for baroclinic instability and EKE generation compared to what would be expected from just an intensification of the gyre bounded by bathymetry everywhere. This expansion is most likely a response of the time and space variations of the Beaufort Sea high (Regan et al. 2019). Figure 10 shows the average sea level pressure in the region for the full time period, and the spinup and spun-up phases (note that this is not directly equivalent to the Ekman pumping field due to the modulation by sea ice and surface geostrophic currents, but the spatial pattern is broadly the same). In the spinup phase (Fig. 10b), the intensity is greatly increased, depressing isohalines within the gyre. In the spun-up phase (Fig. 10c), the Beaufort Sea high is extended to the north and greatly to the west compared to the 1990–2014 mean (Fig. 10a), resulting in a local depression of the isohalines to the north and west due to increased downwelling there, and thus reducing their steepness. Other effects such as changes in the lateral advection may also have
contributes to the expansion of the gyre, as discussed in Zhong et al. (2019a).

There are key differences between the realistic model used here and the previously used idealized models, in which the edge of the model domain—acting as a vertical wall—essentially marks the constant edge of the gyre, and the location of the surface forcing is held constant. This ability of the gyre to expand is an important mechanism by which the gyre is able to adjust to a change in Ekman pumping.

6. Conclusions

In this study, we have used a realistic high-resolution model to investigate the functioning of the Beaufort Gyre and its evolution over the period 1990–2014, which includes an observed period of strong spinup in response to changes in the atmospheric and sea ice conditions (Regan et al. 2019; Meneghello et al. 2018b). Previous studies, based on idealized models (Davis et al. 2014; Manucharyan and Spall 2016; Doddridge et al. 2019) or realistic low resolution models (Marshall et al. 2017) have suggested that such a spinup of the large scale gyre, driven by an increase in Ekman pumping, would be balanced by an increase in eddy flux that would arrest the steepening of the isohalines; some delay of the response might be expected due to the effect of the eddy memory (Manucharyan et al. 2017). This would also be consistent with the increase of the number of eddies found by Zhao et al. (2016) in 2013–14 compared to the previous decade in their ITP-based eddy survey, which could be an indication of intensified baroclinic instability in the southern portion of the gyre, although the limited number of eddies sampled questions the statistical significance of this finding.

Here the model allows us to describe the spatiotemporal evolutions of the total and eddy kinetic energy in the Canada Basin. In contrast to those previous results, we find that the gyre is able to spin up and sustain a higher level of mean kinetic energy that is generally not accompanied by higher levels of EKE. Two processes are invoked here to explain the discrepancies with the previous findings. On the southern side of the gyre, the presence of the continental slope tends to stabilize the gyre as suggested by Manucharyan and Isachsen (2019), so that the intensification of the mean current there only results in moderate enhanced levels of EKE. On the northern side of the gyre that is not directly constrained by bathymetry, the gyre is able to expand in response to an increase in Ekman pumping that extends to the northwest during and after the spinup, flattening the isohalines and thus limiting again the development of baroclinic instabilities. This, along with enhanced mean currents strengthening the ice–ocean governor, results in little increase in EKE after spinup. Indeed, on interannual time scales, the ice–ocean governor can dominate over EKE in equilibrating the gyre (Meneghello et al. 2020). These key ingredients, most likely important for the gyre equilibration, are currently not considered in most simple process models and should be included in future studies. The role of additional processes such as barotropic instabilities or dissipation through the effect of bottom drag may also be important here and should be investigated, as these have been shown to be important for the dynamical equilibrium of the Antarctic Circumpolar Current (e.g., Constantinou and Hogg 2019), which shares many similarities with the dynamics of the Beaufort Gyre.

Regardless of the link between its evolution and the gyre spinup, the EKE model fields exhibit some
interesting features. When looking at our results, one needs to remember that our definition of EKE is based on an anomaly from the annual-mean currents, so that our EKE fields actually also account for the seasonal variations of the large-scale circulation, which are particularly pronounced in the boundary currents. Hence, our EKE fields are not only reflecting the presence of coherent eddies. Keeping these caveats in mind, we find that EKE is generally low in the ice-covered Arctic and of the same order of magnitude as the MKE, consistent with previous observations (e.g., Timmermans et al. 2012; Marcinko et al. 2015). This is because some of the key ingredients generating turbulence in the open ocean are missing: low net surface stress, due to a dampening of wind stress by sea ice, and high stratification lead to low levels of energy (Rainville and Woodgate 2009). Another Arctic-specific feature is the subsurface intensification of EKE. Indeed, in contrast to the surface where sea ice represents an additional source of dissipation for mesoscale eddies, eddies generated within the halocline will tend to survive longer (G. Meneghello et al. 2019, unpublished manuscript).

Our analysis also reveals that different time scales are important for the dynamics of the Beaufort Gyre and its adjustment. Some of the key parameters used here to describe the gyre, such as the position of the center, the intensity of the gyre or the freshwater content within the gyre, appear to respond gradually to changes in atmospheric forcing and sea ice conditions, with a gradual spinup occurring over 2003–07. This contrasts with the response to the anomalously strong downwelling that occurs throughout 2007 (Fig. 2g; Meneghello et al. 2018b), which forces a sharp increase in both the mean and eddy kinetic energy in the gyre in 2007. Yet, while the doubling in mean kinetic energy lasts after the return to normal atmospheric conditions after 2008, the level of EKE decreases again in 2008. In line with the study of Johnson et al. (2018) that suggested that the Arctic freshwater content holds a memory of the previous decade of atmospheric forcing, our results suggest that different features of the gyre can respond differently to long term trends and strong anomalous events in the atmospheric forcing, but also show that the gyre can retain a strong memory of extreme atmospheric events.

The projected increase in Arctic storminess (e.g., Day et al. 2018) may thus have an impact on the large scale circulation in the Arctic.
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