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Abstract—We consider a wireless multi-hop network and overheard already. — 1 of the packets. Every receiver can
design an algorithm for jointly optimal scheduling of packet then cancel out all, but the one packet that is new to him.
transmissions and network coding. We consider network cotig a5 \ve show, the instantaneous decodability condition can

across different users, however with the restriction that mckets be f lated flict hmodel wh lid ket
have to be decoded after one hop. We compute the stability regn ~ 0€ fOrmu’ated as a&onfiict graphmodel where valid packe

of this scheme and propose an online algorithm that stabilies Combinations correspond ttable sets This is, in general,
every arrival rate vector within the stability region. The online an NP-hard combinatorial problem which is inherent in the

algorithm requires computation of stable sets in an appropiately  instantaneous decodability condition. Our simulatiortidate

defined conflict graph. We show by means of simulations that i ot for moderate size networks the optimal solution can be
inherently hard problem is tractable for some instances andhat within reach

network coding extends the stability region over routing am ) )
leads, on average, to a smaller backlog. In mobile wireless networks a large body of work suggests

[2], [7] that to capitalize on significant gains, routing and
network coding have to be optimized jointly with the MAC-
l. INTRODUCTION layer. This is also the approach we take, by formulating a
Applying network coding to wireless, mobile ad-hoc netlinear program that includes both scheduling and network
works has been shown to dramatically improve their perfogoding. With this problem formulation we are able to compute
mance, e.g. to reduce energy consumption [1], improve bartble achievable rate region of our technique and to quantify
width efficiency [2] or increase throughput by enhancing thigae gains over routing. On the other hand, in most practical
Medium-Access (MAC) layer [3]. However, the vast majoritynobile networks a computationally lightweight, decerined
of applications assume so calledra-session network coding, and online algorithm is preferable. We formulate such an
i.e. only packets belonging to the same user are allowedalgorithm based on ideas from [6], where authors derive
mix. The reason is that allowing data of different users t® widely applicable class of online scheduling algorithms
mix, leading tointer-session network coding is a difficultachieving optimal throughput. To include network coding, w
problem [4], and in fact may even require complicated noifntroduce a system ofirtual queueghat can be served jointly
linear processing [5]. subject to the constraints arising from the conflict graphieto
On the other hand, approaches to inter-session networklhere are two lines of work that are related to our approach.
coding that are not necessarily optimal, yet practical frofn [3] the authors introduce COPE, a 802.11-based protocol
an engineering point of view have demonstrated large pditat uses network coding to enhance the performance of the
formance gains; e.g. in [3], where the authors exploit tHdAC-layer. There, the idea of combining packets locally,
beneficial effect of network coding to reduce MAC-layeppportunistically and heuristically was developed andwsho
congestion. In a wireless network, due to broadcastingesiodo yield significant performance gains. However, the deaisi
overhear packets (that are not intended for them) frequentivhich packets to combine is done by means of a sequential
This additional “evidence” can be used to combine sever@ssentially greedy) search heuristic, while we optimizero
packets in one transmission. the set of network coding decisions and over the schedule.
This is also the approach that we take, more precisdly [8], the authors analyze theoretically the performante o
assume that a node decides to combibepackets with COPE-type network coding by means of formulating a linear
binary XOR and broadcasts them to its neighbors. Then, weogram capturing the network coding, routing and scheduli
require the transmission to hestantaneously decodabfer constraints. Compared to their work, our approach optimize
all neighbors, which is achieved when all neighbors hawwer a larger set of network coding decisions and furtheemor

we present an online algorithm that stabilizes every point
This material is based upon work under subcontegdt3870740-37362-

C issued by Stanford University and supported by the Defekdbeanced within the rate_ region. .
Research Projects Agency (DARPA). It was also supportedhieyUnited The other line of work starts with [9] (see also [10]),

States Department of the Navy’s Space and Naval Warfare®gs€Command where the authors consider a fixed network and relax the

SPAWAR) under Contract No. N66001-06-C-2020 through BA¥st8ms ot ; i
EDARPA 8BMANET) and by the European Commission in ?he fra%ﬂmof instantaneous decodability assumption to allow the mixing

the FP7 Network of Excellence in Wireless COMmunicationsWWEOM++
(Contract no. 216715). 1Some authors, e.g. [6] prefer the terminology independent s



1 with average rates) = E[A/]. We use the same definition of
admissible as the authors in [12, Definition 3.4]

Definition 1 A processA(t) is admissible with rate\ if
o The time average expected arrival rate satisfies:

0 . 1 t—1

; , Jim ;)E{Am} A D)

« For all time slotst, we haveE{A(t)?|H(t)} < A2,
where A« iS a positive constant an#I(¢) represents
the history up to timet, i.e. all events in slotsr €
{0,...,t—1}.

of packets only subject to being decodable eventually. Thise For anyd > 0, there exists an interval siZ€ such that

comes, however, at the price of allowing at most two packets for any initial timet, the following condition holds:

to mix. The achievable region of this technique was later T_1

shown in [11] to be stabilizable with an online backpressure E {l Z Alto + k)|H(t0)} < A+ 2)

algorithm. These techniques, while optimizing over tharent T =0

network instead of just locally, apply only a restricted eét

Fig. 1. The topology graply; of a network withn = 3 nodes and a relay
node0. Each link stands for two directed links, going in oppositections.

network coding operations, a strict subset of the operati Assume that transmissions from and to_the relay are always
allow in our present appro'ach In summary, we _succe_ssful. On _the other hand, any other I_|nk_ can be either ON
_ ) T A in which case it can support the transmission of one packet
. f|n(_1 the optimal network coding solution within the clas§Jer slot or OFF, in which case no packet can be transmitted
of instantaneously decodable codes, over this link. The topology state at tinteis thus given by
« compute the rate region for jointly optimal networky binary vectorS(t) = (S;;(t)), for i,5 € {1,...,n},i #
coding and scheduling, 3 ~j, with S;;(t) = 1 indicating that the corresponding link is
« derive an online algorithm that stabilizes every poinyN. Assume that the stats(t) evolves according to a finite
within the rate region, _ ~ state, irreducible Markov chain with state spaeand letr,
« show the utility of our approach by means of simulationgienote the average fraction of time that the process spends i
The rest of our work is organized as follows. In SectiostateS(¢) = s. For such chains the time averagesare well
I, we introduce the network model and discuss the netwogefined and with probability 1 we have
coding framework. In Section Ill, we compute the stability i1
region of the network and derive the online algorithm in the m, = lim 1 1s(r)—s], forall s €8, 3)
following Section IV. In Section V, we present simulation t—oo B

7=0
results. Section VI concludes the paper and gives an outloo . - . .
) . pap 9 wherel[_] is the indicator function. Due to interference at most
on possible extensions and further work.

one node in the network can transmit per slot.
If node i transmits a packet designated for nogleand
Il. NETWORK MODEL j receives it successfully, it is removed from the system.
A. General model and assumptions Otherwise, the following sequence of actions is carried out

Consider a wireless network, th®pology of which is e nodei removes it from its queue,
represented as a directed gragh= (\V;, A;) with node set ¢ the relay (that by assumption receives every packet suc-

N; = {0,1,...,n} and arc setd; = {(i,7) : 0 < i,j < cessfully) assumes responsibility for the packet and store
n,i # j}. The case where = 3 is depicted in Fig. 1. From the it for further transmission,

definition, the network is fully symmetric, however, we asgu  « all nodes that have overheard the packet store it until it
that node 0 is a speciatlay node with extended capabilities. ~ has reached its destination (for the purpose of using it at

This model can arise, for example, when the network consists 2 later stage for network coding).

of a number of ground nodes,...,n and one unmanned This scheme requires a certain amount of perfect feedback

aerial vehicle (UAV), nod®), with extended range, power andn the following form. After any packet transmission from

a larger set of coding and modulation schemes. The netwakion-relay node, every other node has to acknowledge (or

operates with constant-length packets and in slotted tinmesgatively acknowledge) the reception to the relay. Nog th

where the slot index is an integer corresponding to the timdeedback between non-relay nodes is not required, which is

interval [¢,¢ + 1). consistent with our assumption that these nodes have more
We assume, for simplicity, that the relay serves solely thienited capabilities than the relay. For our analysis wel wil

purpose of enhancing communication between the other nodss three different graphs, each of them describing a difter

and does not inject individual packets. Exogenous packet aspect of the system. In addition to the topology gréphwe

rivals at node; with destination; (resulting from processes atwill introduce the queuing network (directed) graph and

the application layer of nodg occur according t@dmissible the network coding conflict (undirected) gragh, both to be

stochastic processes(t) = (A (t)), for 1 <i,5 < n,i # j, precisely defined later.



B. Queuing model Every receiver can then cancel out all but the one packet that

Consider the two-stagqueuing networkj, in Fig. 2 con- 1S New to him. , _ o
sisting of the queue(sR{) and the virtual queues at the relay We can represent V"fll,'d network codl_ng combinations re-
(X(J;)). In contrast to the topologg;, here we explicitly model sultm_g from this condition by a graphical m(_)del. In this
the dynamic behavior in a queuing theoretic framework th§P"flict graphapproach, we construct an undirected graph
allows us to accommodate scheduling and network codiﬁﬁ'.th vertices corresponding to the queues. Two queues are

Packets that leave the system (the arrows with solid tipgznnected with a link if theycannotbe served jointly, i.e.
are directed to an artificial nod&, the system exit This packets from the two queues cannot be XORed together,

queuing network, in particular its stability region and aniioe because they violate the instantaneous decodability tondi

stabilizing algorithm, is the focus of our analysis. This is made precise in the following definition.
In the original network of Fig. 1, a packet broadcasted fro
nodei can, depending on the stateeither reach its destination
or it is overheard by the relay and possibly a subset of i
neighbors. In the queuing model, correspondingly, it ibegit
transfered to the system exit or to one of the virtual queties b
the relay. That means that for a given topology stateach o i 7]
queueR? will have exactly one state-dependent outgoing link * ¢ € Q2, andj € Qu,

rIgefinition 3 For the system of queue(sXé), the conflict
ggaph G. = (V,&) is an undirected graph with a one-to-one
correspondence between verticésand queues. Two vertices
)gigl and X, are not connected if

denoted by(R/,d(s)), where we define otherwise they are connected with an undirected link.
o The first condition guarantees that the packets in the two
E if 55 =1, . N s
d(s) = i e (4) queues have different destinations and the second comditio
XQ’ It si; =0, means that each destination has overheard the packet meant

for the other destination node. We define a valid configunatio
of queues as a set of nodes in the conflict graph without any
conflicting pair, i.e. a valid configuration is a stable set.

whereQ' = {k|k # j, sq = 1} Ui

A queue with backlogX (t) evolves according to the
discrete-time dynamics((t + 1) = max(X (¢) — p(¢),0) +
A(t), where A(t) is the arrival process, and(t) the service
process. For queue stability, we use the following definiti
[12, Definition 3.1]

Definition 4 A stable setC' of an undirected graphg =
O(V,g) is a set of nodes such that for any pair of nodes in
C, there is no edge connecting them. Its incidence vector is a
column vector of length)|, defined as

1 ifveC
C _ ’ 6
Xv {0 otherwise. ©)

Definition 2 A queue is called (strongly) stable if

t—1
lim sup % Z E{X(7)} < cc. (5)
7=0

t—oo
The collection of all stable sets is denoted by S[TAB

A network of queues is strongly stable if all queues compgsi ) ] ) ) )
the network are strongly stable. In our model, each nodemaximalstable set is one that is not contained in any other
i€ {1,...,n} has queuesR{, j € {1,....,n}\ 4, one for stabl_e set. Amf_mmumstable set is a_st_able set of largest
each possible packet destination. The relay, on the c,tmﬂ’hacardlnallty; finding such a stable _set is in general NP-hard.
has a system ofirtual queuesin which it stores received The stable set polytopEsr s (J.) is the convex hull of the
packets (that failed to reach their designated destinpfion incidence vectors of all stable sets @f. _ _
the purpose of performing network coding. More precisely, For the network in Fig. 1, the corresponding conflict graph
the relay partitions all overheard packetssin (271 — 1) IS depicted in Fig. 3.
equivalence classes, according to their next-h@nd the set
of nodesQ C {1,....,n}\ j, @ # () that have knowledge of D. Joint scheduling and network coding
them. The seQ is never empty as there is always one node, we return to the queuing model (see Fig. 2) and give a
the original sendet, that has the packet. The relay keepgrecise definition
track of a virtual queue for each such class of packets. Let

X(t) = (X}(t)) denote the queue length vector of all packebefinition 5 The queuing networl, = (A, A,) is a di-
classes at time. rected graph, with node set

C. Network coding No = {(Rf) U(Xg)u E} (7)

The relay node has network coding capabilities, in th&nd arc set

it can cor_nbine several of if[s queued packe_ts vyith binary A, = {(R{,E)} VR{ €N, (8)
XOR, subject to the constraint that the combination can be

instantaneously decoded at all neighboring nodes [3]. This U {(R{,Xé)} ifieQ 9)
means that if the relay XORE packets together, each of the . _

intended receivers must have overheard alradyl of them. U {(nga E)} VXE €N (10)
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g u Q g ’ 0 otherwise
1 R2 R2 3 R Consider the region defined by

I'=> mCH{c(I,s): 1 €L}, (13)

g
R5 1 3
seS
Q u E u g Q Q u g where CH-) denotes the convex hull and the different convex
hulls are added using the usual set summation. Using the
X2

Xy X oy X by X0 X1 5 Xy Xy X{12X decomposition from Eqn. (11), we can rewrite the regivas
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ follows, isolating the contribution of the stable set poly¢ of

[network coding decision based on conflict gr%)h

~ I = 3 muCH{c(l,s): I €T} (14)

seS

the conflict graph

Fig. 2. The corresponding queuing network graph for the network in
Fig. 1. Directed links indicate possible packet transiiopackets that leave

the system (the arrows with solid tips) are directed to aifi@al node L,
the system exitA subset of the virtual queueXJQ can be served jointly in T ) ) )

one time slot if they correspond to a stable set in the corgliaphG. whereu, € [0,1],Vs € S. The significance of this region is

that every vector(g,,) of long-term link transmission rates

X{12_3} that can be supported by the network has to liel'if12].

X{ls} Y1 For the introduced constrained queuing system, two questio

2} naturally arise and we will address them next: the optimal
service policy and its associated stability region.

+ Zﬁs(l - :us)

seS

Psrap(Ge),

IIl. STABILITY REGION

We begin by studying the stability region (or network layer
{3} {1y capacity region, as opposed to the information theoretiiomno
of capacity) which is defined as follows [12]

X{21 3} X?l,z} o - . .
Definition 6 The stability regionA is the closure of the set

of all arrival rate matrices )\{ that can be stably supported
by the network considering all possible policies for rogtin
Fig. 3. The conflict grapig. corresponding to the virtual queues at the relagcheduling and restricted network coding (i.e. instantare

in Fig. 2. decodability and network coding only at the relay).

X3

2
X {2

{1}

The characterization of the stability region is given in the

Due to the interference constraints the control action ahea following theorem.

time slot is to either serv? one of the link&}, d(s)) or a Theorem 1 The stability region for the constrained queuing
valid configuration of thé X7, E) links subject to the network — . . j
coding constraints. Acontrol inputI(£) — (I.(¢)) for the system in Fig. 2 is the set of all arrival rate vectdra; ) such

queuing network is a binary vector with,,(t) = 1 if link that for all links (a,b) € A, there exists a non-negative flow

(a,b) € A, is activated in slot vector (f(a,b)) and a transmission rate vectdy(a,b)) €

The control spacé, for a states thus consists of CI(T) satisfying the flow conservation constraints
N < f(R +Zf Rl X)), WA, (15)

7, = I.UT (11)
{(Rlds): ige{l...nhi#j} Zf (RI,X}) < f(X).E), VX)), (16)
J . Ji )i i
{(XQLL’E) ' (XQZZ) is a stable set '@C} ’ and the capacny constraints

whereZ! denotes the state-dependent part, dnthe state- f(a,b) < g(a,b),  ¥(a,b) € Ag. (17)

independent part of the control.

Letc(I(t),S(t)) = (cap(I(t),S(t))) denote the link capac-
ity vector under control/(t) € Zg) and stateS(t) € S.
Based on the previous discussion, the capacity of (i),
measured in packets/slot is 2C1(-) denotes the closure of a set.

Proof: This is a straightforward application of [12,
Theorem 3.8] to the queuing netwogk . [ |



V. ONLINE ALGORITHM A. Polytope volume computation

The stability region tells us that if the average arrivabsat Consider the case = 3 nodes and the 9 virtual queues
were fixed and known a priori, there exists a policy thathich can be scheduled for joint service according to the
stabilizes the network. However, it might not be causal, i.eonflict graph in Fig. 3. By inspection, the conflict graph
the decision at time might depend on events occurring aftecontains one maximum stable set of cardinality 3, namely
time ¢. An online algorithm on the other hand, decides afX?,, XJ 4, X} ,}, similarly nine maximal stable sets of car-
time ¢t solely based on the history up to this time and theinality 2 and nine stable sets corresponding to the indiid
current state of the network. As the authors in [6], [12] haweertices, so it can be written as the convex hull of these 19
shown, there exists a class of online algorithms, so callpdints and the origin. Using the Multi-Parametric Toolbox f
differential backpressuralgorithms that stabilize every pointMATLAB [14], we have used this representation to compute
in the interior of the stability region. its volume, which turns out to be.8660 - 10~4. Without

Consider the following three-step algorithm. network coding, only one virtual queue can be served at a

1. Computation of backpressure weighiis:each time slot time, so the “conflict graph” when only routing is allowed is
t, first observe the topology state variabblgt). Then compute the complete grapliy. The volume of the resulting stable
for all links (R/,d(s)) the differential backlogsw!(t) as set polytope (which is a 9-dimensional standard simplex) is
follows (9=t = 2.7557 - 1076, The ratio of the two volumes is

0 -1 = .
R (t) if d(s) = E, Vollfsran(@ )19 =101
RI(t) — ng’ (t) if d(s) = X'cjg“ B. Stability region

We compute the stability region as characterized in Theorem
1 for the special case when all injection rates are equal.

wl(t) =

Compute the maximum weighted stable seGofvith weights

J
XQ(t) Though this computation is not easier than the general case,
¢t —ard  max {XT(t)c} it has the nice property that the netwqu throughput is pa-
c€STAB(G.) ’ rameterized by a scalar = \]. We considem = 3 and the
and denote the corresponding weightt(t) = X7 (t)c*. state process is assumed to be i.i.d. across time and across

2. Scheduling: Select the maximum weight among”r_‘ks with ez_g:h link bein_g ON with p_robabilitjz_.2 and OFF
with probability 0.8. Routing, i.e. serving one virtual queue at

* J P
{w _(t)’l_"i (£) . for 53 =1,...,n. The queue scheduled for, e jeads to a maximum symmetric rate and network
service is tr;_e relay if the maximum ig* (), or otherwise ¢oding to a rate\,, which, due to the fact that network coding
the queueR; corresponding to the maximum backpressufgciudes routing as a special case, is at least as large.as

weightw; (t). . _ The maximum symmetric rates,. = 0.1448 for routing and
3. Network codingif the relay is scheduled for transmis-) _ ( 1521 for network coding, are shown in Fig. 4.

sion, identify the queues which are members of the stable set
c¢* computed in the previous step, and serve them jointly. To. Online algorithm

that end, take the packets at the head of each queue, combing, jjjystrate the performance of the online algorithm, we
them with binary XOR and transmit the resulting combinationjmyate its behavior for symmetric input rates which are

The described algorithm stabilizes every arrival rate ®ectg|qse to the breaking points for routing and network coding,
Within'Fhe ;tability region. The following result, origilyadue respectively. Considehs, ..., \, as indicated in Fig. 4 and
to [6], is cited from [12][Theorem 4.5]. the corresponding sample paths in Fig. 5. Ber which is

Theorem 2 The backpressure algorithm stabilizes the ner—1 the stability region of bath policies, we see that routing

work for an arrival rate vector\ if there exist a scalae > 0 eads on average to significantly more packets in the system.

such that\ + €1 € A, wherel denotes the vector with all Wr?_:an Wf sllgkhtlyépcre_asle thel rate/\?f ro;Jtlché)rgak? d?r\an,t
entries equal to 1. while network coding is largely unaffected. Going further

A3 network coding is still stable, though at a higher average
A remarkable consequence is that the algorithm stabilizes tacklog. Finally, at\, both systems operate beyond stability
system for all points in the interior of the stability regiorbut network coding “degrades” more gracefully.

without even requiring knowledge of the stability region.

VI. CONCLUSION AND FURTHER WORK

V. PERFORMANCE EVALUATION We investigated the stability region as well as online
We illustrate the performance of our scheme in three waysabilizing algorithms for instantaneously decodablemoei

Firstly, we illustrate the network coding gains by compgtincoding. It was shown that network coding can extend the
the volume of the stable set polytog&ras(G.) and com- stable operation regime of network and on average reduce
paring with the volume of the constraint polytope when nthe backlog in the system. Possible extensions are to allow
network coding is allowed. This approach has been pursuedery node, not just the relay, to perform network coding: Fu
in [13] in the context of network coding for switches withthermore, one can investigate relaxations of the instzotas
multicast capabilities. Secondly, we compute the stgbilidecodability constraint and the associated trade-off &etw
region for network coding and for routing, and thirdly, wehigher throughput and computational complexity/ coortiora
simulate the online scheduling and network coding algorith overhead.
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system, forA\y and A3 only network coding stabilizes the system, while for both policies result in an unstable system.
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