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MUTUAL INFORMATION AND CHANNEL QUALITY
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A lot of recent work related to behavior of the mutual infotroa as a function of some
“channel quality” parameter. Landmark result:

e Guo, Shamai, Verdl (2005) if Y = /56X + Z, whereZ ~ N (0, 1), then
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Immediately implies that’(3) > 0 — mutual information is a monotonically increasin
function of the channel quality parameter

However, the derivation of this formula relies on the factttihe channel with lowes Is
a degraded version of the channel with a higher Markov chain condition:

Y =\/BX+2Y =\/pX+Z. 5 <p

Our goal: find conditions for monotonicity of mutual information thaepply to channel
models for which such a Markov condition does not necesshoid.
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CHANNELS OF EXPONENTIAL FAMILY TYPE

Many important noisy channel models have can be cast iextpenential familyfform
e—Op(z—y)

Z(B)

Ps(ylz) =

e 7 > 0 Is the channel quality parameter
o Z(3) £ Y e P*¥ (assumed to be independentxfis thepartition function
Y

(This formalism is for DMC'’s; extension to continuous alpbké#s is analogous.)

Examples: :
e Gaussian channel (y|z) S
— pply|r) = \/7
/3
e Binary Symmetric Channel — —B(zey)

(6 = 0: crossover probability- 1/2; 3 — oo: crossover probability- 0)
e Exponential Server Timing Channel (ESTC)

p;(y|z, qo) = BY" exp { /OT —Bp(qo + 2 — yt)dt}

IMPLICATIONS

e New results on broadcast and secrecy capacity withoutnglgn explicit degradation
assumptions.

e New results on mutual information and estimation beyond Al¢GN channel and

squared error criterion.

RATE-DISTORTION PERSPECTIVE

Given input distributionPy, define:
e P: marginal distribution of the channel output
e ()s(x|y): backward channel, given by the posterior

pX(x)e—ﬁp(w—y)
Z(Bly)

Qs(z|y) =

whereZ(8ly) = 3" Px(x)e Ple=9)
Rate-distortion perspective:view Pﬁ as thesource p(z — y) as thedistortion function and
Dj £ Eg{p(X —Y)}

ThenQ(z|y) satisfies variational conditions to attain rate-distarfionction R(P), Dj):

1(8) = I(X;Y) = R(PY, Dy)

Forward E-type channel: RA

Py—> Py(v[x) >P)

Backward E-type channel:

P)E > Qﬁ(xb/) )PX

I(B) = R(P},Dp)

D
AREA THEOREMS FOR AN Arbitrary Py

e Area Theorem for Posterior Information Gain

stertorinfor i
D (Piy_yIPx) = | [ 50 (Pl IPx) 45| = Bus {p(X = Y)IY =y} + BEo(y

e Area Theorem for Mutual Information
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TOWARDS MONOTONICITY (3 > ()
1. The following condition can be proven many ways:, P,*(y)Qs (z|y)p(z —y) < Dag,.
This implies/(3,) = R(Py?, Dy,) < I1(PY,Qg,).

2. We would like to show thak(P,”, Q) < I(P},Qs) = I(5).
This holds if and only if

Ejs 1D(Qp, (1Y) Px)} < Ep {D(Qs,(-[Y) || Px)}

— thus, we have related monotonicity of mutual informationmonotonicity of average
iInformation gain due to posterior estimatesiaand 3,

SUMMARY

e Status quoln a network where quality of communication links may diffie
depending on location, need to characterize the impactarfrodl quality
on operational characteristics (probability of error, @oeknd distortion,
etc.)

—To quantify the impact, one often needs to assume that thmehtamily
IS ordered by degradation

—Need to check appropriate conditions on a case-by-casg basl

e New InsightsMany important channel models have an exponential fam
structure.

—Can exploit connections between Information theory andis$izs.
E.g., maximum entropy characterization of exponentialilias (Kull-
back, Csisar); Shannon lower bounds on rate-distortion functions

—Instead of degradation, exploit monotonicity of postenmfiormation
gain (Mitter-Newton, Yuan-Clarke)

e AchievementAnalysis of dependence of mutual information on chanp
guality reduces to a rate-constrained estimation probletin eirstortion
(loss) functionp(z — y)

—How it works: structure of E-type channels leads tal@al character-
ization of mutual information as the minimum rate needed to descf!
the channel outpud” via channel inputX under a given constraint o
E{p(X —Y)}

—Limitations and assumptions: for a general E-type channel, can proy
monotonicity of mutual information only in the high-SNR d@ht5)
regime

e Impact

—New results on broadcast and secrecy capacity withoutigtyn explicit
degradation assumptions.

—New results on mutual information and estimation beyondAWEGN
channel and squared error criterion.

—Next-phase goal€Explore connections between information theory ar
statistical estimation over E-type channels to obtain newgomance
results in the network setting.
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