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Motivation Results

Source Coding with Coded Side Information Multicast with multiple sources

X —

e.g. Sensor Network

= Node 1 sends codeword to Node 3 assuming no feedback
= Node 3 sends the X codeword to Node 2
= Node 2 decodes X and sends the remaining part of X to Node 3

Remote transmitters are limited by
= [ransmission power - often rely on battery

= Computation power - limited processing and storage capability

= |[nsufficient knowledge of transmissions from other (possibly Y. Y % e
correlated) sources Feedback increases the capacity region Ly 22y ey 2R X1 Xo, ... X4
The central unit is far less constrained! Without feedback With feedback X1, X, ..., Xy

= cutset region is modified by adding feedback links
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Feedback increases the capacity of networks




