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Abstract — We consider the optimization of the ran-
dom coding error exponent of a class of memoryless
channels where the input is subject to a peak and
average-power constraints. The capacity-achieving in-
put is shown to be typically discrete and an algo-
rithm is developed for computing these optimal dis-
tributions. As one application, we propose a new sig-
nal constellation design which out-performs QAM and
PSK for certain channels.

I. INTRODUCTION

In [1] it is showed that under a very common communica-
tion channel setting, the capacity-achieving input distribution
has a discrete set of amplitudes and can be approximated by
simple discrete distributions even if the optimal one is contin-
uous. A novel capacity-computation algorithm is proposed to
generate a sequence of discrete distributions which converge
to the optimal distribution.

In this paper, these results are extended to the random cod-
ing exponent. Consider a stationary, memoryless channel with
input alphabet X, output alphabet Y, and transition density
defined by

PY edy|X=uz)=pylz)dy, z€X yeY,

where Y is equal to either R or C, and X is a closed subset of
R. The random coding exponent E,.(R) may be expressed,

E.(R) :=
Fp,p) =

maxo<p<1[—pR + max, (;ri,Og(F(P: )]s
I [ mayptyle) /0]y,

where R > 0,p > 0, and p belongs to the set of probability
distributions on X, subject to peak and average-power con-
straints

M3, M X) = { € M: {,0%) < o, p{[-M, M]} =1},

II. OPTIMIZATION THEORY & ALGORITHMS

Optimization of the random coding exponent is expressed as
the convex problem,
min F(p,u), subject to € M(op, M,X). (1)

Under some general assumptions on the channel, the following
results summarize the structure of optimal input distributions.

Proposition. (i) F(p,p) =, 9), p =0, and

gﬁ(x)::/ {/M(dz)p(y|z)l/(1+p) plylz)/ O+ gy,
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(ii) Fiz p > 0, pu° € M, the first order sensitivity is

d
~F
qal(pome)|

= o) - 1oy gho)-
(iii) For each p > 0, there ezists ply € M(cop, M,X)
that is optimal, and hence achieves E.(R(p)).

(iv) A given distribution pn € M(o%, M, X) is optimal
if and only if there exists a real number X\ and a
negative real number \5 such that

gh(z) = Al + As2?, z€eX,
go(x) = X+ Na?, ace. [u]

(v) Suppose that c% = oo, and M < oo. Then, for
each fized p > 0, there exists an optimal input dis-
tribution p* which is discrete, with a finite num-
ber of mass points.

III. CUTTING PLANE ALGORITHM

The algorithm is initialized with an arbitrary distribution
po € M(o%, M, X), and inductively constructs a sequence of
distributions as follows. At the nth stage of the algorithm, we
are given n distributions {po, 1, ..., tn—1y C M(cs, M, X)
and

(i) The piecewise linear approximation Fy(p, u):=
maxo<i<n-1{(1 + p)(1; 9f;) — p(pi, 9, ) }-

(ii) The next distribution
pn = argmin{ F, (p, u) : p € M(c%, M, X)}.

It is shown under general conditions that the algorithm is con-
vergent, in the sense that Fy,(p, un) — F(p, u*), and that the
sequence of distributions {u, } converges weakly to an optimal
distribution.

IV. SiIGNAL CONSTELLATION DESIGN

For a symmetric, complex channel the optimal input distri-
bution is circularly symmetric on C, and we may apply the
cutting plane algorithm by considering the distribution of the
magnitude of X. We propose a approach to signal constella-
tion design and coding in which the signal alphabet and asso-
ciated probabilities are chosen to provide a random code that
approximates the random code obtained through the nonlin-
ear program (1). Numerical results on complex AWGN and
Rayleigh fading channels show how a better designed code can
greatly out-perform QAM and PSK for R < C.
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