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Abstract

Energy efficiency is an important issue in mobile wire-
less networks, since the battery life of mobile terminals
is limited. In this paper, we address this issue from the
information theoretic point of view. Traditional infor-
mation theoretic energy constraints consider only the
energy used for transmission purposes. We study op-
timal transmission strategies by explicitly taking into
account the energy expended by processes other than
transmission, that run when the transmitter is in the
‘on’ state. We term this energy by ‘processing energy’.
Under these new constraints, we derive the capacity of
an Additive White Gaussian Noise (AWGN) channel.
We prove that, unlike the case where only transmis-
sion energy is taken into account, achieving capacity
may require intermittent, or ‘bursty’, transmission. In
particular, we show that in the low SNR regime, bursti-
ness is optimal when the processing energy is greater
than half the square of the total energy available to the
transmitter.

1. INTRODUCTION

1.1. Computer and Sensor Nodes Literature for
Energy Efficiency

When minimizing the total energy, it is fundamen-
tal to consider, besides the energy spent on transmis-
sion purposes, non-transmission energies. In partic-
ular, the energy cost incurred with the state of the
channel being ‘on’, appears to constitute an important
fraction of the total energy expended in wireless de-
vices. Hence, this energy cost cannot be neglected.
In the computer and sensor nodes literature, various
techniques have been proposed to reduce the mobile
host’s power consumption during operation.
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Recognizing the fact that “when inserted, many wire-
less communication devices consume energy continu-
ously” and that “this energy consumption can repre-
sent over 50% of total system power for current hand-
held computers and up to 10% for high-end laptops”,
Kravertz et al. proposed in [7] software-level techniques
to suspend the mobile host’s device during idle peri-
ods of the communication. In [13], Chandrakasan et
al. studied power-aware techniques to minimize power
consumption of wireless microsensor systems.
At the intersection between the communication theory
and the networking fields, El Gamal et al. proposed
an optimal scheduling algorithm to minimize trans-
mission energy by maximizing the transmission time
for buffered packets, [2]. In [10], Rulnick and Bam-
bos studied mobile power management for maximum
battery life in wireless communication networks. In
[1], Cui et al. considered wireless applications, where
nodes operate on batteries, and analyzed the best mod-
ulation strategy to minimize the total energy consump-
tion, when error-control codes are used. In [3], the
authors analyzed the best modulation strategy to min-
imize the total energy consumption, while satisfying
throughput and delay requirements. Various other in-
teresting power-aware components and algorithms for
wireless networks can be found in ([9, 8, 11, 12]).
The information theoretic literature has also exten-
sively considered the energy cost of being ‘on’. In par-
ticular, Verdú investigated in [5], the minimum cost
incurred by the transmission of one bit of information
through a noisy channel, characterizing the most eco-
nomical way to communicate reliably. This approach
is well suited for continuous changes and presents very
general results. Applying those to include a cost asso-
ciated with the ‘on’ state, would not lead, however, to
continuous results since, in this case, a step function
would be involved.
In this paper, we take explicitly into account the energy
of being ‘on’, which we term ‘processing energy’, in ad-



dition to the energy used for transmission purposes. In
the presence of an additional cost associated with the
‘on’ state, achieving capacity may require intermittent
transmission, which we term ‘bursty’. We derive the
optimal burstiness of signaling as well as the optimal
amount of energy that should be transmitted while in
the ‘on’ state.
We neglect the energy cost associated with the transi-
tioning to the ‘on’ state; the effect of state transition
energy cost would only be manifested if a delay metric,
such as an error exponent, was used.

1.2. Background

The classical information theory problem of charac-
terizing capacity for an Additive White Gaussian Noise
(AWGN) channel under an energy constraint strives to
answer the question: How much information can be
transmitted through a channel, and how?
This traditional approach considers that all the avail-
able energy without inefficiency or overhead is con-
sumed as radiated energy for transmission. Owing to
the concavity of log(1 + x), transmission should have
constant energy. Unlike the case when transmission ac-
counts for all the expended energy, we take explicitly
into account the processing energy. We show that the
processing energy may lead, instead, to making bursty
transmission capacity achieving. We consider a ban-
dlimited AWGN channel, as shown in figure 1, with
one sender and one receiver.

Figure 1: AWGN channel

For this channel, we use a sampled time that we denote
by the variable i.
The input signal is constrained in energy and in band-
width and is distorted by additive and bandlimited
white Gaussian noise. The noise samples are inde-
pendent and identically distributed Gaussian random
variables with zero-mean and variance σ2: Z(i) ∼
CN (0, σ2).
The output of the channel at time i is given by:

Y (i) = X(i) + Z(i). (1)

The remainder of the paper is organized as follows.
In Section 2, we modify the energy constraint of an
AWGN channel to include the processing energy. Then,

we derive the capacity of the channel in terms of the
optimal transmitted energy and the optimal burstiness
of signaling. In Section 3, we determine the conditions
that make burstiness capacity achieving, in terms of
the total available energy and the processing energy.
Section 4 summarizes our conclusions and presents our
future work. Finally, a review of the LambertW func-
tion can be found in the Appendix.

2. INCLUSION OF PROCESSING ENERGY
IN ENERGY CONSTRAINT

2.1. Capacity in Terms of Transmission Energy

Let us first review the capacity of an AWGN chan-
nel [6], with energy constraint E , noise variance σ2

(product of bandwidth and noise spectral density), and
under no processing energy:

C = log(1 +
E
σ2

). (2)

The energy constraint is given by:∑n
i=1 Pi

n
≤ E , (3)

where Pi = X2(i) and X(i) is the input to the channel
at time i.
In what follows, we let 1i be the indicator function
taking the value 0 or 1 according to whether at time
i the transmitter is sending or not, Pi be the actual
energy used for transmission at time i and E be the
total energy available per channel use.
When the processing energy is taken into account and
is given by ε, the system that we seek to solve becomes:

max
1
n

n∑
i=1

1i log(1 +
Pi

σ2
) (4)

s.t.
∑n

i=1 1i(Pi + ε)
n

≤ E . (5)

Remarks:

• We are considering arbitrarily large time n while
maximizing the sum in (4).

• For a fixed n, this is equivalent to dividing
the channel into n subchannels with power con-
straints P1...Pn respectively and assuming inde-
pendent coding over the subchannels.

• In writing (4), we assumed that the transmitter
and the receiver have agreed on the time at which
transmission should occur.



• Setting ε to 0, (5) leads back to the constraint in
(3) and the corresponding maximized value of (4)
would be given by (2).

When we transmit, i.e. when 1i = 1, the concavity of
the function log(1 + x) implies that Pi should, at any
time i for which 1i = 1, be equal to a constant, say ν.
We denote the burstiness of signaling by

Θ=̂
1
n

n∑
i=0

1i. (6)

When Θ = 1, a constant transmission strategy is being
used; when Θ < 1, bursty signals are being transmit-
ted. The smaller the Θ, the burstier the transmission.
Given a certain total amount of energy E , how would
an increase of the processing energy, ε, affect the op-
timal transmission mode? Clearly, since the optimal
strategy should avoid paying too much overhead owing
to the processing energy cost, sending more bursty sig-
nals would result in higher rates. On the other hand,
transmission should not be too bursty, since putting
all the energy in one slot may result in a loss of rate.
Therefore, there is a certain tradeoff between sending
bursty signals and adopting a continuous transmission
strategy. This tradeoff is controlled by the values of E
vs. ε.
Back to the constraint in (5), since additional total en-
ergy can only be beneficent, we take the constraint to
equality:

Θ(ν + ε) = E . (7)

Hence, we denote (4) in terms of ν by,

C1(ν)=̂
E

ν + ε
log(1 +

ν

σ2
). (8)

Taking the derivative with respect to ν and setting it to
0, we obtain the optimal value of the energy for which
the capacity is maximized in the presence of processing
energy

νopt =
ε− σ2

W ( ε−σ2

eσ2 )
− σ2. (9)

As seen in the expression of νopt, we have used the
LambertW function which we denoted by W . Refer to
the Appendix for a brief review of the function.
Note that the optimal value of the transmission energy
is independent of the total available energy E and is
merely dependent on the processing energy ε.
The maximum value of (4) that can be achieved in the
presence of processing energy is

C1(νopt) =
E

νopt + ε
log(1 +

νopt

σ2
), (10)

where νopt is given by (9). Refer to 2.2 for discussion of
second derivative constraint. There are two constraints
on the value of the energy,

ν ≥ 0 (11)
ν ≥ E − ε from Θ ≤ 1. (12)

For unit variance, we can show that νopt ≥ 0 for all
ε ≥ 0. The proof is omitted for the sake of brevity.
For the second constraint, however, we should find the
values of ε and E for which νopt ≥ E − ε.
Substituting for νopt from (9) and simplifying, we ob-
tain the equivalent constraint in terms of E and ε, i.e.

E ≤
(ε− 1)(1 + W ( ε−1

e ))
W ( ε−1

e )
. (13)

Failing to meet this condition would lead to having
optimality when νopt = E − ε.
For instance, in the case of E = 1, it can be shown that
νopt ≥ E − ε for all ε >≈ 0.237. In that case, the value
in (9) achieves capacity. Again, we omit the proof for
the sake of brevity.

2.2. Capacity in Terms of the Burstiness of Sig-
naling

We can also maximize the capacity with respect to
Θ. Hence, using (7), we denote (4) by:

C2(Θ)=̂ Θ log(1 +
E
Θ − ε

σ2
). (14)

Note that, although different functions, C2 above and
C1 in (10) are describing the same entity, namely ca-
pacity in the presence of processing energy, but in terms
of different variables. Calculating the derivative with
respect to Θ, then, setting it to 0, we obtain the cor-
responding Θopt that maximizes the capacity in the
presence of processing energy.

Θopt =
EW ( ε−σ2

σ2×e )

(ε− σ2)(W ( ε−σ2

σ2×e ) + 1)
. (15)

For the remainder of the paper, we assume σ2 = 1; then
we refer to E by the Signal to Noise Ratio (SNR) and to
ε by the Normalized Cost (NC), or by the ‘processing
energy’ as above. Then, Θopt can be reexpressed merely
in terms of the SNR and the NC by:

Θopt = E W (e−1(ε− 1))
(ε− 1)(W (e−1(ε− 1)) + 1)

. (16)

Note that the optimal burstiness of signaling is directly
proportional to the SNR.



Next, we would like to know how Θopt/SNR varies with
the NC. Figure 2 shows the plot of log10(Θopt/E) vs. ε.
As illustrated in figure 2, for a given SNR, the bursti-
ness of signaling decreases with increasing NC. This
agrees with our intuition, since the higher the cost of
being ‘on’, the lesser the fraction of time we want to
spend transmitting.

From the definition of Θ in (6), we should satisfy

Figure 2: Plot of log10(Θopt/E) vs. ε

0 ≤ Θopt ≤ 1.
We can show that Θopt ≥ 0 for all ε ≥ 0. We omit
the proof for the sake of brevity. Next, we seek the
values of E and ε for which Θopt ≤ 1. Let us illustrate
the effect of these constraints when E = 1 and check
the conditions on ε. As seen in 2.1, for ε ≥≈ 0.237,
Θopt ≤ 1 and the optimal value is Θopt as given in
(15), otherwise Θopt = 1.
Given certain values of ε and E , we should calculate
the second derivatives of (10) and (14) and verify that
they are non-positive when evaluated at ν = νopt and
Θ = Θopt respectively, otherwise corresponding values
of the boundaries would be biting, hence maximizing
the sum in (4).
Finally, this example shows that, unlike the case where
no processing energy is considered, Θopt is not always
equal to 1. Therefore, burstiness is, in some cases, ca-
pacity achieving. We investigate the conditions of such
a transmission mode in the following section.

3. BURSTY TRANSMISSION

In this section, we determine when achieving the
capacity requires bursty transmission. For this pur-
pose, we would like to find a relationship between the
SNR (E) and the processing energy (ε) that allows the
transition from the bursty transmission regime to the
constant transmission one. This transition occurs at
Θopt = 1.

Recall the expression of Θopt in (15). Then,

Θopt = 1 ⇔ E =
(ε− 1)(W ( ε−1

e ) + 1)
W ( ε−1

e )
. (17)

We consider the curve (E , ε) which separates the
regions in which burstiness and constant transmission
become capacity achieving. As seen in figure 5, the re-
gion below the function Θopt = 1 denotes the region
where we would like to be bursty. The region where
Θopt = 1 is where continuous transmission is appropri-
ate and the processing energy can be neglected. We
are then back to the original idealized model of wire-
less channels where there is no need to consider the
cost of being ‘on’. Next, we would like to find numeri-
cal bounds between these two models.
Recognizing that,

limx→−e−1 W (x) = −1,

limx→0 W (x− e−1) = −1

and

lim
x→0

W (x− e−1) + 1√
x

=
√

2e, (18)

we can approximate the expression in (17) as ε → 0, or
Θ → 0 as follows.
Let y = ex. Use change of variables on (18) to obtain:

lim
y→0

W (e−1(y − 1))−
√

2y = −1, (19)

Therefore, (19) shows that for arbitrarily small ε, we
can substitute W (e−1(ε − 1)) by (

√
2ε − 1); (17) can

then be approximated by:

E ≈
√

2ε(ε− 1)√
2ε− 1

. (20)

(20) can be furthermore approximated by using:

lim
ε→0

√
2ε(ε− 1)√
2ε− 1

−
√

2ε = 0. (21)

Therefore, for low SNR we obtain:

E ≈
√

2ε. (22)

We illustrate in figure 3, the equation in (17) and its
approximation in (22).
In general, (15) and (21) give:

E ≈ Θopt

√
2ε. (23)

Replacing Θopt ≤ 1 in (23), we obtain

E ≤
√

2ε. (24)



The above equation shows that burstiness is capacity
achieving when the total energy available to the chan-
nel (/SNR) is less than the square root of double the
processing energy (/NC). This fact is illustrated in fig-
ure 5 for small ε.
Moreover, the slope of (22) at ε = 0 goes to ∞. There-
fore, in the low SNR regime, when the processing en-
ergy is any percentage of the total energy, burstiness is
capacity achieving.

On the other hand, to remain non-bursty, ε and E

Figure 3: Bound for low SNR regime

should satisfy the relationship: ε ≤ E2

2 . Under this
constraint, constant transmission over the channel is
optimal.

For large SNR, when ε →∞,

dE
dε

= 1 +
1

W ( ε−1
e )

− (25)

1
W ( ε−1

e )(1 + W ( ε−1
e ))

→ 1.

Thus, the slope of the curve that separates the bursty
transmission regime from the non-bursty region tends
to 1. In figure 4, we plot dE

dε as a function of ε.
Therefore, for large SNR, given a certain ratio E

ε , we
can directly deduce the region in which we are situated
in figure 5 and decide whether burstiness is optimal
or not. For instance, for ε = 0.01E , we are clearly
above the curve (E , ε), hence we want to have contin-
uous transmission. This, of course, agrees with our
intuition that for a small cost of being ‘on’, process-
ing energy can be neglected and transmission should
remain constant.

4. CONCLUSIONS AND FUTURE WORK

We study the optimal strategy in using the total
energy when the processing energy of the transmitter

Figure 4: Slope Bound

Figure 5: Summary of main approximations

being ‘on’ is also taken into account. We derive the
capacity of an AWGN channel in terms of the total
energy constraint E and the processing energy ε. We
find the optimal value of transmission energy (νopt)
for which capacity is maximized. We also calculate
the optimal burstiness of signaling(Θopt) at which
channels should be transmitting. We distinguish two
modes for transmission: constant transmission and
bursty transmission. We describe the conditions that
render bursty transmission capacity achieving in terms
of the total energy available to the input and the
processing energy.
In low SNR regime, we prove that capacity achieving
requires burstiness when the processing energy is
greater than half the square of the total energy. In
particular, if the processing energy is any percentage of
the total available energy, burstiness achieves capacity.
In high SNR, we show that comparing the ratio E

ε
to the slope of the curve (E , ε), which tends to 1 at
infinity, would lead to making a decision about the
transmission mode.
Future work includes extending the results obtained
to an AWGN channel shared by multiple users in
the presence of processing cost. Moreover, delay or
transitioning costs can also be taken into account. In



this case, a delay metric such as error exponents would
need to be considered.

APPENDIX

The LambertW (x) function [4], also called the Omega
function, is the inverse function of f(w) = w × ew

for complex numbers w; This means that for every
complex number x, we have

LambertW (x)× eLambertW (x) = x. (26)

Since the function f is not injective in (−∞, 0), the
LambertW is multivalued in [− 1

e , 0).
For x ≥ −e−1, the funtion W (x) is real and single
valued.
For example, W (0) = 0 and W (−e−1) = −1.

Furthermore, the plot of W (x) as a function of x,
for x ≥ −e−1, is shown in figure 6.

Figure 6: W(x) as a function of x
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