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Abstract
Successful and repeated cooperation requires fairly sharing
the spoils of joint endeavors. Fair distribution is often done
according to preferences for equitable outcomes even though
strictly equitable outcomes can lead to inefficient waste. In ad-
dition to preferences about the outcome itself, decision makers
are also sensitive to the attributions others might make about
them as a result of their choice. We develop a novel mathemat-
ical model where decision makers turn their capacity to infer
latent desires and beliefs from the behavior of others (theory-
of-mind) towards themselves, anticipating the judgments oth-
ers will make about them. Using this model we can construct a
preference to be seen as impartial and integrate it with prefer-
ences for equitable and efficient outcomes. We test this model
in two studies where the anticipated attribution of impartiality
is ambiguous: when one agent is more deserving than the other
and when unbiased procedures for distribution are made avail-
able. This model explains both participants’ judgments about
the partiality of others and their hypothetical decisions. Our
model argues that people avoid inequity not only because they
find it inherently undesirable, they also want to avoid being
judged as partial.
Keywords: fairness, social cognition, theory-of-mind, deci-
sion making, Bayesian models

Introduction
From the distribution of wealth across society to the distri-
bution of dessert at the end of a dinner party, humans seem
uniquely capable of enlarging the size of the pie and sharing it
fairly (Tomasello, 2014). We make these decisions guided by
normative principles such as efficiency, which says to maxi-
mize the total utility of the group and fairness, which says in
part that distributions should be both equitable and impartial.
We also use these principles intuitively when judging whether
others’ decisions are fair when considered from an impartial
or objective perspective (Rawls, 1971; Nagel, 1986).

In the real world where resources aren’t perfectly divisible,
these principles can often come into conflict. It is well known
that efficient allocations of resources are often inequitable and
equitable allocations of resources are often inefficient – they
leave some of the pie on the table. For example, if Alice has
one apple and Bob has none and we take Alice’s apple and
throw it out, Alice and Bob are in a more equitable state but
the total welfare (efficiency) is reduced. This is called inef-
ficient equity. Even young children prefer inefficient equity:
they prefer to destroy a resource rather than distribute it in-
equitably (Blake & McAuliffe, 2011; Shaw & Olson, 2012).
Preferences for equity and efficiency are often captured quan-
titatively by directly deriving them from the outcomes. For
instance, efficiency might correspond to the total or average
outcome among a group of agents and inequity might corre-
spond to the differences between the outcomes of different
agents (Adams, 1965; Fehr & Schmidt, 1999).

While early work focused on whether a given outcome is
perceived as fair (Adams, 1965; Fehr & Schmidt, 1999), there
is now growing evidence that decision makers are sensitive to
what their choice signals about themselves. Specifically, in-
equity created without showing partiality can be fair. If both
Alice and Bob are equally deserving but there is only one ap-
ple, a decision maker might avoid giving it to either one in
order to avoid an outcome that is neither equitable nor im-
partial. For instance, if the decision maker decided to give
the apple to Alice an observer would infer that the decision
maker is partial to Alice. However, if the decision maker
can flip a coin or access another source of randomness and
use the chance outcome to determine who should get the ap-
ple, the decision maker can create inequity but without wor-
rying about others attributing partiality (Shaw & Olson, 2014;
Choshen-Hillel, Shaw, & Caruso, 2015).

Both adults and children adjust their distributional prefer-
ences depending on whether they are the ones choosing or
not. For instance, people are usually dissatisfied with re-
ceiving less than an equally worthy counterpart, but when
they created the inequity themselves they were more likely to
find this acceptable (Choshen-Hillel & Yaniv, 2011). Adults
and children are willing to create inequity that disadvantages
themselves but are less willing to create inequity that could be
interpreted as favoritism or nepotistic preferences (Choshen-
Hillel et al., 2015). These results are incompatible with ex-
planations of social preferences that only consider an aversion
to inequitable outcomes or other preferences that are directly
derived from outcomes. Understanding how to combine these
conflicting perspectives (efficiency vs. equity and equity vs.
impartiality) is a challenge that we can address with computa-
tional modeling. Specifically, how might a flexible preference
for these normative values be integrated together and flexibly
applied?

Computationally, preferences like impartiality are signifi-
cantly more sophisticated than just evaluating expected out-
comes. We propose that an aversion to partiality is an aver-
sion to having ones actions appear partial to others. Thus to
evaluate whether an action will appear partial requires antic-
ipating how one’s actions will be interpreted by others. This
requires a mentalistic theory-of-mind: the capacity to inter-
pret behavior as being driven by beliefs, desires and inten-
tions (Dennett, 1989). The same choice made in a different
context or from a different set of alternatives might be eval-
uated differently as it will carry different information about
the underlying goals and desires that drove the choice. For
instance, if a decision maker can choose to give his colleague
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Figure 1: An influence diagram (ID) is a directed acyclic graph over three types of nodes: state nodes (circles), decision nodes (rectangles),
and utility nodes (diamonds). Directed edges between nodes determine causal dependencies. State and utility nodes take values that depend
on the values of their parent nodes. The total utility to the decision maker is the sum over the utility nodes. Green and red utility nodes
correspond to rewards and costs respectively. The value of decision nodes is freely chosen by the decision making agent according to
equation (4). (a) ID of the Base Decision Maker. Merit corresponds to γγγ and the Inequity and Efficiency nodes corresponds to the first and
second components of equation (3) (b) ID of the Judge which infers whether a base decision maker was partial given an observation of her
action, P(partial|a). (c) The Constructed Social Preference recursively builds on the Base Decision Maker adding an aversion to appearing
partial (UP). (d) Simulated results when the decision maker can allocate $1,000 to one agent and $100 to another or the value on the x-axis to
both agents when both agents are equally meritorious. The Constructed Social Preference is more likely to select the wasteful equal option
to avoid an attribution of partiality.

either $100 or $1,000 and chooses to give him $1,000 we
might infer that he likes his colleague. However if his choices
were to give either $1,000 or $2,000, giving $1,000 signals a
dislikes for his colleague. Thus the same action requires a dif-
ferent interpretation depending on the unchosen option. Fur-
thermore, the capacity for theory-of-mind can affect distribu-
tional preferences: previous work found that children with a
more developed theory-of-mind were more likely to give fair
offers in the ultimatum game (Takagishi, Kameshima, Schug,
Koizumi, & Yamagishi, 2010).

In this work, we propose that preferences over the beliefs
others will form are constructed by turning theory-of-mind
inward, anticipating the evaluations others will make about
the actions one might take. With the knowledge of how one’s
actions will be judged before deciding, a decision maker can
calibrate her actions to send the right signals (Baumeister,
1982; Bénabou & Tirole, 2011). We note that we do not
believe agents to be necessarily intentionally signaling im-
partiality to others. Instead agents may strive to maintain a
desired image of themselves from an objective viewpoint or
“self-signal” (Nagel, 1986; Bodner & Prelec, 2003; Bénabou
& Tirole, 2011).

In this paper we develop a computational framework for
capturing the above intuitions. We use influence diagrams as
a structural representation of a rational actor and Bayesian in-
ference over influence diagrams to enable theory-of-mind in-
ferences about whether an action will be perceived as partial.
While the framework we will present is a general way of con-
structing preferences from the anticipated judgments of oth-
ers, we focus specifically on constructing distributional pref-
erences with the desire to be perceived as impartial (Shaw,
2013; Shaw & Olson, 2014; Dungan, Waytz, & Young, 2014;

DeScioli, 2016). We first present a mathematical model that
integrates preferences for efficient and equitable outcomes
with an aversion to appear partial. We then test our model
empirically in two parameterized allocation games with many
conditions that allow us to test some of the fine-grained pre-
dictions of the model. Finally, we conclude by sketching how
our model can be extended to capture other social desires con-
structed from a decision maker’s preference to appear posi-
tively in the minds of others.

Computational Analysis
In this work we aim to model both the way participants act in
resource allocation games as well the judgments they make
about the resource allocations of others. We start from the
simpler preferences for efficiency and equity which are based
on outcomes and build towards constructing a social prefer-
ences for impartiality which are implicitly intentional.

We define a resource allocation game as follows. Let A
be the set of actions available to the decision maker. For each
action a∈A there is a probabilistic transition function P(R|a)
which maps an action to a vector of rewards R where each
ri ∈ R is the amount of reward given to agent i. In a resource
allocation game, the decision maker picks an action (a) such
that the expected reward to the other agents (R) achieves the
desires of the decision maker.

We now define the desires of the Base Decision Maker as
components of a utility function. These desires will deter-
mine how Base Decision Maker distributes resources. We
consider two base desires. The first is a relative preference
over the rewards received by specific agents. To realize this
preference, we include the reward received by each of the
other agents as weighted components of the decision maker’s



own utility. Depending on the value of these weights, an
agent might impartially value others or might be partial to-
wards certain individuals. Formally, let αi ∈ ααα be the weight
that the decision maker places on the reward given to agent
i. When αi > 0, the decision maker gains utility proportional
to the reward received by i, when αi < 0 the decision maker
loses utility proportional to the reward received by i and when
α = 0 the decision maker is indifferent to the reward received
by i. By expressing different α over different agents the de-
cision maker can express partiality (or aversion) towards spe-
cific agents. Including the rewards received by all others as
positive elements (α > 0) in the decision maker’s own utility
creates a preference for Pareto efficient allocations, a form of
efficiency where the reward distributed cannot be increased
by taking other actions without making one of the receiving
agents worse off.

The second base desire implements a form of proportional
equity, the idea that those who contribute more to a joint
endeavor should reap a larger share of the rewards or “just-
desserts”. A well studied way to capture proportional equity
quantitatively is to constrain the relative reward (ri) given to
each agent to be proportional to their relative effort or merit
(γi) (Adams, 1965):

r1

γ1
=

r2

γ2
= . . .=

rN

γN
(1)

We transform these constraints into a measurement of in-
equity:

I(R,γγγ) = ∑
i∈N

∑
j∈N
j>i

|γ jri− γir j| (2)

With a notion of efficiency and equity in place, we can de-
fine the allocation preferences for the Base Decision Maker.
The expected utility (EU) to the decision maker of choosing
a is:

EUbase[a] =−αIAEa[I(R,γγγ)]+ ∑
i∈N

αiEa[ri] (3)

where Ea[I(R,γγγ)] is the expected amount of inequity created
by action a and αIA ∈ ααα is the weight the decision maker
places on inequity aversion. Ea[ri] = ∑ri riP(ri|a) is the ex-
pected reward for i when the decision maker takes action a.
Decision making follows probabilistically by sampling from
the soft-max of expected utility:

P(a|ααα) ∝ exp(β∗EU[a]) (4)

with higher values of β leading to a higher probability of se-
lecting the action with the highest expected utility.

Influence diagrams are a natural choice for structurally rep-
resenting this model since they can flexibly capture decision
problems with multiple factors and recursive sources of value.
Furthermore, they can be used to reason about the latent men-
tal states of a decision maker from just a sparse and noisy ob-
servation of behavior (Jern & Kemp, 2015; Kleiman-Weiner,
Gerstenberg, Levine, & Tenenbaum, 2015). The utility of the

Base Decision Maker which is defined in equation (3) can be
expressed graphically as the influence diagram shown in Fig-
ure 1a. The first term of equation (3) corresponds to the UI
node and the second term corresponds to the UE node.

We now consider a Judge who makes inferences and judg-
ments about the underlying preferences of the Base Decision
Maker following an observation of behavior. Specifically,
in the Base Decision Maker the ααα encode the preferences
of the agent and so for the Judge these ααα become the tar-
get of inference. For our purposes, the Judge is interested
in the extent that the Base Decision Maker is partial to one
or more agents. The Judge’s prior is that the Base Decision
Maker is partial (a binary variable) with probability 0.5. If
partial, one of the αi =αpartial (i chosen uniformly at ran-
dom) and the other α−i =−αpartial. Otherwise, if the agent
is not partial, all α1...N = 1. The Judge also has some prior
uncertainty on the degree that the Base Decision Maker cares
about inequity so αIA ∼ Exponential(λ). With these priors
over the types of preferences a Base Decision Maker might
have, a Judge can use Bayesian inference to compute the ex-
tent that an agent was partial based on just a single observed
allocation:

P(partial,ααα|a) ∝ P(a|ααα)P(ααα|partial)P(partial) (5)

where P(a|ααα) is the model of action shown in equation (4)
and the ααα are then marginalized out to obtain a posterior on
P(partial|a). Figure 1b shows how the judge does infer-
ence over the parameters of the influence diagram represent-
ing the Base Decision Maker.

A Constructed Social Preference inherits from and recur-
sively builds upon both the Base Decision Maker and the
Judge. In particular, the Constructed Social Preference has
an additional preference to appear impartial. Since this is
a preference over the beliefs others will form as a result of
her decision, the preference to appear impartial is a prefer-
ence over the posterior P(partial|a). The Constructed So-
cial Preference integrates these belief based preferences with
the preferences for equity and efficiency of the Base Decision
Maker:

EUconstructed[a] = EUbase[a]−αPAP(partial|a) (6)

where αPA is the extent that the Constructed Social Prefer-
ence cares about whether other agents view her as impartial
or not. This equation and the influence diagram in Figure 1c
show how the Constructed Social Preference is built on top
of the Judge and Base Decision Maker.

The Constructed Social Preference goes beyond prefer-
ences over outcomes like those in the Base Decision Maker.
Instead, it anticipates the inferences other agents will make
about its actions and optimizes its actions so that others have
desirable beliefs. Figure 1d shows a simulated example where
a decision maker had to choose between allocating either
$1,000 to one agent and $100 to another equally meritorious
agent or giving a smaller but equal value to both. The Con-
structed Social Preference is more likely to select the equal
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Figure 2: Empirical results and model predictions of (a) choices and
(b) judgments of partiality for the trials in experiment 1 where both
of the agents were equally meritorious. Trials with no gray bar indi-
cate the model predicted near 0. Error bars are the standard error of
the mean.

option since it implies lower partiality even though both the
Base Decision Maker and the Constructed Social Preference
care equally about avoiding inequity.

In order to compare the model with human participants,
we used maximum-likelihood estimation to optimize the free
parameters to human judgments. The five parameters used
for all simulations were: β = 0.003, αpartial = 6, λ = 0.7,
αPA = 1350. If agent i was more meritorious than agent j
then γi

γ j
= 4. Importantly, the parameters used to model the

partiality data were constrained to be the same as those used
to model participants’ decisions.

Experiments and Results
We test the predictions of this model in two parametric be-
havioral experiments that measure participants’ decisions in
a hypothetical resource allocation game as well as judgments
about the partiality of another agent who made an allocation.
Both experiments were run on Amazon Mechanical Turk. For
each condition we compare the average responses with the
predictions of the model.

Experiment 1: Proportionality and Impartiality
In experiment 1 we investigate how equity and merit affect
choices in an allocation game. We presented two groups of
participants with the following vignette which describes an
allocation game that took place in an everyday office setting:

Alex and Josh are both employees at a large company. Their
coworker Max has been asked to decide how to assign bonuses
to Alex and Josh. Due to company policy, Max can either: give
$1,000 to one employee and $100 to the other or give [$0 /
$100 / $500 / $1000 / $1,100] to both. Alex and Josh currently
make the same amount each year, do the same job, [and have
received identical work evaluations / but Alex has received a
better work evaluation].
Participant group 1: What would you do? (Give Alex the
$1,000 bonus and Josh the $100 bonus / Give Josh the $1,000

bonus and Alex the $100 bonus / Give them both a bonus of
[$0 / $100 / $500 / $1000 / $1,100])

Participant group 2: Max decides to [give Alex the $1,000
bonus and Josh the $100 bonus / give Josh the $1,000 bonus
and Alex the $100 bonus / give them both a bonus of ($0 /
$100 / $500 / $1000 / $1,100)]. Who do you think Max likes
better? (Definitely Alex = -1, Equal = 0, Definitely Josh = 1)

The bold text shows the different variants of the vignettes.
On different trials the value of the equal option varied be-
tween $0 and $1,100. On some trials both employees received
equal work evaluations and on some trials one employee re-
ceived a better work evaluation. The names of the employees
changed on each trial but were always a high frequency male
name.

We first report the results for when both employees were
equally meritorious (Figure 2). We found high rates of in-
equity aversion that led to highly wasteful bonus allocations
(Choices: N = 89; Judgments: N = 104). When the equal
sized bonus was $0, almost 50% of participants chose to allo-
cate nothing, wasting a total of $1,100 ($1,000 + $100) rather
than allocating unequal bonuses. When the bonus was $100,
over 75% of participants wasted the $1,000 bonus in favor
of two equal $100 bonuses. These allocations were highly
wasteful and were Pareto dominated since the unequal allo-
cation would have made at least one of the employees better
off without making the other employee worse off.

The partiality judgments made by a second set of partic-
ipants is consistent with the idea that the aversion to creat-
ing unequal outcomes stems in part from a desire to appear
impartial. We transformed judgments of liking into a par-
tiality index by measuring absolute difference from 0. Even
when the alternative equal allocation required wasting the
entire bonus, a person who allocated the large but unequal
bonus was judged as highly partial (towards the person who
received the higher bonus). Our computational model corrob-
orates this interpretation and captures both participants’ judg-
ments of partiality and then uses those judgments to explain
the strong aversion to an unequal outcome. The full model
closely follows the pattern of decision making.

We now turn to the trials where one of the two employ-
ees received a better evaluation at work than the other and
was thus more meritorious (Choices: N = 89; Judgments: N
= 104). Figure 3 shows that this difference was sufficient to
drive participant choices away from the wasteful equal bonus
towards giving the large but unequal bonus to the employee
who was more meritorious. This shift is consistent with eq-
uity (the more deserving employee got a greater share of the
rewards). However, this also resulted in a novel type of waste-
ful decision making: the option to allocate $1,000 or more
to both employees was forgone over 70% of the time by the
Pareto dominated unequal option that maintains equity based
on merit.

Surprisingly, participants attributed the lowest partiality to
employees who selected the equal bonus even though one of
the receiving employees was more deserving than the other.
This points to a possible difficulty in achieving equitable dis-
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Figure 3: Empirical results and model predictions of (a) choices and (b) judgments of partiality for the trials in experiment 1 where one of
the agents was more meritorious than the other. Trials with no gray bar indicate the model predicted near 0. A “fair bonus” was when the
decision maker gave the large bonus to the agent with more merit. An “unfair bonus” was when the decision maker gave the large bonus to
the agent with less merit. Error bars are the standard error of the mean.

tributions. Even when some agents might be more deserv-
ing than others, inferences of partiality are still readily made
when observing an unequal distribution. Here equity and im-
partiality work against each other. Since the equal bonus led
to a lower attribution of partially, as the size of the equal
bonus grows, the model slowly shifts to the efficient equal
bonus.

Experiment 2: Procedural Fairness and Impartiality
In a second experiment we repeated the equal merit condi-
tion of experiment 1 but also included the possibility that the
employee making the decision could flip a fair coin to de-
cide who gets $1,000 and who gets $100 (Choices: N = 54;
Judgments: N = 158). Besides the addition of this coin the
vignette was identical to the vignette in experiment 1. This is
a key test of the impartiality hypothesis since when the size
of the equal bonus is low, an inequitable but efficient alloca-
tion can be given without signaling partiality towards either
of the employees by flipping a coin (Shaw & Olson, 2014;
Choshen-Hillel et al., 2015).

Consistent with the model predictions shown in Figure 4,
participants did not judge employees who flipped the coin to
be partial towards either of the employees. When the value
of the equal bonus was low (≤ $100) participants no longer
wasted resources like they did in experiment 1. Instead they
flipped the coin in order to allocate the full bonus without
signaling partiality.

Combining the two experiments, we quantify the overall
model performance across all of the conditions in the two ex-
periments. Figure 5 shows the quantitative correlation of the
model predictions with the average judgments of participants.
Overall, participant judgments and decisions were highly cor-
related (R2 = 0.94) with the model predictions. This suggests
that the model is capturing some of the fine grained structure
of how people attribute both partiality and use it to make al-
locations of welfare.

Finally, we compare the full model presented here against
a lesioned model that includes inequity aversion but does not
reason about partiality and hence corresponds to the Base
Decision Maker (i.e., αPA = 0). The parameters in the le-
sioned model were directly fit to the choice data and were
not constrained to fit the judgments. This model fit the data
less well than the full model (R2 = 0.82). However, this le-
sioned model has less parameters than the full model. To test

for the possibility that the full model is overfitting the data
we performed cross-validation using randomly chosen sub-
sets of half the data to fit the free parameters and then tested
against the held-out half. The held-out cross-validation cor-
relation between the model and participants was R2 = 0.93
which suggests that the full model is robust and is not overfit-
ting. In contrast, the lesioned model performed much worse
(R2 = 0.74) under cross-validation. When the full model was
applied only to the choice data it captured nearly all of the
variance (R2 = 0.97) and was still robust when evaluated on
only held-out trials (R2 = 0.96).

Discussion
We introduced a new computational model for constructing
preferences by modeling rational agents which care about
what others will infer about them from their actions. In this
model, the machinery of theory-of-mind is turned inward to
simulate how an action will likely be perceived or judged by
others. Agents then use the perceptions and judgments they
anticipate others will form to construct rich preferences over
socially desirable traits such as impartiality. We tested key
components of the model in two behavioral experiments that
were designed to contain conflict between efficiency, equity
and partiality and measured both participants’ hypothetical
resource allocations and the judgments they made about the
partiality of others who had acted. The predictions of the
model were closely correlated with both allocation decisions
as well as partiality judgments. Finally, we note the best fit
parameters had a high value for αPA which suggests that par-
tiality aversion was playing an important role in the model fit
for predicting choices. A lesioned model that did not con-
tain this parameter failed to predict participants’ judgments
in both experiments.

We now briefly describe qualitatively some of the other
predictions this model can make without any structural ex-
tension. Our model predicts that when the decision maker
and one of the agents have a previous relationship (such as old
friends or a reciprocal relationship in a different context) there
will be a greater probability of inferring partiality since this
previous relationships will manifest itself on the prior over
partial. With a greater probability of others inferring par-
tiality a decision maker will be even less likely to give their
friend a larger reward than another person. This reasoning
might explain why nepotism and cronyism is judged as unfair
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Figure 5: Quantification of model performance. Each point rep-
resents the model prediction and participant judgment for a single
condition. For better fitting models the points will lie close to the
y = x diagonal. (left) The full model compared including both de-
cision and judgment data. (middle) The full model compared only
on the decision data. (right) Lesioned model that did not include
partiality compared only on the decision data.

and avoided (Dungan et al., 2014). Other procedural tools
such as the delegation of the decision to a third party may
also be important to avoid the attribution of partiality. Under
the model we have presented, if an attribution of partiality can
be made less likely, the decision maker might be more likely
to participate in nepotism and favoritism.

In future work we would like to investigate how other
forms of social preferences can be constructed by placing
preferences over anticipated judgments. For instance, people
might desire to appear as trustworthy and generous or avoid
appearing selfish or envious. Ultimately we suspect that an
agent who carefully manipulates their image so that all others
think she is a great person – will end up behaving quite simi-
lar to a person who is truly good. However, her behavior will
be less robust – when she suspects her actions are unobserved
or can only be interpreted ambiguously, the constructed social
preferences disappears along with the altruistic or fair behav-
ior (Dana, Weber, & Kuang, 2007). By constructing social
preferences such as impartiality, a key component of fairness,
from the anticipated judgments of others, we quantitatively
predict the fine-grained structure of both participants’ deci-
sions concerning the allocation of resources and participants’
judgments about those who make distribution decisions. Our
model makes clear that the power of theory-of-mind is not
necessarily limited to understanding the beliefs and desires
of other intentional agents. It can also be pointed inward to
strategically shape beliefs and desires in others.
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