Dynamic-goal state equations for tracking reaching movements using neural signals
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Abstract – Motor prosthetic algorithms were recently proposed to combine target and path information to drive reaching arm movements to a static goal. In this paper, we extend two approaches to support goals that may themselves evolve over the duration of the reaching movement. The resulting probabilistic and control-based dynamic-goal reach state equations represent an intermediate level of user flexibility between static-goal reach state equations and unconstrained movement.
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I. INTRODUCTION

Studies within the past five years have demonstrated the feasibility of controlling a device from electrodes that monitor neural activity. Various anatomical regions have been investigated in this endeavour, including motor, premotor, and parietal cortical regions. Two principle interfaces that have been prototyped include continuous movements of an on-screen cursor [1,2,3], and selection from a discrete set of icons [4,5]. Called motor and cognitive prosthetics respectively, both approaches must provide a protocol by which neural signals specify the state of the device being controlled. This problem is conveniently described as the inference of a user’s intent from observations of their neural signals.

Recently, several papers have investigated estimation procedures designed for goal-directed movements, where neural activity might be available to specify the intended target state as well as the path towards the target state [6,7,8,9]. These methods enable an intermediate level of flexibility between discrete target selection and unconstrained free motion in the control of a computer icon, robot arm, or other assistive device. Two of these proposed methods, one derived probabilistically and another based on stochastic optimal control, employ the state-space paradigm, meaning that a difference or differential equation is specified to generate a prior on the trajectory as it evolves in time towards the target. A state equation forms the basis for neural interfaces that use recursively computed estimates, including the Kalman filter [3], point process filter [10], and particle filter [11].

Both probabilistic and control-based static-goal reach state equations share the same linear structure. The state vector includes the current desired device state $x$, and a static target state $z$:

$$
\begin{bmatrix}
  x_{t+1} \\
  z
\end{bmatrix} = M_t \begin{bmatrix}
  x_t \\
  z
\end{bmatrix} + \begin{bmatrix}
  \epsilon_t \\
  0
\end{bmatrix}
$$

(1.1)

where

$$
M_t = \begin{bmatrix}
  \Psi & \Gamma \\
  0 & I
\end{bmatrix},
$$

(1.2)

$I$ denotes the identity matrix, and $\epsilon$ is the increment, a random variable that represents uncertainty in the propagation of the state variables forward in time.

While the probabilistic and control-based reach state equations differ in specific parameter choices, they both describe reaching movements where the desired target state $z$ remains unchanged over the duration of the reach, and the increment random variable adding to the target component is identically zero.

In practice, we may want to support the possibility of a target state that evolves in time, such as with a fieldsman that must adjust their reach during an unanticipated bounce of a baseball. Even when the intended target is constant, estimation on state variables that evolve forward in time without incurring uncertainty (directly or through relations with other variables) is generally susceptible to bias when the initial estimate is inaccurate and calculated to have an inappropriately low variance. For dimensions of the state equation to which stochastic increments do not propagate,
the estimation procedure then down-weights new observations on those dimensions, and estimates are slow to settle around the correct value. In this paper, we apply both probabilistic and control frameworks to derive two alternate state equations for describing reaching movements with an intended target that may itself evolve over the duration of the reach.

II. DYNAMIC GOAL IN PROBABILISTIC FRAMEWORK

We seek a probabilistically consistent description for a trajectory \( x_i \) that evolves towards the current target \( z_i \) in the same way the trajectory evolved towards a stationary target \( z \) in (1.1). The stationary target state equation (1.1) is discussed extensively in [6]. It is a specification for the state transition probability density

\[
p(x_{t+1} \mid x_t, z)
\]

(1.3)

based on the single assumption that \( x_i \) evolves as a standard linear state equation to describe the evolution of the arm without target information over the discrete time interval [0,T]:

\[
x_{t+1} = A_t x_t + w_t
\]

(1.4)

The stochastic increment \( w_t \) is a zero-mean Gaussian random variable with \( E[w_t w_t^\prime] = Q_t \delta_{tt'} \). Note the indexing used in equation (1.4) follows general convention [12] and is different from that used previously in [6]. The state transition matrix and increment are now marked \( A_t \) and \( w_t \) rather than \( A_{t+1} \) and \( w_{t+1} \).

We desire additionally to describe the temporal evolution of the target as another linear state equation

\[
z_{t+1} = B_t z_t + \eta_t
\]

(1.5)

with zero-mean Gaussian increment \( \eta_t \) that has covariance \( E[\eta_t \eta_t^\prime] = R_t \delta_{tt'} \).

A graphical model of the state space provides a convenient tool to visualize the relationship between the random variables that comprise the full trajectory of arm states and time-varying targets. In this representation, the \( x_i \) and \( z_i \) are nodes in a directed acyclic graph. A random variable at a given node is independent of random variables on other nodes in the space conditioned on its parent node random variables. To generate a probabilistically consistent prior on the trajectory, the conditional density must be specified for each node conditioned on its parents.

Several possible graphs could be drawn that relate target variables \( z_i \) to path variables \( x_i \), each of which would require that we specify different conditional densities to define a consistent prior on the entire trajectory.

The graph depicted in Figure 1 requires precisely the conditional densities we described above from equations (1.3) and (1.5). Specifically, each target node \( z_{t+1} \) has only one parent \( z_t \) and each arm state node \( x_{t+1} \) has parent nodes \( x_t \) and \( z_t \). Nodes \( x_0 \) and \( z_0 \) are parentless. Accordingly, we must define \( p(x_{t+1} \mid x_t, z_t) \), \( p(z_{t+1} \mid z_t) \), \( p(x_t) \), and \( p(z_0) \).

By setting \( p(x_{t+1} \mid x_t, z_t) \) as given in equation (1.3), we capture the notion that the arm state \( x_t \) evolves toward the current target \( z_t \) as if it were the stationary target in the original reach state equation. By setting \( p(z_{t+1} \mid z_t) \) according to equation (1.5), we introduce the constraint that the target itself evolves as a linear state equation with Gaussian increments, independent of the arm state \( x_t \).

Because the graphical model we chose stipulates \( x_{t+1} \) and \( z_{t+1} \) are independent when conditioned on \( x_t \) and \( z_t \), we have for this model that

\[
p(x_{t+1}, z_{t+1} \mid x_t, z_t) = p(x_{t+1} \mid x_t, z_t) p(z_{t+1} \mid z_t)
\]

(1.6)

The final probabilistic dynamic-goal reach state equation is a variant of the original reach state equation:

\[
\begin{pmatrix} x_t \\ z_t \end{pmatrix} = \mathbf{R} \begin{pmatrix} x_{t-1} \\ z_{t-1} \end{pmatrix} + \begin{pmatrix} e_t \\ \eta_t \end{pmatrix}
\]

(1.7)

where

\[
\mathbf{R} = \begin{pmatrix} \Psi & \Gamma \\ 0 & B \end{pmatrix}
\]

(1.8)

The symbols are identical to those defined for equations (1.1), (1.2), and (1.5), with \( \Psi \) and \( \Gamma \) defined from the probabilistic static-goal reach state equation, as detailed in [6]. Moreover, the solution reduces to the static case with \( B_t = I \) and \( E[\eta_t \eta_t^\prime] = 0 \).
III. DYNAMIC GOAL IN STOCHASTIC OPTIMAL CONTROL FRAMEWORK

The control-based static-target reach state equation also affords a convenient extension to support a dynamic target. The static target case is addressed in [9], where the authors propose a reach state equation that corresponds to a linear plant under a control optimized to a cost that is a quadratic form on the end state and control inputs. A concise and accessible introduction to this classic linear quadratic (LQ) optimal control solution is available [12].

To derive the closed-loop state equation for optimized control to a dynamic target, we adopt the same general approach as in [9] and [12]. We write the problem in a standard form and directly apply the classical result for the optimal controller in linear systems with quadratic cost discussed in [12].

First, analogous to the static case in [9], we augment the state vector \( s_t = [x_t, z_t] \) to include both \( x_t \) and \( z_t \). We then write the state equation that describes the dynamics of the plant:

\[
\begin{pmatrix}
    x_{t+1} \\
    z_{t+1}
\end{pmatrix} = \begin{pmatrix}
    A & 0 \\
    B & 0
\end{pmatrix} \begin{pmatrix}
    x_t \\
    z_t
\end{pmatrix} + C u_t + \begin{pmatrix}
    w_t \\
    \eta_t
\end{pmatrix}
\]  

(1.9)

where \( A, B, \), \( w_t \), and \( \eta_t \) are defined in section II. For an nx1 control vector \( u_t \), the nxn matrix \( C \) specifies how control inputs affect plant dynamics. This matrix \( C \) can be set to specify control along certain dimensions, such as with the assignment in (1.20) to specify velocity control.

The cost function is now a standard quadratic form, penalizing for deviations between \( x_T \) and \( z_T \) as well as for energy expenditure associated with the control \( u_t \):

\[
J(s_0) = \sum_{t=0}^{T} \begin{pmatrix}
    s_t & x_T & t + 1 & u_t & R u_t
\end{pmatrix} Q_t \begin{pmatrix}
    s_t & x_T & t + 1 & u_t & R u_t
\end{pmatrix} ^T
\]  

(1.10)

where \( Q_t \) is a 2N x 2N block matrix and \( x_T \) and \( z_T \) are each Nx1 vectors. The following assignment for \( Q_t \) weighs deviations between all dimensions of \( x_T \) and \( z_T \) equally, where \( q \) is a scalar:

\[
Q_t = q \times \begin{pmatrix}
    I & 0 \\
    0 & I
\end{pmatrix}
\]  

(1.11)

R\( _T \) is chosen to penalize the cost according to the square of the deviation from zero in each control dimension:

\[
R_t = r \times I
\]  

(1.12)

where \( R \) is a \( m \times m \) matrix given a \( m \times 1 \) control vector \( u_t \), and \( r \) is a scalar.

Stated in this form, the optimal controller for a moving target is simply given by the classical optimal controller for linear systems with quadratic cost, reproduced below from [12]:

\[
u_t = L_t s_t \quad t = 0,1,...,T - 1
\]  

(1.13)

where

\[
L_t = -(B_t^T K_{t+1} B_t + R)^{-1} B_t^T K_{t+1} A_t
\]  

(1.14)

and \( K_{t+1} \) is calculated recursively from the following two equations:

\[
K_t = Q_t
\]  

(1.15)

\[
K_t = A_t^T(K_{t+1} - K_{t+1} B_t(B_t K_{t+1} B_t + R)^{-1} B_t K_{t+1})A_t + Q_t
\]  

(1.16)

The resulting closed loop state equation is simply (1.9) with \( u_t \) as defined in (1.13). This is the dynamic-goal control-based reaching movement state equation.

A simple derivation of the well-studied equations (1.13)-(1.16) is given in [12]. Note that if \( B_t = I \), the deterministic component of the control-based dynamic-goal reach state equation is identical to the static goal case. If furthermore \( E[\eta_t] = 0 \), then the dynamic and static equations are identical. The fact that a target increment appears in the dynamic-goal plant but not the static-goal plant does not affect the choice of optimal control policy, a result known as certainty equivalence [12] by which deterministic and stochastic closed-loop control strategies are equivalent in the subclass of LQ problems where plant dynamics are known.

IV. 2D SAMPLE TRAJECTORIES OF DYNAMIC GOAL STATE EQUATIONS IN BOTH FRAMEWORKS

We now generate sample trajectories from the probabilistic (1.7) and optimal control (1.9) dynamic goal state equations in the x-y plane. First, the matrices in those equations are precomputed, and increment values are drawn from independent Gaussian distributions. Next, arm states are iteratively computed using the respective state equations. Both the current arm state \( x_t \) and current target \( z_t \) are each \( 4 \times 1 \) vectors composed of the following elements: \([ x \text{ coord}, y \text{ coord}, x \text{ velocity}, y \text{ velocity} \]). The \( 4 \times 4 \) matrices \( A_t \) and \( B_t \) that describe the evolution of \( x_t \) and \( z_t \) respectively are chosen for both state equations as follows:

\[
A = B = \begin{pmatrix}
    1 & 0 & \Delta & 0 \\
    0 & 1 & 0 & \Delta \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{pmatrix}
\]  

(1.17)
The 4x1 increment matrices $w_i$ and $\eta_i$ have the following 4x4 covariance matrices in both state equations:

$$E[w_i w'_i] = \omega$$
$$E[\eta_i \eta'_i] = n$$

where $\omega = 1e-4$ and $n = 5e-3$.

For the control-based state equation, $q = 440$ in (1.11), and $r = 1e-7$ in (1.12). The control $u_i$ is a 2x1, with $C$ defined as a 8x2 matrix to specify velocity control:

$$C = \text{Transpose} \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \ 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \ \end{bmatrix}$$

Figures 2 and 3 show sample trajectories resulting from the two state equations. The A panels in both figures show trajectories that move towards the current notion of target that itself evolves independently as linear stochastic difference equation. A close examination of the x position versus y position graphs in the A panels reveals that the probabilistic trajectory (Figure 2A) converges to $z_{T.1}$, whereas the velocity-control-based trajectory (Figure 3A) converges to $z_{T.2}$. The $z_{T.1}$ convergence occurs in the probabilistic trajectory because $B=I$ and $E[\eta_{T.1}]=0$ implies...
the distribution of $z_T$ given $z_{T-1}$. This is also true in the control-based situation, but in addition, velocity control inputs applied at time $t$ take one time step to propagate into position. This results in a convergence to $z_{T,2}$ in the control-based state equation with $B=I$ and $E[\eta_{T-1}]=0$.

The B panels in Figures 2 and 3 show mean velocity trajectories, obtained analytically by setting the stochastic increments identically to zero, that appear bell-shaped as with the static case. Unlike the static case, the velocity profiles of Figures 2 and 3 deviate sharply (but only momentarily) with high velocity in the last four time steps in an effort to close the remaining distance to the stochastic target locations. These last minute high velocity corrections are presumably not needed in the static case because the target remains constant, so that velocity corrections throughout the reach provide the desired accuracy in achieving the final target.

V. CONCLUSION

Recent advances in the design of motor prosthetic algorithms allow for the coordinated estimation of arm trajectory and a static goal in a reaching movement [6,7,8,9]. In this paper, we have extended this work to describe the estimation of reaching movements towards dynamic goals. This extension represents an alternative for the neural prosthetic interface that may provide increased flexibility over a static-goal reach state equation and better convergence of target estimates, while still maintaining the ability to integrate target and path-related neural activity.

Two state equations were presented, each of which represents the extension of probabilistic [6] and control-based [9] approaches to the static target case. Both state equations reduce to their static counterparts for appropriately chosen parameters. Simulated trajectories of the two evolving-goal state equations both appear qualitatively similar for the specific parameter choices made in Section IV, although they differ in derivation and mathematical specification. Both state equations allow for an independent, stochastically evolving target. Simulation of sample neural activity and estimation performed with these state equations will be critical to evaluating the advantages and limitations of the dynamic-goal approach compared to the static-goal reach state equations.
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